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ABSTRACT. R. Bott and S. S. Chern used the theory of characteristic differential forms of a holomorphic hermitian vector bundle to study the distribution of zeroes of a holomorphic section. In this paper their methods are extended to study how often a holomorphic mapping into a Grassmann manifold hits Schubert cycles of fixed type.

I. Introduction. Let \( f : X \rightarrow Y \) be a holomorphic mapping of complex manifolds \( X \) and \( Y \), and let \( W \) be a subvariety of \( Y \) such that \( f^{-1}(W) \) is a set of isolated points. Value distribution theory describes the behavior of \( f^{-1}(W) \) when \( X \) is noncompact and has an exhaustion by compact sets. For example, the theory gives conditions under which \( f^{-1}(W) \) is nonempty. The central result of value distribution theory in several complex variables has been a First Main Theorem, an integral formula relating the size of \( f^{-1}(W) \) with the growth of \( f \). Wu [14] considered the case where \( Y \) is either compact Kaehler or \( \mathbb{C}^n \), and \( W \) is a point. Hirschfelder [8] and Stoll [12] consider the following situation: Let \( \tau, \sigma \) be proper, surjective, holomorphic, regular maps 
\[
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\]
where \( B, Z \) are complex manifolds, \( Y \) is compact and \( Z \) is compact Kaehler. Then \( W = \tau(\sigma^{-1}(z)) \) for \( z \in Z \). They allow \( W \) to have arbitrary codimension and require \( f^{-1}(W) \) to be an analytic set of codimension equal to \( \text{codim } W \). Their result is proven by letting \( \tilde{X} = f^*(B, \tau) \), and considering the diagram 
\[
\begin{array}{c}
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\Rightarrow 
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B \\
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\end{array}
\]
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They then apply a generalization of Wu's results to the map \( \tilde{f} \circ \sigma: \tilde{X} \to Z \), and integrate over the fibres of \( \tilde{X} \). Bott and Chern [2] take a differential-geometric point of view: \( Y \) is a holomorphic vector bundle \( E \) over \( X \), \( \tilde{f} \) a holomorphic section \( s \) of \( E \), and \( W \) the zero section of \( E \).

We generalize the Bott-Chern situation as follows: Let \( E \) be a holomorphic vector bundle of dimension \( m \). Fix integers \( 0 \leq a_1 \leq \cdots \leq a_n \leq m \) such that \( \Sigma (m - a_i) = \dim X \) and put \( Y = \bigoplus_{a_n + n} E \), \( W = \{ e_1, \ldots, e_{a_n + n} \} \in \bigoplus_{a_n + n} E \). Rank \( \{ e_1, \ldots, e_{a_i + n} \} \leq a_i \) for \( 1 \leq i \leq n \). A holomorphic section \( \delta \) of \( \bigoplus_{a_n + n} E \) has a Schubert zero of type \( (a_1, \ldots, a_n) \) at \( x \in X \) if \( \hat{S}(x) \in W \); the Bott-Chern case is when \( n = 1 \), \( a_1 = 1 \). We prove a First Main Theorem for Schubert zeroes, but only when \( E \) has sufficiently many sections \( \mathcal{V} \), i.e. \( \mathcal{V} \) is a subspace of the space of holomorphic sections of \( E \), \( \dim \mathcal{V} = m + n \), such that the sections in \( \mathcal{V} \) span the fibre \( E_x \) for each \( x \) in \( X \). We first construct an analytic fibre bundle \( \hat{X} \) over \( X \) and a holomorphic vector bundle \( \hat{Q} \) over \( \hat{X} \), fibre \( \dim \hat{Q} = \dim \hat{X} \). If \( \delta \in \bigoplus_{a_n + n} \mathcal{V} \) is considered as a section of \( \bigoplus_{a_n + n} E \), then \( \delta \) induces a holomorphic section \( \delta \) of \( \hat{Q} \), such that the Schubert zeroes of \( \delta \) are determined by the zeroes of \( \hat{S} \). We would like to apply the First Main Theorem of Bott and Chern to the section \( \delta \), but \( \hat{X} \) is in general a singular analytic space. Hence we first show that the Bott and Chern theorem holds on analytic spaces. We then integrate the result over the fibres of \( \hat{X} \) to prove a First Main Theorem on \( X \).

We could have approached the problem from the Stoll-Hirschfelder point of view, since \( \mathcal{V} \) induces a holomorphic map \( e_{\mathcal{V}}: \mathcal{V} \to \mathcal{P}_n(\mathcal{V}) \), where \( \mathcal{P}_n(\mathcal{V}) \) is the Grassmann manifold of \( n \)-planes of \( \mathcal{V} \). The map \( e_{\mathcal{V}} \) sends \( x \) to the subspace of \( \mathcal{V} \) consisting of the sections in \( \mathcal{V} \) which vanish at \( x \). Then we construct
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where \( F \) is a flag manifold and \( (A, \sigma), (A, r) \) are analytic fibre bundles over \( F \) and \( \mathcal{P}_n(\mathcal{V}) \) respectively. By definition \( \hat{X} \) is \( e_{\mathcal{V}}^*(A, r) \). For \( \mathcal{L} \in F \), \( r \circ \sigma^{-1}(\mathcal{L}) \) is a Schubert cycle of type \( (a_1, \ldots, a_n) \) in \( \mathcal{P}_n(\mathcal{V}) \). Given \( \delta \in \bigoplus_{a_n + n} \mathcal{V} \) we can define a flag \( \hat{\mathcal{L}}(\delta) \in F \) such that \( \delta \) has a Schubert zero at \( x \) if and only if \( e_{\mathcal{V}}(x) \in r(\sigma^{-1}(\hat{\mathcal{L}}(\delta))) \). However, \( A \) is not in general a manifold, so that we cannot immediately apply the First Main Theorem of Stoll and Hirschfelder. Further more, this situation is highly geometric, thus the Bott-Chern approach seems more natural in our case.

The plan of this paper is as follows: In \$\text{II} \$ we review the definition of characteristic forms of a holomorphic hermitian vector bundle. In particular we need to recall that a hermitian structure on the holomorphic bundle \( E \) induces the Chern forms \( c_j(E) \) of type \( (j, j) \) for \( j = 1, \ldots, m = \dim E \). In \$\text{III} \$ we give a simplified proof of the Chern duality formula and use it to prove Bott and Chern's Theorem 1:
Let $E$ be a holomorphic, hermitian vector bundle of fibre dimension $n$ over a complex manifold $X$, $\dim X = n$, and let $B^*(E) = \{ e \in E \mid 0 < \|e\| < 1 \}$ with $\pi: B^*(E) \to X$ the projection. Then there exists a real form $\rho$ on $B^*(E)$ of type $(n - 1, n - 1)$ such that $\pi^*e_n(E) = dd^c\rho/4\pi$. Further if $E$ is nonnegative then $\rho$ may be chosen nonnegative.

(Note, $d^c = i(\overline{\partial} - \partial)$).

The Generalized Gauss-Bonnet Theorem and First Main Theorem of Bott and Chern are revised somewhat and shown to hold on analytic spaces in §IV and §V. The proof consists largely of integrating Theorem 1.

We discuss Schubert zeroes and prove the First Main Theorem for Schubert zeroes in §VI. Finally, in §VII we give sufficient conditions for almost all sections $\xi \in \bigoplus_{a_n} V$ to have the same number of Schubert zeroes, or equivalently for a holomorphic map $f: X \to \mathbb{P}_n(V)$ to hit almost all Schubert cycles the same number of times.

II. Hermitian vector bundles and characteristic classes. A connection on a $C^\infty$-vector bundle induces on the base manifold certain closed differential forms whose de Rham cohomology classes are independent of the original connection. When the connection is the canonical one defined by a hermitian structure on a holomorphic bundle, then the refined cohomology classes are independent of the hermitian structure and there is an explicit formula showing the behavior of these forms under deformation of the hermitian structure. The details and proofs are all found in Bott and Chern [2]; see Griffiths [6] for the principal bundle approach.

$E$ denotes an $n$-dimensional $C^\infty$-bundle over a $C^\infty$-manifold $X$, $T = T(X)$ is the tangent bundle, $A^j(X)$ is the space of complex valued differential $j$-forms, and $A(X) = \bigoplus A^j(X)$. If $\Gamma(E)$ denotes the $C^\infty$-sections of $E$, then $A(X; E) = A(X) \otimes \bigoplus_{a_n} E$ is the space of differential forms on $X$ with values in $E$.

Definition. A connection on $E$ is a differential operator $D: \xi \to HT^* \otimes E)$ such that $D\xi = df \cdot \xi + f \cdot D\xi$ whenever $f \in A^0(X)$, $\xi \in \Gamma(E)$.

Relative to a fixed connection $D$ on $E$ we construct the Chern forms of $E$ as follows: Let $s_i = \{s_i \}$, $i = 1, \ldots, n$, be a frame of $E_{|U}$, $U$ open in $X$; i.e. the $s_i$ are smooth sections such that $\{s_i(x)\}$ form a basis of $E_x$ for each $x \in U$. Then $D_s_i = \sum \theta_{ij}s_j$, $\theta_{ij} \in A^1(U)$, and $\theta(s; D) = \|\theta_{ij}\|$ is the matrix of connection 1-forms. The curvature matrix $K(s; D) = \|K_{ij}\|$ is the matrix of 2-forms defined by $K_{ij} = d\theta_{ij} - \sum_k \theta_{ik} \wedge \theta_{kj}$, i.e. $K(s, D) = d\theta(s, D) - \theta(s, D) \wedge \theta(s, D)$. We define a global form $c(E, D) = \sum c_j(E, D) \in A(X)$, $c_j(E, D) \in A^2j(X)$, by $c(E, D)|U = \det(1 + (i/2\pi)K(s, D))$. This is well defined because it is independent of the choice of frame $s$ on $U$ and hence agrees on overlaps. If $s'$ is another frame on $U$, $s' = \sum A_{ij}s_i$, $A_{ij} \in A^0(U)$, i.e. $s' = As$, then $D_{s'} = \theta(s', D)s' = (dA + A\theta(s, D))s$, so $dA + A\theta(s, D) = \theta(s', D)A$ and hence $AK(s, D) = K(s', D)A$, so $\det(1 + (i/2\pi)K(s, D))$ =
det \((1 + (i/2\pi)K(s', D))\). Note in particular the curvature matrix \(K(s, D)\) represents an element \(K[E, D]\), the curvature of \(E\) relative to \(D\), in \(A^2(X, \text{Hom}(E, E))\). The form \(c(E, D)\) is the (total) Chern form, and \(c_j(E, D)\) is the \(j\)th Chern form, relative to \(D\).

We define characteristic forms in a similar manner: Let \(M_n\) denote the space of \(n \times n\) complex matrices. A \(k\)-linear functional \(\phi\) on \(M_n\) is invariant if \(\phi(x_1, \ldots, x_k) = \phi(yx_1y^{-1}, \ldots, yx_ky^{-1})\) for all \(y \in \text{Gl}(n, C)\), \(x_i \in M_n\). The space of all \(k\)-linear invariant forms will be denoted by \(I_k(M_n)\). Given \(\phi \in I_k(M_n)\), \(U\) open in \(X\), we extend \(\phi\) to a \(k\)-linear map \(\phi_U: M_n \otimes A(U) \to A(U)\) by \(\phi_U(x_1w_1, \ldots, x_kw_k) = \phi(x_1, \ldots, x_k)w_1 \wedge \ldots \wedge w_k\), \(x_i \in M_n\), \(w_i \in A(U)\). Now consider \(k\) elements \(\xi_1, \ldots, \xi_k \in A(X; \text{Hom}(E, E))\) and let \(\phi \in I_k(M_n)\). Then there is a well-defined form \(\phi(\xi_1, \ldots, \xi_k) \in A(X)\) which has the following local description: if \(s\) is a frame over \(U\) then \(\phi(\xi_1, \ldots, \xi_k)|_U = \phi_U(\xi_1(s), \ldots, \xi_k(s))\) where \(\xi_i(s)\) is the matrix of \(\xi_i\) relative to \(s\), and hence \(\xi_i(s) \in M_n \otimes A(U)\). We set \(\phi((\xi_i)) = \phi(\xi_i, \ldots, \xi_i); a \text{ characteristic form of the connection } D = \phi((K[E, D])), \phi \in I_k(M_n)\). Polarizing the determinant we get \(\det(\xi) = \det(\xi)\) Thus the Chern form is a characteristic form. The desired independence on the connection of the characteristic (de Rham) classes follows from the following two propositions:

**Proposition 2.1.** Let \(D\) be a connection for \(E\) over \(X\), \(\phi\) an invariant form on \(M_n\), then \(\phi((K[E, D]))\) is closed.

**Proposition 2.2.** Let \(D_t\) be a smooth \(1\)-parameter family of connections on \(E\), then the function \(s \to d(D_t s)/dt, s \in \Gamma(E)\), is \(A^0(X)\)-linear and hence determines an element \(\dot{D}_t \in A^1(X, \text{Hom}(E, E))\). Further, if \(\phi \in I_k(M_n)\) then

\[
\int_a^b \phi((K[E, D_t])) = d \int_a^b \phi^1((K[E, D_t], \dot{D}_t)) dt
\]

where \(\phi^1((\xi; \eta)) = \sum_a \phi(\xi, \ldots, \eta(a), \ldots, \xi)\).

**Corollary 2.3.** The cohomology class of \(\phi((K[E, D]))\) is independent of the connection on \(E\).

**Proof.** If \(D_1\) and \(D_0\) are two connections on \(E\), then \(D_t = tD_1 + (1 - t)D_0\) is a \(1\)-parameter family of connections.

**Remark.** By putting \(\theta(s, D) = 0\), \(s\) a frame of \(U\), a connection can always be defined locally; patching together by a partition of unity shows the existence of connections on any bundle, so the characteristic classes are well defined topological invariants of the vector bundle.
A real valued $C^\infty$ function $N: E \to \mathbb{R}$ defines a hermitian structure if the restriction of $N$ to any fibre defines a norm, i.e. $\langle u, v \rangle = \frac{1}{2}\{N(u + v) - N(u) - N(v)\} + \frac{1}{2}\{N(u + iv) - N(u) - N(v)\}$ for $u, v \in E_x$, defines a hermitian inner product on $E_x$.

On a complex manifold $X$, let $A^{p,q}(X)$ be the forms of type $(p, q)$, $d = \partial + \overline{\partial}$, $\partial: A^{p,q} \to A^{p+1,q}$, $\overline{\partial}: A^{p,q} \to A^{p,q+1}$, $A^r(X) = \Sigma A^{p,q}(X)$, $p + q = r$. This decomposition of $A(X)$ induces a corresponding decomposition of $A(X; E)$ into $A^{p,q}(X; E) = A^{p,q}(X) \otimes A_0(X)$ and hence any connection $D$ on $E$ splits canonically into the sum $D' + D''$ where $D' : \Gamma(E) \to A^{1,0}(X; E)$, $D'' : \Gamma(E) \to A^{0,1}(X; E)$.

**Proposition 2.4.** Let $N$ be a hermitian norm on the holomorphic bundle $E$. Then $N$ induces a canonical connection $D = D(N)$ on $E$ which is characterized by the two conditions:

1. $D$ preserves the norm $N$, i.e. $\langle Ds, s' \rangle = \langle s, Ds' \rangle$, $s, s' \in \Gamma(E)$;
2. if $s$ is a homomorphic section of $E|_U$, then $D''s = 0$ on $U$.

**Note.** $\langle s \otimes \theta, s' \otimes \theta' \rangle = \theta \wedge \overline{\theta'} \cdot \langle s, s' \rangle$; $\theta, \theta' \in A(U)$.

Locally $D(N)$ has the following form: let $s$ be a holomorphic frame on $U$, $N = N(s) = \|s, s\|$. Then $\theta(s, D(N)) = \partial N \cdot N^{-1}$.

**Proof.** See Bott-Chern [2].

**Corollary 2.5.** Let $E$ be a holomorphic bundle with hermitian norm $N$, and let $\theta, K$ denote the connection and curvature matrices of $D(N)$ relative to a holomorphic frame over $U$. Then on $U$ one has

- $\theta$ is of type $(1, 0)$, $\partial \theta = \theta \wedge \theta$,
- $K = \overline{\partial} \theta$, hence $K$ is of type $(1, 1)$ and $\partial K = 0$,
- $\partial K = -[K, \theta]$.

**Note.** Since $K$ is of type $(1, 1)$, the characteristic classes are of type $(p, p)$.

If $E$ is a line bundle, then a holomorphic frame is simply a nonvanishing section $s$, so $\theta = \partial \log N(s)$, and $c_1(E) = (i/2\pi)\overline{\partial} \partial \log N(s)$.

We define the refined cohomology groups $\hat{H}^{p,q}(X) = \ker d \cap A^{p,q}(X)/\overline{\partial} A^{p-1,q-1}(X)$ and wish to show that the refined characteristic classes are independent of the choice of norms.

**Proposition 2.6.** Let $N_t$ be a smooth family of norms on a holomorphic bundle $E$. Then the function $(s, s') = d\langle s, s' \rangle_{N_t}/dt$ is hermitian linear over $A^0(X)$ and hence determines a section $L_t \in \Gamma(\text{Hom}(E, E))$ by the formula $\langle L_t(s), s' \rangle_{N_t} = (d/dt)\langle s, s' \rangle_{N_t}$, $s, s' \in \Gamma(E)$. If $\phi$ is any invariant form in $I_k(M_n)$, $n = \dim E$, then

$$\int_a^b \phi((K[E, N_t])) = \bar{\partial} \phi|_a^b.$$
\[ \phi^1((\xi; \eta)) = \sum_i \phi(\xi, \ldots, \xi, \eta(i), \xi, \ldots, \xi). \]

**Proof.** See Bott-Chern [2].

Independence of the refined characteristic classes now follows by setting \( N_t = (1 - t)N_0 + N_1 \) where \( N_0 \) and \( N_1 \) are norms. We let \( \hat{c}(E) \) denote the refined Chern class of \( E \), that is the refined class of \( \hat{c}(E, N) \) for some norm \( N \); a partition of unity argument shows that such an \( N \) always exists, and hence \( \hat{c}(E) \) is well-defined.

### III. Chern duality

We wish to prove the Chern Duality formula: \( \hat{c}(E) = \hat{c}(E_1)\hat{c}(E_{11}) \) where \( 0 \to E_1 \to E \to E_{11} \to 0 \) is an exact sequence of holomorphic vector bundles. Let \( N \) be a norm on \( E \), then \( N \) induces \( N_{11} \) on \( E_{11} \) by restriction and \( N_{11} \) on \( E_{11} \) by identifying \( E_1 \) with \( E^1 \), the orthogonal complement of \( E_{11} \), as \( C^\infty \) bundles. Put \( c(E) = c(E, N), c(E_i) = c(E_i, N_i) \) for \( i = I, \ II \) then we have

**Proposition 3.1.** There exists a form \( \xi \) in \( A(X) \) such that

\[ c(E) - c(E_1)c(E_{11}) = \bar{\partial} \partial \xi. \]

The proof is a simplification of Bott and Chern's, and is based on a deformation of \( N \) to \( N_{11} \). First, we define the orthogonal projections \( P_i : E \to E_i, i = I, \ II \), and interpret them as elements of \( \Gamma(\text{Hom}(E, E)) \). Now put

\[ (u, v) = t \langle P_1 u, P_1 v \rangle + \langle P_{11} u, P_{11} v \rangle \]

for \( u, v \in E \), and \( 0 < t \leq 1 \). Then clearly \( N_t \) is a hermitian norm and \( N_t \to N_{11} \) as \( t \to 0 \). We compute \( K_t(E) \) at \( x \in U \) relative to a holomorphic frame \( s \) of \( E \) such that \( \{s_1, \ldots, s_k \} \) is a holomorphic frame of \( E_1 \) and \( s_1(x), \ldots, s_n(x) \) is an orthonormal basis of \( E \). Write \( N = N(s) = (N_{11} A^*) \) where \( N_{11} = \| (s_i, s_j) \|_{i, j = 1}^k, A = \| (s_i, s_j') \|_{i, j = 1}^k, B = \| (s_i, s_j') \|_{i, j = 1}^n \) on \( U \). Put \( N_{11} = N_{11}(s') \) where \( s' \) is the holomorphic frame of \( E_{11} \), \( s' = \{P_{11} s_i, 1 \leq i \leq n-k \} \). It is easy to check that \( \| (P_{11} s_{i+k}, P_{11} s_{j+k}) \| = AN_{11}^{-1} A^* \). Hence

\[
N_t = N_t(s) = t \| (P_1 s_i, P_1 s_j) \| + \| (P_{11} s_i, P_{11} s_j) \|
= t \begin{pmatrix} N_1 & A^* \\ A & AN_{11}^{-1} A^* \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ 0 & N_{11} \end{pmatrix}.
\]

**Note.** At \( x \), \( A = A^* = 0, N_1 = I_k, N_{11} = I_{n-k} \) so \( \partial(AN_{11}^{-1} A^*) = \partial AN_{11}^{-1} A^* - AN_{11}^{-1} \partial N_{11}^{-1} A^* = 0 \), \( \partial(AN_{11}^{-1} A^*) = - \partial A \partial A^* + \partial A \partial A^* \), and \( N_t^{-1} = (1/t)I_k \). Therefore at \( x \)
\[ K(s, N_t) = \partial \partial N_t N_t^{-1} + \partial N_t^{-1} \partial N_t N_t^{-1} \]

\[ = \begin{pmatrix}
    i\partial \partial N_t & i\partial \partial A^* \\
    i\partial A & -i\partial A \partial A^* + i\partial A \partial A^* + \partial \partial N_t N_t^{-1}
\end{pmatrix}
\begin{pmatrix}
    (1/t)I & 0 \\
    0 & I
\end{pmatrix}
\]

\[ + \begin{pmatrix}
    i\partial N_t & i\partial A^* \\
    i\partial A & \partial \partial N_t N_t^{-1}
\end{pmatrix}
\begin{pmatrix}
    (1/t)I & 0 \\
    0 & I
\end{pmatrix}
\begin{pmatrix}
    i\partial N_t & i\partial A^* \\
    i\partial A & \partial \partial N_t N_t^{-1}
\end{pmatrix}
\begin{pmatrix}
    (1/t)I & 0 \\
    0 & I
\end{pmatrix} \]

\[ = \begin{pmatrix}
    \partial \partial N_t + \partial N_t \partial N_t + i\partial A \partial A^* + i\partial A \partial A^* + \partial \partial N_t N_t^{-1} \\
    \partial \partial A \partial A^* + \partial \partial N_t N_t^{-1} + \partial \partial N_t N_t^{-1}
\end{pmatrix}. \]

But at \( x \), \( K[E_1, N_1] = \partial \partial N_t + \partial N_t \partial N_t \) and \( K[E_1, N_1] = \partial \partial N_t \partial N_t + \partial \partial N_t \partial N_t \), so putting \( P, K[E, N, P] = K_{ji}[E, N], i, j = 1, II, \) similarly for \( K_{ji}[E, N], \) we have

\[ K[E, N_t] = \begin{pmatrix}
    K[E_1, N_1] + i\partial A \partial A^* & tK_{111}[E, N] \\
    K_{111}[E, N] & K[E_1, N_1] + t\partial \partial A \partial A^*
\end{pmatrix}. \]

The whole point is that

\[ K[E, N_0] = \begin{pmatrix}
    K[E_1, N_1] & 0 \\
    K_{111}[E, N] & K[E_1, N_1]
\end{pmatrix} \]

so that

\[ \lim_{t \to 0} c(E, N_t) = \lim_{t \to 0} \det (I + (i/2\pi)K[E, N_t]) = c(E_1)c(E_1). \]

In order to apply Proposition 2.6 to this deformation, we compute \( L_t \). Since

\[ (d/dt)(u, v) = (P_j u, P_j v) = ((1/t)P_j u, v), \] \( \text{then} \) \( L_t = (1/t)P_j. \) Thus

\[ \left[ c(E, D_t) = \partial \partial \int_t^1 \det \left( (1 + \kappa K[E, D_t]; (\kappa/t)P_1) \right) dt, \right. \]

for \( 0 < t \leq 1 \). If we could set \( t = 0 \) we would be done; however, the integral will not in general converge. In fact, \( K[E, N_t] = K[E, N_0] + i\Psi \), where \( \Psi \in \Lambda^2(X; \text{Hom}(E, E)) \) is independent of \( t \). Therefore

\[ \det \left( (1 + \kappa K[E, N_t]; (\kappa/t)P_1) \right) = \sum_{j=0}^{n-1} a_j t^{1-1}, a_j \in \Lambda(X) \text{; note these are the same} \ a_j's \text{'s as in Bott-Chern, i.e. the specific choice of deformation is immaterial. Now} \ a_0 = \det \left( (1 + \kappa K[E, N_0]; \kappa P_1) \right) \text{so the integral converges if and only if} \ a_0 = 0; \text{but} \ a_0 \text{is a closed form, so it can be deleted from the integral. To see this, define} \ det \left( (\xi, \eta) \right) \text{by} \ det \left( (\xi + \lambda \eta) \right) = \sum \lambda^j \det \left( (\xi, \eta) \right) \text{for} \ \xi, \eta \in \Lambda^{1,1}(X, \text{Hom}(E, E)). \]
\[
\det ((1 + \kappa K[E, N_0] + \lambda K P_1)) = \det \begin{pmatrix}
I + \lambda K + \kappa K & 0 \\
K_{I1}[E, N] & I + \kappa K[E_1', N_{11}]
\end{pmatrix}
\]

\[
= \det (I + \lambda K + \kappa K[E_1', N_{11}])c(E_{11}) = \left(\sum (1 + \lambda \kappa)^{k-j}c_j(E_1')\right)c(E_{11}),
\]

so

\[
a_0 = \det ((1 + \kappa K[E, N_0]; \lambda K P_1)) = \kappa \left(\sum_{j=0}^{k-1} (k-j)c_j(E_1')\right)c(E_{11})
\]

which is closed. So now we can integrate from 0 to 1 and get

\[
c(E) - c(E_1)c(E_{11}) = \overline{\partial} \partial \{\Sigma_{a=1}^{n-1} \alpha^{-1}a_a\}^t \text{ and putting } \xi = \Sigma_{a=1}^{n-1} \alpha^{-1}a_a \text{ we have } c(E) - c(E_1)c(E_{11}) = \overline{\partial} \partial \xi. \text{ Q.E.D.}
\]

In order to prove Theorem I (see Introduction) we must compute the highest degree term of \( \xi \) in the case \( \dim E_1 = k = 1 \), but this is just

\[
(\kappa^n/t)\det ((K[E, N_0] + t\Psi; P_1))
\]

\[
= (\kappa^n/t) \left\{ \lambda^1 \text{ term of } \det \begin{pmatrix} K[E_1', N_1] + \lambda \Psi_{II} & 0 \\\nK_{I1}[E, N] & K[E_1', N_{11}] + t\Psi_{II}
\end{pmatrix} \right\}
\]

\[
= (\kappa^n/t)\det (K[E_1', N_{11}] + t\Psi_{II}) = \kappa^n \sum \det^i((K[E_1', N_{11}] + \Psi_{II})),
\]

where \( \Psi_{II} = K_{I1}[E, N] - K[E_1', N_{11}] = \overline{\partial} A \partial A^* \) in the notation of the proof of Proposition 3.1. So we have shown

**Proposition 3.2.** Let \( 0 \rightarrow E_1 \rightarrow E \rightarrow E_{11} \rightarrow 0 \) be an exact sequence of holomorphic vector bundles, and let \( c(E) \) and \( c(E_1) \), \( i = 1, II \), denote the Chern forms induced by a norm \( N \) on \( E \). Then if \( \dim E_1 = 1 \), \( c_n(E) - c_1(E_1)c_{n-1}(E_{11}) = \kappa \overline{\partial} \partial \{\Sigma_{a=1}^{n-1} \det i((\Omega_{E_1}; \Delta_{II}(E)))\} \) where \( \Omega_{E_1} = \kappa K[E_1', N_{11}], \Omega_{II}[E] = \kappa K_{1111}[E, N], \text{ and } - \Delta_{II} = \Omega_{II}[E] - \Omega_{E_1} \). Hence if \( E_1 \) admits a nonvanishing holomorphic section \( s \), then

\[
c_n(E) = \kappa \overline{\partial} \partial \left\{ \log N(s)c_{n-1}(E_{11}) + \sum_{j=1}^{n-1} \det^i((\Omega_{E_1}; \Delta_{II}(E))) \right\}.
\]

Now, this proves Theorem I except for the positivity statement. In fact, let \( \pi: E \rightarrow X \) be the projection map; then \( \pi^* E \), as a bundle over \( E \), has a canonical section \( s \) given by \( s(e, x) = e \), for \( e \in E_x \). If \( B^*(E) \) denotes the set \( \{e \in E | 0 < N(e) \}
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$<1,1$, then $s$ is nonzero on $B^*(E)$ and letting $E_1$ over $B^*(E)$ be the bundle spanned by $s$, we have $c_n(\pi^*(E)) = \kappa \delta \partial \xi$ by the latter part of Proposition 3.2. But the Chern forms are functorial, so $\pi^* c_n(E) = \kappa \delta \partial \xi$.

We must now discuss the "positivity" of $\xi$. Actually there are two notions of positivity we will use; both need only be defined pointwise. First, a form $\alpha \in A^{p,p}(X)$ is strongly positive at $x$ if and only if there exist forms $\phi_j \in A^{p,0}(X)$ such that $\alpha = i^{p^2} \sum_j \phi_j \wedge \overline{\phi}_j$ at $x$. A form $\alpha$ is said to be positive, written $\alpha \geq 0$, if and only if $i^{p^2} \alpha(U_1, \ldots, U_p, \overline{U}_1, \ldots, \overline{U}_p) \geq 0$ for all $U_1, \ldots, U_p \in T^{1,0}_x(X)$, the holomorphic tangent space at $x$.

Remark 0. "Positive" is used to mean "nonnegative".

Remark 1. If $\alpha$ is strongly positive then $\alpha$ is positive.

Remark 2. If $\dim X = p$, i.e. if $\alpha$ is top dimensional, then in local coordinates we can write $\alpha = i^{p^2} \overline{\Omega} dz_1 \wedge \ldots \wedge dz_p \wedge d\overline{z}_1 \wedge \ldots \wedge d\overline{z}_p$ where $\overline{\Omega} \in A^0(U)$; then $\alpha$ strongly positive $\iff \alpha$ positive $\iff \overline{\Omega} \geq 0$.

Remark 3. $f : X \to Y$ holomorphic implies: if $\alpha \in A^{p,p}(Y)$ is positive (strongly positive), then $f^* \alpha$ is positive (strongly positive). It is easy to see that $\alpha \in A^{p,p}(X)$ is $\geq 0$ if and only if $f^* \alpha$ is $\geq 0$ for all holomorphic imbeddings $f : M \to X$, $M$ a $p$-dimensional complex manifold.

We will show $\xi$ can be made strongly positive under suitable conditions on $E$, though in fact we only need $\xi \geq 0$. Later, when we fibre-integrate $\xi$, we will get a form which is only $\geq 0$, not strongly positive.

Definition. Let $\Omega$ be an $n \times n$ matrix of forms of type $(p, p)$. Then $\Omega$ is (strongly) positive at $x$, written $\Omega \geq 0$, if there exist $n \times m$ matrices $N_r$ of forms of type $(p, 0)$ at $x$ such that $\Omega = (i^{p^2} \sum_r N_r \wedge N^*_r)$.

Note. See Griffiths [6] for a discussion of positivity for $\Omega$ which generalizes positivity for forms (not strong positivity as we have done). This definition is the transpose of the one in Bott-Chern; but the bundles they say are positive are in fact not positive according to their definition.

If $A$ is an $n \times n$ nonsingular matrix then $\Omega \geq 0$ at $x$ if and only if $A \Omega A^* \geq 0$ at $x$. So for $\xi \in A^{p,p}(X; \text{Hom}(E, E))$, $E$ a hermitian bundle, we say $\xi$ is positive ($\xi \geq 0$) if the matrix of $\xi$, relative to an orthonormal base of $E_x$, is positive. This is well defined, since a unitary matrix has $A^{-1} = A^*$.

Definition. A holomorphic bundle $E$ with norm $N$ is positive if the real curvature form $\kappa [E, N] = \kappa K[E; N]$ is strongly positive on $X$.

Theorem 3.3. Let $E$ be a hermitian bundle of dimension $n$, $\xi^r$ positive elements of $A^{p,p}_x(X; \text{Hom}(E, E))$, $r = 1, \ldots, n$. Then $\det (\xi^1, \ldots, \xi^n) \in A^{p,n,p}_x$ is $\geq 0$.

Proof. We can assume $\xi^r = (i^{p^2} N^r \wedge (N^r)^*)'$, where $N^r = (N^r_{ij})$ is an $n \times m_r$ matrix of $(p, 0)$ forms at $X$. Then
\begin{align*}
\text{det} (\xi_1, \ldots, \xi_n) &= \frac{1}{n!} \sum_{\sigma, r} (-1)^{\sigma} (-1)^r \xi_{\sigma(1)}^{r(1)} \cdots \xi_{\sigma(n)}^{r(n)} \\
&= \frac{1}{n!} b_n^2 \sum_{j_1, \ldots, j_n} \sum_{\sigma, r} (-1)^{\sigma} (-1)^r N_{r(1)}^1 j_1 \cdots N_{r(n)}^n j_n \\
&= b_n^2 \sum_{j_1, \ldots, j_n} \sum_{\sigma, r} (-1)^{\sigma} (-1)^r N_{r(b)}^1 j_1 \cdots N_{r(n)}^n j_n \\
&= \frac{1}{n!} b_n^2 (\sum_{\sigma} (-1)^{\sigma} N_{\sigma(1)}^1 j_1 \cdots N_{\sigma(n)}^n j_n)
\end{align*}

\geq 0;

in fact \( \text{det} (\xi_1, \ldots, \xi_n) \) is strongly positive.

\textbf{Corollary 3.4.} If \( \xi, \eta \in A^{1,1}(X; \text{Hom}(E, E)) \) are positive, then the forms \( \text{det}^j((\xi; \eta)) \) are positive. If \( \xi \geq \xi' \geq 0, \eta \geq \eta' \geq 0 \) then \( \text{det}^j((\xi; \eta)) \geq \text{det}^j((\xi'; \eta')) \).

\textbf{Proof.} \( \text{det}^j((\xi; \eta)) \) can easily be seen to be \( \text{det} (\xi_1, \ldots, \xi_n) \) where \( j \) of the \( \xi_i \)'s are set equal to \( \eta \), the rest to \( \xi \). Also, \( \text{det}^j((\xi; \eta)) = \text{det}^j((\xi' + (\xi - \xi'); \eta' + (\eta - \eta'))) = \text{det}^j((\xi'; \eta')) + \text{positive forms} \).

\textit{Note.} In particular if \( \Omega[E; N] \geq 0 \) for \( E \) a hermitian bundle, then \( c(E) \) is strongly positive.

Now consider again the sequence \( 0 \rightarrow E_1 \rightarrow E \rightarrow E_{\text{III}} \rightarrow 0 \) of holomorphic vector bundles. Define \( \Omega_i[E], i = \text{I, II} \) to be the form \( \kappa \Omega_i[E] \Omega_{P_i} \) interpreted as a section of \( A^{1,1}(X; \text{Hom}(E_i, E_i)) \). Then in the notation of the proof of Proposition 3.1, at fixed \( x \in U \), we have

\( \Omega_i[E_1] - \Omega_i[E] = -\kappa \partial A^* \bar{\partial} A, \Omega_i[E]\omega - \Omega_i[E] = -\kappa \bar{\partial} A \partial A^* \omega = (\Omega_i[E] - \Omega_i[E])' = - (1/2\nu)(i \partial A^* \partial \bar{\partial} A)' \), i.e. \( \Omega_i[E] - \Omega_i[E] \leq 0 \) and

\( \Omega[E_{\text{II}}] - \Omega_{\text{II}}[E] = (1/2\nu)(i \partial A^* \partial \bar{\partial} A)' \geq 0 \), i.e. subbundles are less positive, quotient bundles are more positive than the original bundle.

Now we have, in Proposition 3.2, \( c_n(E) = \kappa \partial \partial \Omega[N(s)c_n(E_1)] + \xi \), where \( \xi = \sum_{i=1}^{n-1} (1/i) \text{det}^i((\Omega[E_{\text{II}}]; \Omega[E_{\text{II}}]) - \Omega[E_{\text{II}}]) \). Assume \( E \) is a positive bundle, i.e. \( \Omega[E] \geq 0 \); then \( \Omega[E_{\text{II}}] \geq 0 \), so \( \Omega[E_{\text{II}}] = \Omega[E_{\text{II}}] + (\Omega[E_{\text{II}}] - \Omega[E_{\text{II}}]) \geq 0 \) which implies that \( c_n^{-1}(E_{\text{II}}) \geq 0 \). \( \xi \) can be written as

\( \sum_{i=1}^{n-1} (1/i) \text{det}^i((\Omega[E_{\text{II}}]; \Omega[E_{\text{II}}]) - \Omega[E_{\text{II}}]) \)
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which has indeterminate sign. Let $\xi_0 = \sum_{i=1}^{n-1} (1/i)\det^i((\Omega^{[\alpha_1]}; \Omega^{[\alpha_1]}))$, then $\xi_0 = \sum (1/i)c_{n-1}(E_{[\alpha]})$ so $\xi_0$ is closed. But:

$$\det^i((\Omega^{[\alpha_1]}; \Omega^{[\alpha_1]})) \geq \det^i((\Omega^{[\alpha_1]}; \Omega^{[\alpha_1]} - \Omega^{[\alpha]}),$$

so $\xi_0 - \xi \geq 0$ and $\partial \xi_0 = 0$. Therefore,

$$(3.5) \quad c_n = \frac{ddc}{4\pi} \log N^{-1}(s)c_{n-1}(E_{[\alpha]}) + (\xi_0 - \xi_0)$$

and the bracketed term is $\geq 0$ whenever $\log N^{-1}(s) > 0$, i.e. when $N(s) < 1$. This completes the proof of Theorem I.

IV. Generalized Gauss-Bonnet on analytic spaces. The formula in Theorem I is integrated to give the Generalized Gauss-Bonnet Theorem. The proof is due to Bott and Chern, but an approximation which they use is not obvious, and thus has been given further elaboration. The proof of the Gauss-Bonnet Theorem is then seen to go through for the case of an analytic space.

Let $E$ be a holomorphic $n$-dimensional bundle with hermitian norm $N$, over the compact complex $n$-dimensional manifold $X$ with boundary $\partial X$. We consider $X - \partial X$ as an open subset of a complex $n$-manifold $Y$, with $\overline{X - \partial X} = X \subset Y$. Then $E$ and $N$ are actually assumed defined on the extension $Y$ of $X$. Letting $E_0 = E$ minus the zero section and $\pi: E \to X$ the projection, we have already seen that the identity section of $\pi^*E$ over $E$ gives rise to a nonzero section on $E_0$ and formula (3.5) defines a definite form $\rho$ on $E_0$ such that $ddc\rho/4\pi = \pi^*c_n(E)$. Putting $\eta(E) = d\rho/4\pi$ we have $\pi^*c_n(E) = d\eta(E)$.

Let $s$ be a smooth section of $E$ with an isolated zero at $x \in X$. We define the order of the zero at $x$, $\text{zero}(s, x)$, as follows: Let $B_\epsilon$ be a disc of radius $\epsilon > 0$ relative to complex coordinates centered at $x$, and let $\psi: E|_{B_\delta} \to E_x \times B_\delta$ be a trivialization; $\phi: E|_{B_\delta} \to E_x$ is $\psi$ projected on the first factor. For small enough $\epsilon, \epsilon < \delta, \phi \circ s$ maps $\partial B_\epsilon$ into $E_x - \{0\}$ and $\text{zero}(s, x)$ is by definition the degree of $\phi \circ s: \partial B_\epsilon \to E_x - \{0\}$. Note. $B_\epsilon$ and $E_x - \{0\}$ are complex domains and have a canonical orientation, which induces orientations on $\partial B_\epsilon$ and the unit sphere $S(E_x)$; $E_x - 0$ can be retracted to $S(E_x)$, so the degree is well defined.

**Proposition 4.1 (Generalized Gauss-Bonnet).** Let $s$ be a smooth section of $E$ such that $s$ is nonvanishing on $\partial X$ and the zeroes of $s$ are isolated.

Then $\sum \text{zero}(s, x) = \int_X c_n(E) - \int_{\partial X} s^*\eta(E)$ where $x$ ranges over the set of zeroes $x_1, \ldots, x_m$ of $s$.

**Proof.** Let $j_x: E_x - \{0\} \to E_0$ be inclusion, $x \in X$. Consider the form $j^*\eta(E)$. It is closed since $d(j^*\eta) = j^*c_n(E) = c_n(j^*E)$ and $j^*E$ is a trivial bundle with flat metric on $E_x - \{0\}$, so $c_n(j^*E) = 0$. The cohomology class of $j^*\eta(E)$ is then a multiple of the orientation class of $E_x - \{0\}$ defined above, say $j^*\eta(E) = \alpha_x$ (orientation class), $\alpha_x \in \mathbb{R}$. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Let $X_\epsilon$ be $X$ minus the interiors of discs $B^i_{\epsilon}$ of radius $\epsilon$ around the $x_i$. Let $\delta$ be chosen small enough so that $s$ is nonvanishing on $X_\epsilon$, $0 < \epsilon \leq \delta$, hence $s$ defines a section of $E_0$ over $X_\epsilon$. Then $s^*\pi^*c_n(E) = c_n(E)$, so $c_n(E) = ds^*\eta(E)$ on $X_\epsilon$. Applying Stokes' Theorem,

$$\int_{X_\epsilon} c_n(E) = \int_{\partial X_\epsilon} s^*\eta(E) = \int_{\partial X_\epsilon} s^*\eta(E) - \sum_{\partial B^i_\epsilon} s^*\eta(E).$$

Taking limits, we have

$$\int_{X_\epsilon} c_n(E) - \int_{\partial X_\epsilon} s^*\eta = -\sum_{\partial B^i_\epsilon} \lim_{\epsilon \to 0} s^*\eta(E).$$

Assume further that $\delta$ is chosen small enough so that $E|_{B^i_{\delta/2}}$ is trivial, and let $\phi_i : E|_{B^i_{\delta/2}} \to E_{x_i}$ be trivializations as in the definition of zero $(s, x_i)$.

Claim. $\lim_{\epsilon \to 0} \int_{\partial B^i_{\delta/2}} s^*\eta(E) = \lim_{\epsilon \to 0} \int_{\partial B^i_{\delta/2}} s^*\phi_i^* j^* \eta(E).$ (This is not entirely clear, as asserted in Bott and Chern.) Let $N_0$ be a new hermitian norm, equalling $N$ on a neighborhood of $\partial B^i_{\delta/2}$, but with $N_0 = \eta^* j^* N$ on $B^i_{\delta/2}$. By the homotopy theorem, Proposition 2.6, there exists a $C^\infty$ form $\xi$ on $B^i_{\delta/2}$ such that $c_n(E, N) - c_n(E, N_0) = d\xi$ on $B^i_{\delta/2}$; by the construction of $\xi$ it is clear that $\xi \equiv 0$ on a neighborhood of $\partial B^i_{\delta/2}$. By Stokes' Theorem, $\int_{B^i_{\delta/2}} c_n(E, N) - c_n(E, N_0) = \int_{\partial B^i_{\delta/2}} \xi = 0$. Let $\eta_0 = \eta(E, N_0)$ on $E_0|_{B^i_{\delta/2}}$. Then by the functoriality of $\eta$, $\eta_0 = \phi^* j^* \eta(E, N)$ on $E_0|_{B^i_{\delta/2}}$. Again by Stokes' Theorem,

$$0 = \int_{B^i_{\delta/2}} c_n(E, N) - c_n(E, N_0)$$

$$= \lim_{\epsilon \to 0} \int_{B^i_{\delta/2} - B^i_{\epsilon}} c_n(E, N) - c_n(E, N_0) = \lim_{\epsilon \to 0} \int_{B^i_{\delta/2} - B^i_{\epsilon}} s^*d\eta(E, N) - s^*d\eta(E, N_0)$$

$$= \int_{\partial B^i_{\delta/2}} (s^*\eta(E, N) - s^*\eta(E, N_0)) - \lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} (s^*\eta(E, N) - s^*\eta(E, N_0))$$

$$= \int_{\partial B^i_{\delta/2}} s^*\eta_0 - \lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} s^*\eta_0 = \lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} s^*\eta = \lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} s^*\phi_i^* j^* \eta.$$  

So $\lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} s^*\eta = \lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} s^*\phi_i^* j^* \eta$. Therefore

$$\int_{X_\epsilon} c_n(E) - \int_{\partial X_\epsilon} s^*\eta = -\sum_{\epsilon \to 0} \lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} s^*\eta = -\sum_{\epsilon \to 0} \lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} s^*\phi_i^* j_i^* \eta$$

$$= -\sum_{\epsilon \to 0} \lim_{\epsilon \to 0} \int_{\partial B^i_{\epsilon}} s^*\phi_i^* (\alpha_i \cdot \text{orientation class of } E_{x_i} - \{0\})$$

$$= -\sum \alpha_i \cdot \text{zero}(s, x_i).$$
This completes the proof of Gauss-Bonnet, except for showing that \( \alpha_{x_1} = -1 \).

**Lemma 4.2.** \( j^*\eta = -1 \) the orientation class of \( E_x \) for \( x \in X \); i.e. \( \alpha_x = -1 \).

**Proof.** Fix \( x \in X \). By the functoriality of \( \eta(E) \), \( j^*\eta \) depends only on the hermitian inner product on \( E_x \), hence it suffices to exhibit a manifold \( M \) without boundary and a holomorphic vector bundle \( F \) over \( M \) with hermitian norm such that \( E_x \) is isometric to \( F_m \) for some fixed \( m \in M \) and \( j_m^*\eta(F) = -1 \) (the orientation class of \( F_m \) for \( m \in M \)). Let us further assume that \( M \) has a section \( s \) of \( F \) such that \( s \) is zero only at \( m \), \( \alpha_m = 1 \), and that \( \int_M c_1(F) = 1 \). Then \( \int_M c_1(F) - \int_{s = 0} c_1(F) = -\alpha_m \) for \( \alpha_m = 1 \), and we are done. Since these examples are needed for the result on Schubert cycles, we give their construction.

Let \( V \) be a complex inner product space of dimension \( m \) and \( P_n(V) \) the Grassmann manifold of \( n \)-planes of \( V \). Over \( P_n(V) \) we have the canonical exact sequence

\[
0 \to S_n(V) \to P_n(V) \times V \to Q_n(V) \to 0
\]

of holomorphic vector bundles, with \( S_n(V) \) the subbundle of \( P_n(V) \times V \) consisting of all pairs \((A, v)\), \( A \in P_n(V) \), \( v \in V \) such that \( v \) is an element of the \( n \)-plane \( A \). The quotient bundle is \( Q_n(V) \). The bundle \( P_n(V) \times V \) is given the hermitian structure of \( V \) in each fibre, and \( S_n(V) \) and \( Q_n(V) \) have the induced structures. Note that since \( P_n(V) \times V \) has zero curvature, the bundle \( Q_n(V) \) is (strongly) positive.

Each \( v \in V \) determines a holomorphic section \( s_v \) of \( Q_n(V) \) defined by the projection into \( Q_n(V) \) of the constant section \( x \to (x, v) \), \( x \in P_n(V) \), of \( P_n(V) \times V \).

Assume that \( m = n + 1 \). Consider the \( n \)-dimensional manifold \( P(V) \) and the \( n \)-dimensional hermitian bundle \( Q(V) \) over \( P(V) \). If \( v \neq 0 \in V \) then \( s_v \) vanishes only at \( \langle v \rangle \), the subspace of \( V \) spanned by \( v \). It is easy to check that zero \( (s_v, \langle v \rangle) = 1 \). Furthermore, we can choose the original hermitian structure on \( V \) so that \( V/\langle v \rangle \) has any given hermitian structure, for fixed \( v \in V \), i.e. \( (Q(V))_{\langle v \rangle} \) has any given hermitian structure. To complete the proof of Lemma 4.2 we need only show that \( \int_{P_1(V)} c_n(Q_1(V)) = 1 \). By Chern duality in the sequence \( 0 \to S_1(V) \to P_1(V) \times V \to Q_1(V) \to 0 \), we have \( c_1(Q_1(V)) \cdot c_1(S_1(V)) = 1 \), so \( c_n(Q_1(V)) = (-1)^n c_1(S_1(V)) \) as cohomology classes. Let \( \{v_0, \ldots, v_n\} \) be an orthonormal base for \( v \), let \( W = \text{span of } v_1, \ldots, v_n \) and put \( U = P_1(V) - P_1(W) \); note \( P_1(W) \) has measure zero in \( P_1(V) \). The open set \( U \) has coordinates \((z_1, \ldots, z_n) \to (v_0 + \Sigma_{i=1}^n z_i v_i)\), the line spanned by \( v_0 + \Sigma_{i=1}^n z_i v_i \) and \( v_0 + \Sigma_{i=1}^n z_i v_i \) defines a non-vanishing section of \( S_1(V) \) over \( U \) so \( c_1(S_1(V)) = (i/2\pi)^{1-1} \partial^i \partial^j \log N(v_0 + \Sigma z_i v_i) = (i/2\pi)^n \partial^i \partial^j \log (1 + \|z\|^2)\) on \( U \). Therefore

\[
\int_{P_1(V)} c_n(Q_1(V)) = \int_{P_1(V)} (-1)^n c_1(S_1(V)) = \int_{U} (-1)^n \left( \frac{i}{2\pi} \right)^n \partial^i \partial^j \log (1 + \|z\|^2)^n.
\]
Since \((\overline{\partial} \partial \log (1 + \|z\|^2))^n\) depends only on \(\|z\|\), i.e. is invariant under the unitary group, we compute it at a point \(z\) such that \(z_1 = \|z\|, z_2 = \cdots = z_n = 0\). Then

\[
(\overline{\partial} \partial \log (1 + \|z\|^2))^n = \left[ \frac{d \overline{z}_1 dz_1 + \cdots + d \overline{z}_n dz_n}{1 + \|z\|^2} - \frac{\|z\|^2}{(1 + \|z\|^2)^2} d \overline{z}_1 dz_1 \right]^n
\]

\[
= \left[ \frac{d \overline{z}_1 dz_1}{1 + \|z\|^2} + \frac{d \overline{z}_2 dz_2 + \cdots + d \overline{z}_n dz_n}{1 + \|z\|^2} \right]^n
\]

\[
= \frac{n!}{(1 + \|z\|^2)^{n+1}} d \overline{z}_1 dz_1 \cdots d \overline{z}_n dz_n.
\]

So

\[
\int_{P_1(V)} c_n (Q_1(V)) = \int_U \left( \frac{i}{2\pi} \right)^n \frac{n!}{(1 + \|z\|^2)^{n+1}} d z_1 d \overline{z}_1 \cdots d z_n d \overline{z}_n
\]

and using polar coordinates, this is just

\[
\frac{n!}{n^n} \int_0^\infty \left( \frac{1}{1 + r^2} \right)^{n+1} r^{2n-1} dr \cdot (\text{the volume of the unit } 2n-1 \text{ sphere})
\]

\[
= \frac{n!}{n^n} \cdot \frac{n^n \cdot 2n}{n!} = 1.
\]

(See Bott-Chern for another derivation of \(\int c_n (Q_1(V)) = 1\).) Q.E.D.

To see that the Generalized Gauss-Bonnet Theorem also holds on analytic spaces with boundary, we must first define differential forms, hermitian vector bundles, etc. on an analytic space. We define \(A^{p,q}(X)\) for \(X\) a complex analytic space, according to Bloom-Herrera [1]; see also King [10].

If \(X\) is an analytic space, we denote by \(R(X)\) the regular set of \(X\). For \(X\) a subvariety of a complex manifold \(M\), let \(J_X A^{p,q}(M) = \{ r \in A^{p,q}(M) \mid i^* r = 0 \}\) where \(i: R(X) \hookrightarrow M\) is inclusion, and define \(A^{p,q}(X) = A^{p,q}(M)/J_X A^{p,q}(M)\). We define \(A'(X)\) similarly, and \(A'(X) = \Sigma_{p+q=r} A^{p,q}(X)\). Let \(r \in A'(M)\), then the following are equivalent (Bloom-Herrera):

1. \(i^* r = 0\), where \(i: R(X) \hookrightarrow M\),
2. \(g^* r = 0\) for all smooth maps \(g\), and all smooth manifolds \(N, g: N \to M\) such that \(g(N) \subseteq X\).

It is not obvious that (1) implies (2), for example when \(g\) is a map of \(N\) into the singular set of \(X\), but this equivalence shows that \(A^{p,q}(X)\) and \(A'(X)\) are independent of the imbedding. By patching together, we can then define \(A^{p,q}(X)\) and \(A'(X)\) for any analytic space, and using property (2) it is clear that if \(r \in A'(Y)\) and \(f: X \to Y\) is \(C^\infty\) then we can define \(f^* r \in A'(X)\). If \(r \in A^{p,q}(Y)\) and \(f: X \to Y\) is holomorphic, then \(f^* r \in A^{p,q}(X)\). Also \(f\) commutes with \(d\), for \(f\) a \(C^\infty\) map, and with \(\overline{\partial}\) and \(\overline{\partial}\) as well.
A form \( \tau \in \mathbb{A}^{p,p}(X) \) is positive, \( \tau \geq 0 \), if \( \tau \) restricted to \( R(X) \) is positive. This is equivalent, just as (1) is equivalent to (2) above, to \( g^*\tau \geq 0 \) for all holomorphic maps \( g \) and all complex manifolds \( M \), \( g: M \rightarrow X \). Hence if \( X \) and \( Y \) are analytic spaces, \( f: X \rightarrow Y \) is holomorphic, and \( \tau \in \mathbb{A}^{p,p}(Y) \) is positive, then \( f^*\tau \geq 0 \). The definition of strong positivity for forms on analytic spaces is the same as that for forms on manifolds, i.e. \( \tau \in \mathbb{A}^{p,p}(X) \) is strongly positive if for each point \( x \in X \), there exists a neighborhood \( U \) of \( x \) and forms \( \theta_j \in \mathbb{A}^{p,0}(U) \) such that \( \tau = i^p \sum \theta_j \wedge \bar{\theta}_j \) on \( U \). Strong positivity is defined similarly for matrices of forms, see \( \S \) III.

If \( E \) is a holomorphic vector bundle over \( X \), then \( E \) is itself an analytic space, so the definition of a hermitian norm makes sense, and we can define the curvature matrix relative to a holomorphic frame, and hence define characteristic forms, just as we did in \( \S \) II. In order to show that Theorem I holds on analytic spaces, we need only show that we can define \( \rho(E) \) a \( \mathcal{C}^\infty \) form on \( E_0 \) so that \( \rho(E|_{R(X)}) = \rho(E)|_{R(E_0)} \). But if \( 0 \rightarrow E_1 \rightarrow E \rightarrow E_{11} \rightarrow 0 \) is an exact sequence of holomorphic vector bundles on \( X \) an analytic space, and \( N \) is a hermitian norm on \( E \), then \( N_1 \) and \( N_{11} \) are hermitian norms, and the orthogonal projections \( P_1 \) and \( P_{11} \) are smooth operators (the matrices of \( N_1 \), \( P_1 \), \( P_{11} \) relative to smooth frames are clearly smooth).

Hence the deformation \( N_\varepsilon \), for \( 0 < \varepsilon \leq 1 \), is a hermitian norm, so the form \( \xi \) of Proposition 3.1, i.e. \( \sum_{i=1}^{n-1} i^{i-1} a_i \), where \( \det^1((1 + \kappa K[E, N_i](\kappa/\varepsilon))^1) = \sum_{i=0}^{n-1} a_i i^{i-1} \), is defined on \( X \), and \( c(E) - c(E_1) c(E_{11}) = \partial \xi \), since the restrictions to the regular set are equal by Proposition 3.1. The definition of a positive bundle is the same as before, so if \( E \geq 0 \) and we define \( \rho(E) \) by

\[
\rho(E) = \log N^{-1}(s)c_{n-1}(E_{11}) + \sum_{j=1}^{n-1} \frac{1}{j} \det^1((\Omega[E_{11}]; \Omega[E_{11}]))
\]

then \( \rho(E) \geq 0 \) on the space \( B^*(E) = \{ e \in E \mid 0 < N(e) < 1 \} \) and \( \pi^*c_n(E) = dd^c \rho/4\pi \), since this holds on the regular set.

In order to prove Gauss-Bonnet on analytic spaces, we must define spaces with boundary and show that Stokes’ Theorem holds.

**Definition.** Let \( Y \) be an \( n \)-dimensional space. Then \( X \subset Y \) is an \( n \)-dimensional analytic space with boundary \( \partial X \), if \( X - \partial X \) is open in \( Y \), \( X \) is the closure in \( Y \) of \( X - \partial X \), and \( X \cap R(Y) \) is an \( n \)-dimensional complex manifold with boundary \( \partial X \cap R(Y) \). If \( \mu \in \mathbb{A}^{n,n}(Y) \), \( \nu \in \mathbb{A}^{2n-1}(Y) \), then we define \( \int_X \mu \), \( \int_{\partial X} \nu \) by \( \int_X \mu \) and \( \int_{\partial X} \nu \) respectively, if these integrals exist.

**Remark.** A smooth submanifold \( M^m \) of \( R(Y) \) has locally finite \( m \)-volume if \( M \cap K \) has finite \( m \)-volume whenever \( K \) is compact in \( Y \). If \( \mu \in \mathbb{A}^{n,n}(Y) \) has compact support then \( \int_{R(Y)} \mu \) always exists, since \( R(Y) \) has locally finite 2\( n \)-volume;
see Lelong [11] or Stolzenberg [13]. But if \( X \) is an analytic space with boundary, \( \partial X \cap R(Y) \) need not have locally finite \( 2n - 1 \) volume.

**Proposition 4.3 (Stokes’ Theorem on Analytic Spaces).** Let \( Y \) be a paracompact complex analytic space of dimension \( n \) and let \( X \subseteq Y \) be an \( n \)-dimensional compact complex space with boundary \( \partial X \) such that \( \partial X \cap R(Y) \) has locally finite \( 2n - 1 \) volume. If \( \tau \in A^2n-1(Y) \) then \( \int_{\partial X} \tau = \int_X d\tau. \)

**Proof.** Since there exist \( C^\infty \) partitions of unity on \( Y \), the result need only be proved locally and follows from:

**Proposition 4.4 (Stokes’ Extended).** Let \( K \) be a compact subset of \( \mathbb{R}^m \), \( M \) a smooth \( n \)-manifold in \( \mathbb{R}^m \) with locally finite \( n \)-volume, such that \( M - M \) (closure in \( \mathbb{R}^m \)) has the following properties:

1. \((M, \partial)\) is a (not necessarily compact) manifold with boundary.
2. \( \partial \cap K \) has finite \( n - 1 \) volume.
3. \( \partial K \) is compact.
4. The image of \( \partial \) under each coordinate projection \( (x_1, \ldots, x_m) \to (x_i, \ldots, x_{i-1}) \) has measure zero.

Then, for any \( n - 1 \) form \( \tau \) on \( \mathbb{R}^m \) with support in \( K \),

\[
\int_{\partial} \tau = \int_M d\tau.
\]

**Proof (Stolzenberg [13]).** For each increasing multi-index \( I, |I| = n - 1 \), let \( \Pi_I : \mathbb{R}^m \to \mathbb{R}^{n-1} \) be the associated projection \( (x_1, \ldots, x_m) \to (x_{i_1}, \ldots, x_{i_{n-1}}) \). Write \( (\partial \cap K)_I = \partial \cap K - \Pi_I^{-1}((\partial \cap K)_I) \) and \( (M \cap K)_I = M \cap K - \Pi_I^{-1}((M \cap K)_I) \).

For any smooth function \( f \), with support in \( K \), and integer \( j \leq m \),

\[
\int_{\partial} f d\tau = \int_{(\partial \cap K)_I} f d\tau \quad \text{and} \quad \int_{M} f d\tau = \int_{(M \cap K)_I} f d\tau.
\]

For each \( I \) choose a sequence of smooth functions \( \psi^I_m \) on \( \mathbb{R}^{n-1} \) such that \( 0 \leq \psi^I_m \leq 1 \), \( \psi^I_m = 0 \) on a neighborhood of \( \Pi_I((\partial \cap K)_I) \) and \( \psi^I_m \to 1 \) uniformly on compact subsets of \( \mathbb{R}^{n-1} - \Pi_I((\partial \cap K)_I) \). Then set \( \Phi^I_m = \psi^I_m \circ \Pi_I \), write \( \tau = \sum r_I d\tau^I \), and define \( r_m = \sum r_I \Phi^I_m d\tau^I \). Since the form \( r_m \) vanishes identically on (varying) neighborhoods of \( \partial \cap K \), we can apply the usual Stokes’ Theorem, so that \( \int_M d\tau_m = \int_{\partial} \tau_m. \)

Now

\[
\tau_m = \sum \int_{(\partial \cap K)_I} r_I \Phi^I_m d\tau^I = \sum \int_{(\partial \cap K)_I} r_I \Phi^I_m d\tau^I \to \sum \int_{(\partial \cap K)_I} r_I d\tau^I = \int_{\partial} \tau.
\]

Also, \( d\tau_m = \sum \Phi^I_m d(r_I d\tau^I) \) since \( d\Phi^I_m \wedge d\tau^I = \Pi_I^*(d\Phi^I_m \wedge dx_1 \wedge \cdots \wedge dx_{n-1}) = 0 \). Thus

\[
\int_M d\tau_m = \sum \int_{(M \cap K)_I} \Phi^I_m d(r_I d\tau^I) \to \sum \int_{(M \cap K)_I} d(r_I d\tau^I) = \int_M d\tau.
\]
Hence $\int_M d\tau = \int_Q \tau$.

**Remark.** In the proof of Proposition 4.3, we let $\delta = X \cap \text{Sing}(Y)$.

The proof of Gauss-Bonnet involved two parts: first applying Stokes' Theorem to $X$ minus little balls around the zeroes of $s$, then a local analysis at the zeroes. If the zeroes of $s$ are contained in the regular set of a complex analytic space, then the proof will still go through, since we have shown that Stokes' holds, so we have

**Proposition 4.5 (Generalized Gauss-Bonnet on Analytic Spaces).** Let $Y$ be a paracompact $n$-dimensional complex analytic space, and $X \subseteq Y$ a compact $n$-dimensional analytic space with boundary $\partial X$, such that $\partial X \cap R(Y)$ has locally finite $2n - 1$ volume. Let $E$ be a hermitian, holomorphic $n$-dimensional vector bundle over $Y$ and $s$ a smooth section of $E$ such that the zero set of $s$ intersected with $X$ is a set of isolated points contained in $(X - \partial X) \cap R(Y)$. Then $\sum \text{zero}(s; x) = \int_X c_n(E) - \int_{\partial X} s^* \eta(E)$, where $x$ ranges over the set of zeroes $x_1, \ldots, x_m$ of $s$ in $X$.

**V. The First Main Theorem.** The Generalized Gauss-Bonnet Theorem of the previous section shows that if $X$ is a compact analytic space (without boundary) and $E$ is a holomorphic, hermitian vector bundle over $X$ with $n = \dim X = \text{fibre \ dim \ E}$, then a $C^\infty$ section of $E$ with isolated zeroes in $R(X)$ has exactly $\int_X c_n(E)$ number of zeroes. If $X$ is noncompact, then a $C^\infty$ section has no restriction on the number of zeroes. However, if $X$ has an exhaustion by compact analytic spaces with boundary, and the section $s$ is holomorphic then we can find the asymptotic distribution of zeroes by integrating the Gauss-Bonnet Theorem to get the First Main Theorem. The proof is due to Bott-Chern, except for Lemma 5.3, whose proof in Bott-Chern does not seem correct even in the dimension 1 case.

**Definition.** An exhaustion function $r$ on $X$ a complex analytic space is a $C^\infty$ real-valued function such that $r: X \to \mathbb{R}$ is onto and $r$ is proper. Put $X_r = \{x \in X | r(x) \leq r\}$.

**Remark.** If $r$ is an exhaustion on $X$ and $\sigma: Y \to X$ is proper and surjective, then $\sigma \circ r$ is an exhaustion on $Y$.

Fix $r$ an exhaustion on a complex space $X$. Sard's Theorem applied to $R(X)$ shows that $X_r$ is a compact analytic space with boundary $\partial X_r = \{x \in X \mid r(x) = r\}$ for almost all $r$ in $\mathbb{R}^+$. Since $X$ has locally finite $2n$-volume, a theorem of Federer [4, p. 188] shows that $\partial X_r$ has locally finite $2n - 1$ Hausdorff measure for almost all $r$. If $M^m$ is a submanifold of $\mathbb{R}^p$, then the $m$-dimensional Hausdorff measure of $M$ is the same as the $m$-volume of $M$, up to a constant (see Stolzenberg [13]). Hence there exists a set $\mathcal{C}$ in $\mathbb{R}^+$ such that $\mathbb{R}^+ - \mathcal{C}$ has measure zero, and for all $r \in \mathcal{C}$, $X_r$ is a compact analytic space whose boundary $\partial X_r$ has locally finite $2n - 1$ volume.
Let $E$ be a holomorphic hermitian vector bundle of fibre dimension $n$ over $X$. The characteristic function $T(r)$ of $E$ is defined by $T(r) = \int_0^r \int_{X_r} c_n(E) \, dt$.

Let $s$ be a section of $E$ having only isolated zeroes contained in $R(X)$. The counting function $N(r, s)$ is defined by $N(r, s) = \int_0^r \text{zero}(s, X_r) \, dt$ where $\text{zero}(s, X_r) = \sum \text{zero}(s, x)$, $x$ ranging over the zeroes of $s$ in the interior of $X_r$.

**Theorem 5.1 (First Main Theorem).** Let $X$ be a complex analytic space with exhaustion function $\tau$, and $E$ a positive holomorphic hermitian vector bundle of fibre dimension $n = \dim X$. If $s$ is a holomorphic section of $E$ with isolated zeroes in $R(X)$, and $\|s\| \leq 1$, then

$$T(r) - N(r, s) = -\frac{1}{4\pi} \int_{X_r} d^c \tau \wedge s^* d^c \rho -\frac{1}{4\pi} \int_{X_r} \lambda d d^c \tau$$

where $\lambda = s^* \rho(E)$, for almost all $r$ (i.e. for $r \in \mathbb{C}$).

**Proof (Bott-Chern).** Let $\Gamma \subseteq R(X) \times \mathbb{R}$ be the graph of $\tau|_{R(X)}$ and let $W$ be the region in $R(X) \times \mathbb{R}$ which is above $\Gamma$ and below $R(X) \times \{r\}$, $W = \{(x, t) \mid r(x) \leq t \leq r, x \in R(X), t \in \mathbb{R}\}$, for fixed $r \in \mathbb{C}$. The natural projection $W \to X_r$ is denoted by $\sigma$. Then by Fubini it is clear that $T(r) = \int_W \sigma^* c_n(E) \, dt$ with $W$ given the product orientation on $R(X) \times \mathbb{R}$ and $dt$ volume element on $\mathbb{R}$.

Suppose $s \not= 0$ on $X_r$, then $c_n(E) = (1/4\pi) s^* d d^c \rho(E)$ on $X_r$, so $T(r) = (1/4\pi) \int_W d(\sigma^* s^* d^c \rho \wedge dt)$. The boundary of $W$ consists of $R(X_r) \times \{r\}$ and $\Gamma_r$, the graph of $\tau|_{R(X_r)}$.

**Note.** $\Gamma$ has locally finite $2n$-volume, since the injection of $R(X)$ into $\Gamma$, by $x \to (x, \tau(x))$, is locally lipschitzian and thus has locally finite Hausdorff measure; see Stolzenberg [13].

By choosing a partition of unity on $X \times \mathbb{R}^+$ and applying Theorem 4.4, Stokes' Extended, we have $T(r) = (1/4\pi) \int_{\partial W} \sigma^* s^* d^c \rho \wedge dt$. But $dt$ is zero on $X_r \times \{r\}$, so we have $T(r) = - (1/4\pi) \int_{\Gamma_r} \sigma^* s^* d^c \rho \wedge dt$. Identifying $\Gamma_r$ with $R(X_r)$, we obtain

$$T(r) = -\frac{1}{4\pi} \int_{X_r} s^* d^c \rho \wedge dr = -\frac{1}{4\pi} \int_{X_r} d^c s^* \rho \wedge dr.$$  

Keeping track of degrees it is easy to check that $d\tau \wedge d^c \lambda = d((d^c \tau) \lambda) - \lambda d d^c \tau$

for any function $\tau$ and $(n - 1, n - 1)$ form $\lambda$. Using Stokes' Theorem once more, we obtain

$$T(r) = \frac{1}{4\pi} \int_{X_r} d((d^c \tau) \wedge \lambda) - \lambda d d^c \tau = \frac{1}{4\pi} \int_{X_r} d^c \tau \wedge \lambda - \frac{1}{4\pi} \int_{X_r} \lambda d d^c \tau,$$

where $\lambda = s^* \rho(E)$, if $s$ has no zeroes in $X_r$.

Assume now that $s$ vanishes at isolated points $x_1, \ldots, x_m$ in $X_r$, where $x_j \in R(X)$, $j = 1, \ldots, m$, and we allow $x_j$ to be in $\partial X_r$. Let $X^c_r$ be $X_r$ minus discs...
$B_i(\varepsilon)$ around the $x_i$, and let $W(\varepsilon)$ be $W$ with the solid cylinders $C_i(\varepsilon)$ above these discs removed. Then

$$T(r) = \frac{1}{4\pi} \lim_{\varepsilon \to 0} \int_{W(\varepsilon)} \sigma^* s^* dd^c \rho \wedge dt,$$

and just as above we apply Stokes' Theorem to get

$$T(r) = \frac{1}{4\pi} \lim_{\varepsilon \to 0} \left\{ \int_{\partial X^\varepsilon} d^c \wedge \lambda - \int_{X^\varepsilon} \lambda \wedge dd^c r - \sum'_{\partial C_i(\varepsilon)} \sigma^* s^* d^c \rho \wedge dt + \sum''_{\partial (C_i(\varepsilon) \cap W)} \sigma^* s^* d^c \wedge dt \right\}$$

where $\Sigma'$ is the sum over the zeroes interior to $X_r$, and $\Sigma''$ the sum over the zeroes on $\partial X_r$. It is easy to show using the Generalized Gauss-Bonnet Theorem that

$$\lim_{\varepsilon \to 0} \int_{\partial C_i(\varepsilon)} \sigma^* s^* d^c \rho \wedge dt = - (r - r(x_i)) \text{zero}(s, x_i) \quad \text{if } x_i \text{ interior to } X_r \text{ (i.e. } r(x_i) < r),$$

and

$$\lim_{\varepsilon \to 0} \int_{\partial (C_i(\varepsilon) \cap W)} \sigma^* s^* d^c \wedge dt = 0 \quad \text{if } x_i \in \partial X_r.$$ 

But $N(r, s) = 2 (r - r(x_i)) \text{zero}(s, x_i)$ so

$$(5.2) \quad T(r) - N(r, s) = \frac{1}{4\pi} \lim_{\varepsilon \to 0} \left[ \int_{\partial X^\varepsilon} d^c r \wedge \lambda - \int_{X^\varepsilon} \lambda \wedge dd^c r \right], \quad \lambda = s^* \rho(E).$$

We apply the following lemma which will be proved below:

**Lemma 5.3.** (i) The form $\lambda d^c r$ is absolutely integrable on $X_r$. (ii) The form $d^c r \wedge \lambda$ is absolutely integrable on $\partial X_r$. (iii) $\lim_{\varepsilon \to 0} \int_{\partial B(\varepsilon)} |d^c r \wedge \lambda| = 0$.

Thus we may pass to the limit in (5.2) and have

$$T(r) - N(r, s) = \frac{1}{4\pi} \int_{\partial X_r} d^c r \wedge \lambda - \frac{1}{4\pi} \int_{X_r} \lambda \wedge dd^c r. \quad \text{Q.E.D.}$$

**Corollary 5.4.** Let $E$ be a positive hermitian bundle over an analytic space $X$, $n = \dim X = \text{fibre dim } E$, where $X$ has exhaustion function $r$. Let $s$ be a holomorphic section with isolated zeroes in the regular set of $X$, and $\|s\| \leq 1$. Then $N(r, s) \leq T(r) + (1/4\pi) \int_{X_r} \lambda \wedge d^c r$, for all $r \in \mathbb{R}^+$; $\lambda = s^* \rho(E)$.

**Proof (Bott-Chern).** Since $E \geq 0$, by construction of $\rho(E)$ we have that $s^* \rho(E) \geq 0$ whenever $\|s\| \leq 1$. But the induced orientation on $\partial X_r$ for the Stokes'
Theorem is characterized by: a real \((2n-1)\) form \(\xi\) on \(X\) restricts to a positive form on \(\partial X_r\), relative to the induced orientation, if and only if \(dr \wedge \xi\) is positive on \(X\) near \(\partial X_r\). But if \(\lambda\) is a positive \((n-1, n-1)\) form, then \(dr \wedge d\xi\wedge \lambda\) is positive for any \(C^\infty\) real valued function \(r\), hence \(\int_{\partial X_r} d\xi \wedge \lambda \geq 0\) where \(\lambda = s^*p(E)\). Thus for all \(r \in \mathbb{C}\) we have \(T(r) - N(r, s) \geq -\left(1/4\pi\right) \int_{X_r} \lambda \wedge d\xi\wedge r\), but, by Lemma 5.3(i), \(\int_{X_r} \lambda d\xi\wedge r\) is a continuous function of \(r\), and certainly \(T(r)\) and \(N(r, s)\) are continuous in \(r\), hence \(N(r, s) \leq T(r) + \left(1/4\pi\right) \int_{X_r} \lambda \wedge d\xi\wedge r\), for all \(r\) in \(\mathbb{R}^+\).

**Definition.** Let \(E\) be a positive hermitian bundle over an analytic space \(X\) with exhaustion \(r\). If \(c_n(E) > 0\) at some point of \(X\), then the deficiency of a holomorphic section \(s\) with isolated zeroes in \(R(X)\) is defined by

\[
\delta(s) = 1 - \frac{\lim}{r \to 0} \frac{N(r, s)}{T(r)}.
\]

**Definition.** An analytic space \(X\) is pseudo-concave if it has an exhaustion function \(r\) such that \(dd^c r \leq 0\) for large values of \(r\), i.e. there exists \(r_0\) such that \(dd^c r \leq 0\) off \(X_{r_0}\).

**Corollary 5.5.** Let \(E\) be a positive hermitian bundle over a pseudo-concave analytic space \(X\), with \(c_n(E) \neq 0\). If \(s\) is a holomorphic section with isolated zeroes in \(R(X)\) and \(\|s\| \leq 1\), then \(N(r, s) \leq T(r) + \text{constant \(\text{constant}\) depends on \(s\) and hence } 0 < \delta(s) \leq 1\).

**Proof.** Choose \(r_0 \cdot \partial \cdot d\xi \leq 0\) off \(X_{r_0}\), then \(\lambda \wedge d\xi \leq 0\) off \(X_{r_0}\), for \(\lambda = s^*p(E)\), so \(N(r, s) \leq T(r) + \left(1/4\pi\right) \int_{X_{r_0}} \lambda \wedge d\xi\).

We conclude this section with the proof of Lemma 5.3.

**Proof of Lemma 5.3.** Since \(\lambda \geq 0\), we need only show (i) and (iii), because \(d\xi \wedge \lambda\) is positive on \(\partial X_r\) and (5.3) then shows \(\lim_{r \to 0} \int_{\partial X_r} d\xi \wedge \lambda \to T(r) - N(r, s) + \left(1/4\pi\right) \int_{X_r} \lambda \wedge d\xi\). We first investigate the local behavior of \(\rho\), then we see how \(\lambda = s^*p\) behaves. We are only concerned with the behavior of \(\rho\) on \(E|_{R(X)}\), since \(s\) has zeroes only in \(R(X)\). Let \(U\) be a coordinate patch of \(R(X)\) with coordinates \(z_1, \ldots, z_n\), such that \(E\) has a holomorphic frame \(s_1, \ldots, s_n\) on \(U\). Then \(E|_{U}\) has coordinates \(z, w \to \Sigma w_i s_i(z)\). Fix \(\alpha \neq 0 \in \mathbb{C}\). Then \(\alpha\) induces a map \(\alpha: E_0 \to E_0\), multiplication by \(\alpha\) on the fibre. We have already shown that

\[
\rho = \log N^{-1}(s)c_{n-1}(E_{11}) + \sum_{j > 0} j^{-1} \det i((\Omega_{E_{11}}; \Omega(E_{11})))
\]

\[
- j^{-1}(-1)^j \det i((\Omega(E_{11}); \Omega(E_{11}) - \Omega_{11}(E)))
\]

where \(s\) is the identity section of \(\pi E\) over \(E\). It is easy to see that \((\alpha * E_{11}), \alpha * N_{11}) = (E_{11}, N_{11}), (\alpha * E_{11}, \alpha * N_{11}) = (E_{11}, N_{11})\), and \((\alpha * E, \alpha * N) = (E, N)\), all as hermitian bundles. Therefore \(\alpha * c_{n-1}(E_{11}) = c_{n-1}(E_{11}), \alpha * \Omega(E_{11}) = \Omega(E_{11})\), and \(\alpha * \Omega_{11}(E) = \Omega_{11}(E), \text{ but } N(s(z, w)) = |\alpha|^{-2} N(s(z, \alpha w))\). Put \(c_{n-1}(E_{11}) = \Sigma f_{JKL}(z, w)dz d\bar{z} dw K d\bar{w} L\), and \(\xi_0 - \xi = \Sigma g_{JKL}(z, w)dz d\bar{z} dw K d\bar{w} L\). Then
it is clear that if we put $a = 1/\|w\|$, then at $(z, w)$, with $w \neq 0$, we have:

$$p = (\log \|w\|^2 + \log N^1(s(z, w/\|w\|))) \sum IJKL(z, w/\|w\|) |w|-|K|-|L| \, dz\, d\bar{z}\, dw d\bar{w} L.$$  

Let $s$ be a holomorphic section of $E$ with an isolated zero at $x \in R(X)$ and put $U = B_0$, with $\epsilon_0$ small enough that $E$ has a holomorphic frame $s_1, \ldots, s_n$. Then for $\epsilon < \epsilon_0$, the $IJKL(z, w/\|w\|)$, $g_{IJKL}(z, w/\|w\|)$, and $N^1(s(z, w/\|w\|))$ are all bounded on $E_0, B_\epsilon$, and defining $f : B_\epsilon \to C^n$ a holomorphic function, by $s(z) = \sum I(z) s_i(z)$, we have that

$$\lambda = \sum (\log \|/\|^2 \phi_{IJKL} + \psi_{IJKL}) |/\| - |K| - |L| \, dz\, d\bar{z}\, df \, d\bar{f} \, L$$

where the $\phi_{IJKL}$ and $\psi_{IJKL}$ are bounded functions on $B_\epsilon$.

The proof of (iii) involves Stokes' Theorem, thus we also want to describe $\partial \lambda$. Consider the form $dp$. Since $a^* d \log N^1(s(z, w)) = d \log |a|^2 + d \log N^{-1}(s(z, aw)) = d \log N^{-1}(s(z, aw))$, then $a^* d \log N^{-1}(s) = d \log N^{-1}(s)$ and hence $a^* dp = dp$.

Just as above we then have $d\lambda = \sum \theta_{IJKL} |/\|^{-1} |K|^{-1} |L| \, dz\, d\bar{z}\, df \, d\bar{f} \, L$ where $|/\| + |J| + |K| + |L| = 2n - 1$, and the $\theta_{IJKL}$ are bounded functions on $B_\epsilon$.

Assume we have proven the following lemma:

**Lemma 5.6.** Let $f : B_\epsilon \to C^n$ be holomorphic, with $f^{-1}(0) = 0$. Then the $(n, n)$ form $(\log \|/\|) |/\|^{-1} |K|^{-1} |L| \, dz\, d\bar{z}\, df \, d\bar{f} \, L$ is absolutely integrable on $B_\epsilon$, where $|/\| + |K| = n$, $|J| + |L| = n$, and $|J| + |K| + |L| \leq 2n - 1$.

From the description of $\lambda$ above, it is then clear that $\lambda \wedge \phi$ is absolutely integrable on $B_\epsilon$ for any smooth $(1, 1)$ form $\phi$, and hence (i) has been proven. In addition, we see that $d\lambda \wedge \Psi$ is absolutely integrable on $B_\epsilon$ for any smooth 1-form $\Psi$.

Consider $\int_{B_\epsilon} \lambda \wedge \Psi$, for $\Psi$ a smooth 1-form. Following an idea of Stoll [12], we let $g : R^+ \to R^+$ be a $C^\infty$ function such that $0 \leq g \leq 1$, $g = 0$ on $[0, 1/2]$, and $g \equiv 1$ on $[1, \infty)$. Define $\chi_\delta$ a real valued function on $B_\epsilon$ by $\chi_\delta(z) = g(|/\|(z)|/\delta$). Then $\chi_\delta$ is $C^\infty$, $0 \leq \delta \leq 1$, and satisfies the following conditions:

1. $\chi_\delta(z) = 1$ if $\|/\|(z) \geq \delta$,
2. $\chi_\delta(z) = 0$ if $\|/\|(z) \leq \delta/2$,
3. $d\chi_\delta = (1/\delta) g'(1/\|/\|) \, df/\|/\|$.

$$Note. \ (1/\delta) g'(1/\|/\|) = 0 \text{ if } \|/\| \geq \delta, \text{ hence}$$

$$\left|\frac{1}{(2\delta)} g'\left(\frac{\|/\|}{\delta}\right)\right| \leq \frac{1}{2\|/\|} \left|g'\left(\frac{\|/\|}{\delta}\right)\right| \leq \frac{c}{\|/\|}$$

where $c$ is a constant.
Consider

\[ |\lambda \wedge \chi \wedge d\chi_\delta| \leq \frac{c}{\|/\|} \left| \lambda \wedge \Psi \wedge \frac{\Sigma \frac{\Sigma}{f_i} df_i + \Sigma \frac{\Sigma}{f_i} df_i}{\|/\|} \right| \]

\leq \frac{c}{\|/\|} \sum (|\lambda \wedge \Psi \wedge df_i| + |\lambda \wedge \Psi \wedge \overline{df_i}|)

since \( |f_i|/\|/\| \leq 1 \). We can apply Lemma 5.6 to \( \lambda \wedge \Psi \wedge df_i/\|/\| \), and hence \( \lambda \wedge \Psi \wedge d\chi_\delta \) is dominated by an integrable form on \( B_\delta \) for all \( \delta \).

We apply Stokes' Theorem to \( \int_{\partial B_\delta} \chi_\delta \lambda \wedge \Psi \) to get \( \int_{\partial B_\delta} \chi_\delta \lambda \wedge \Psi = \int_{\partial B_\delta} d\chi_\delta \lambda \wedge \lambda \wedge \Psi + \int_{\partial B_\delta} \chi_\delta \lambda \wedge \Psi \). Now \( \lambda \wedge d\Psi \) and \( d\lambda \wedge \Psi \) are absolutely integrable, and \( \chi_\delta \to 1 \) as \( \delta \to 0 \). By the Dominated Convergence Theorem, we then have \( \int_{\partial B_\delta} \chi_\delta \lambda \wedge \Psi \to 0 \), \( \int_{\partial B_\delta} \chi_\delta d\lambda \wedge \Psi \to 0 \), and \( \int_{\partial B_\delta} \chi_\delta \lambda \wedge \Psi \to 0 \) as \( \delta \to 0 \). But \( \chi_\delta |_{B_\delta} = 1 \) for small enough \( \delta \), hence \( \int_{\partial B_\delta} \lambda \wedge \Psi = \int_{\partial B_\delta} d\lambda \wedge \Psi + \int_{\partial B_\delta} \lambda \wedge d\Psi \) which implies \( \int_{\partial B_\delta} \lambda \wedge \Psi \to 0 \) as \( \epsilon \to 0 \). This proves (iii).

Remark. If the Jacobian of \( f \) is not zero at zero, then for purposes of convergence we can assume that \( f \) is the identity map and only have to show that

\( (\log r)^{-|K|+|L|} dz_1 \cdots d z_n d\overline{z}_1 \cdots d\overline{z}_n \) is absolutely integrable on \( B_\delta \), where \( |K|+|L| \leq 2n-1 \). But this is clear, since the volume of the sphere of radius \( r \) is of order \( r^{2n-1} \) and

\[ \int_0^\epsilon \log r \, dr = \epsilon \log \epsilon - \epsilon. \]

In order to prove the equidistribution theorems in §VII, we need only use Lemma 5.6 when the Jacobian of \( f \) is nonzero at 0. When the Jacobian of \( f \) is zero, the result is quite difficult. Stoll, see [12], gives a very lengthy proof. The following argument, due to James King, is considerably shorter; but uses the deep result of Hironaka on resolving singularities.

**Proof of Lemma 5.6.** Step 1. Consider the subbundle \( Y = S_1(V) \) contained in \( P_1(V) \times V \) defined in §IV, \( S_1(V) = \{(u, L) \mid u \in L, L \text{ a line in } V\} \), where \( V = \mathbb{C}^n \).

Let \( \pi: Y \to V \) be the inclusion of \( Y \) in \( P_1(V) \times V \) followed by projection. Then the zero section of \( Y \) is a projective space and equals \( \pi^{-1}(0) \). The map

\( \pi|_{Y-\pi^{-1}(0)} \) is biholomorphic onto \( V - \{0\} \); thus \( \pi: Y \to V \) is the blow-up of zero in \( V \). Let \( z_1, \ldots, z_n \) be coordinates in \( \mathbb{C}^n \); and let \( U_i \subset P_1(\mathbb{C}^n) \) be the set \( \{L \in P_1(\mathbb{C}^n) \mid L = \langle z_1, \ldots, z_n \rangle, z_i \neq 0 \} \). Put \( W_i = S_1(V) \mid U_i \), then the \( W_i \) are coordinate patches on \( Y \), with coordinates \((t, w_1, \ldots, w_i, \ldots, w_n) \to (t w_1, \ldots, 1, \ldots, w_n)\).

Let \( \Gamma_{\bar{f}} \) denote the graph of \( \bar{f} \), where \( \bar{f}: B_\delta - \{0\} \to Y \) is the map induced by \( f|_{B_\delta-\{0\}} \). Let \( \Gamma = \Gamma_{\bar{f}}^{\infty} \), closure in \( B_\delta \times Y \), then \( \Gamma \subset \Gamma_{\bar{f}}^{\infty} \cup \{0\} \times \pi^{-1}(0) \). Now
(\Gamma_{\tau} \cup \{0\} \times \pi^{-1}(0)) \cap W_i = \{(z, t, w_1, \ldots, w_n) \in B_{\xi} \times \mathbb{C}^n | t - f_i(z) = 0, f_i(z)w_j - f_j(z) = 0, j \neq i\}, \text{ hence } \Gamma_{\tau} \cup \{0\} \times \pi^{-1}(0)) \text{ is an analytic space. Let } (w_1, \ldots, w_n) \text{ be an element of } (\{0\} \times \pi^{-1}(0)) \cap W_i. \text{ Then it is easy to check since } f_i | B_{\xi} \text{ is an open map for small enough } \epsilon, \text{ that there exists a sequence } 
abla \rightarrow 0 \text{ such that } \int (z^\alpha) \neq 0 \text{ for each } \alpha, \text{ and } \int (z^\alpha) f_i(z)w_j = w_j, \text{ for } j \neq i. \text{ Thus } \Gamma \cap W_i \supset (\Gamma_{\tau} \cup \{0\} \times \pi^{-1}(0)) \cap W_i \text{ so } \Gamma = \Gamma_{\tau} \cup \{0\} \times \pi^{-1}(0). \text{ Note. } \Gamma \text{ is a } n\text{-dimensional irreducible analytic space.}

Consider the map } \rho: \Gamma \rightarrow B_{\xi} \text{ defined by } \rho(z, f(z)) = z, \rho(\{0\} \times \pi^{-1}(0)) = 0; \text{ then } \rho \text{ is a proper holomorphic map. By a partition of unity argument, in order to prove Lemma 5.6 it suffices to prove that}

\[ |\rho^*(\log \|f\|^2)| - |K| - |L| \|dz_1dz_2dfd\overline{f}dL| \]

is locally integrable on } \Gamma. \text{ We can assume that } l = (1, \ldots, n - |K|), \text{ so that we need only show}

\[ |\rho^*(\log \|f\|^2)| - |K| - |L| \|dz_1dfd\overline{f}dL| \wedge \chi \]

is locally integrable, where } \chi \text{ is a } C^\infty \text{ form, and it clearly suffices to show the result on } \Gamma \cap W_1.

On } \Gamma \cap W_1, \rho^*\|f\|^2 = |t|^2 (1 + \|w_2, \ldots, w_n\|^2) = |t|^2 g_2, \text{ where } g \neq 0 \text{ is locally bounded; } \rho^*d\overline{f}/dt; \text{ and } \rho^*df_i = w_i dt + tdw_i, \text{ for } 2 \leq i \leq n. \text{ Therefore,}

\[ \rho^*(\log \|f\|^2)| - |K| - |L| \|dz_1dfd\overline{f}dL| = \frac{\log |t|^2 + \log |g|^2}{(|t||g|)|K|\wedge L|} \rho^*dz_1 \wedge \rho^*(dfd\overline{f}dL), \]

where

\[ \rho^*dfd\overline{f}dL = 
\begin{align*}
(a) \ |t||K|\wedge L|^{-2}dt\overline{w_1}d\overline{w_1} & \text{ if } K_1 = 1, L_1 = 1, \\
(b) \ |t||K|\wedge L|^{-1}d\overline{w_1}d\overline{w_1} & \text{ if } K_1 \neq 1, L_1 = 1, \\
(c) \ |t||K|\wedge L|^{-1}d\overline{w_1}d\overline{w_1} & \text{ if } K_1 \neq 1, L_1 \neq 1.
\end{align*} \]

Hence we need only show that

\[ \left|\frac{\log |t|}{|t|^2} dt\overline{w_1}dz_1 \chi_1\right|, \left|\frac{\log |t|}{|t|^2} dt\overline{w_1}dz_2 \chi_2\right|, \text{ and } |\log |t||\chi_3| \]

are locally integrable, where } \chi_1, \chi_2, \chi_3 \text{ are forms with locally bounded coefficients of type } (n - 2, n - 1), (n, n - 1), \text{ and } (n, n) \text{ respectively.}

Step 2. The subvariety } \{t = 0\} \text{ of } \Gamma \cap W_1 \text{ has codimension 1, but is not in general a submanifold, i.e. } t \text{ is not a coordinate. Hence we resolve the singularities of } \Gamma \cap W_1 \text{ to get an } n\text{-dimensional complex manifold } M \text{ and a proper holomorphic surjection } \phi: M \rightarrow \Gamma \cap W_1 \text{ such that } \phi_{|_{M - \phi^{-1}\{0\}}} \text{ is biholomorphic onto } \Gamma \cap W_1 - \{t = 0\}, \text{ and } \phi^{-1}\{t = 0\} \text{ is a divisor with normal crossings, i.e. there}
exist local coordinates $y_1, \ldots, y_n$ on $M$ such that $\phi^{-1}\{t = 0\} = \{y_1 \cdots y_k = 0\}$ locally. (Actually we need only resolve around each point of $\{t = 0\}$; see Hironaka [7].) Thus $\phi^* z_1 = \alpha y_1^{a_1} \cdots y_k^{a_k}$ where $\alpha$ is never zero and is locally bounded; $a_1, \ldots, a_k \geq 1$.

It suffices to show that

$$\left| \frac{\log |y_i|}{|y_i|} dy idz_1 \right|, \left| \frac{\log |y_i|}{|y_i|} \chi_5 \right|, \text{ and } \left| \log |y_i| \chi_6 \right|$$

are locally integrable on $M$, where $\chi_4, \chi_5, \chi_6$ are forms with locally bounded coefficients of type $(n - 2, n - 1), (n, n)$, and $(n, n)$ respectively. But $\phi^* z_1$ vanishes on $\phi^{-1}\{t = 0\}$, hence $\phi^* z_1 = \beta y_1 \cdots y_k$ where $\beta$ is locally bounded. Therefore $dy_i, \phi^* dz_1 = y_1 \cdots y_k dy_i d\beta + \Sigma_{i \neq 1} \beta y_1 \cdots \hat{y}_i \cdots y_k dy_i dy_i$. Hence it actually suffices to show that $|((\log |y_i|)/|y_i|)\chi_5|$ and $|\log |y_i| \chi_6|$ are locally integrable, which is clear since $\chi_5, \chi_6$ are of the form $g dy_1 d\gamma_1 \cdots dy_n d\gamma_n$, where $g$ is locally bounded. Q.E.D.

VI. Schubert zeroes. We define the Schubert zeroes of a set of sections of a holomorphic vector bundle $E$, and when $E$ has sufficiently many sections prove a First Main Theorem for Schubert zeroes. This can then be interpreted as a statement of how often a holomorphic map into a Grassmann manifold hits a fixed Schubert cycle.

Let $E$ be a holomorphic vector bundle over a complex space $X$. Fix integers $0 < a_1, \ldots, a_n \leq m = \dim E$ and let $S = (s_1, \ldots, s_n)$ be a holomorphic section of $\bigoplus_{a+n} E$. A point $x$ in $X$ is a Schubert zero of $S$, of type $(a_1, \ldots, a_n)$, if

$$\text{rank} \{s_1(x), \ldots, s_{a+i}(x)\} \leq a_i \quad \text{for } i = 1, \ldots, n.$$  

This is of course the dual notion to the classical Schubert cycle. Let $V$ be a complex vector space of dimension $m + n$, $P_n(V)$ the Grassmann manifold of $n$-planes in $V$, and $\mathcal{P}$ a flag $L_{a_1 + 1} \subseteq \cdots \subseteq L_{a_n + n}$, where $L_{a_i + i}$ is a subspace of $V$ of dimension $a_i + i$. Then a Schubert cycle of type $(a_1, \ldots, a_n)$ of $P_n(V)$, which will be denoted by $(a_1, \ldots, a_n)(\mathcal{P})$, is defined by $(a_1, \ldots, a_n)(\mathcal{P}) = \{L \in P_n(V) \mid \dim (L \cap L_{a_i + i}) \geq i, 1 \leq i \leq n\}$.

A Schubert cycle of type $(a_1, \ldots, a_n)$ is an analytic space of complex dimension $a_1 + \cdots + a_n$, and if we fix a flag $L_1 \subseteq \cdots \subseteq L_{m+n} = V$, $\dim L_i = i$, then the set of all Schubert cycles of $P_n(V)$, relative to this flag, give a cell decomposition of $P_n(V)$ into cells of even dimension; see Chern [3].

We give an example showing the connection between Schubert zeroes and Schubert cycles, which will later be used in proving the equidistribution theorem.

Definition. A holomorphic vector bundle $E$, of fibre dimension $m$ over a complex space $X$, has sufficiently many sections $V$ if $V$ is a finite dimensional subspace of the space of global holomorphic sections of $E$ and if we consider the evaluation map $e_x : V \to E_x$ which sends a section $s \in V$ into its value $s(x)$, then $e_x : V \to E_x$ is onto for each $x \in X$. 
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Let $E$ have sufficiently many sections $V$, $\dim V = m + n$, and let $k(x)$ be the kernel of $e_x: X \to P_n(V)$. Then $k(x) \in P_n(V)$ and the map $x \mapsto k(x)$ defines a holomorphic map $e_x: X \to P_n(V)$. Let $s_1, \ldots, s_{a_n+n}$ be independent sections in $V$, and define a flag $\mathcal{Q}(S)$ in $V$ by putting $L_{a_{i+1}}(S) = \langle s_1, \ldots, s_{a_{i+1}} \rangle$, where $\langle \cdot, \cdot, \cdot \rangle$ denotes span. Then rank $\{s_1(x), \ldots, s_{a_{i+1}}(x)\} \leq a_i$ if and only if $k(x) \cap L_{a_i}$ has dimension $\geq i$; therefore $x \in X$ is a Schubert zero of $S = \langle s_1, \ldots, s_{a_n+n} \rangle$ of type $(a_1, \ldots, a_n)$ if and only if $e_x(x)$ is in the Schubert cycle $(a_1, \ldots, a_n)(\mathcal{Q}(S))$.

Alternately, let $f: X \to P_n(V)$ be a holomorphic map. We can assume that there is no $v \neq 0 \in V$ such that, for all $x \in X$, $v$ is in the $n$-plane $f(x)$. For if there are such $v$, put $W = \{v \mid v \in f(x)\}$ for all $x \in X$, $\dim W = p$, then $f$ induces $\tilde{f}: X \to P_{n-p}(V/W)$ and $\tilde{f}$ does satisfy the assumption. Let $\dim V = m + n$, and put $E = f^*Q_n(V)$, where $Q_n(V)$ is the $m$-dim quotient bundle defined in the proof of Lemma 4.2. Then each $v \in V$ induces a holomorphic section $s_v$ of $E$ and $V$ as a space of sections of $E$ has dimension $m + n$, since $v \neq 0$ implies $s_v \neq 0$ by assumption. Let $(a_1, \ldots, a_n)(\mathcal{Q})$ be a Schubert cycle in $P_n(V)$ and let $L_{a_{i+1}}$ be spanned by $v_1, \ldots, v_{a_{i+1}}$, for $1 \leq i \leq n$. Then $f(x) \in (a_1, \ldots, a_n)(\mathcal{Q})$ if and only if $x$ is a Schubert zero of $(s_1, \ldots, s_{a_n+n})$ where $s_j$ is the section induced by $v_j$. Thus, "hitting Schubert cycles in Grassmannians" and "having Schubert zeroes in bundles with sufficiently many sections" are equivalent notions.

Remark. There are two types of redundant conditions in the definition of Schubert cycles or zeroes:

1. If $a_i = m$, then rank $\{s_1(x), \ldots, s_{a_{i+1}}(x)\} \leq a_i$ for all $x \in X$, and
2. If $a_i = a_{i+1}$, then rank $\{s_1(x), \ldots, s_{a_{i+1}+1}(x)\} \leq a_{i+1}$ implies rank $\{s_1(x), \ldots, s_{a_{i+1}}(x)\} \leq a_i$, and $\dim (L \cap L_{a_{i+1}+1}) \geq i + 1$ implies $\dim (L \cap L_{a_{i+1}}) \geq i$.

Hence, in order to maintain the equivalence of Schubert cycles and zeroes as constructed above, we may require the introduction of extraneous sections of $E$ (or subspaces in flags of $V$). For example, if $E$ has sufficiently many sections $V$, and $s_1 \in V$, then the zeroes of $s_1$ are the same as the Schubert zeroes of $(s_1, \ldots, s_{m+n})$ of type $(0, m, \ldots, m)$ for any sections $s_2, \ldots, s_{m+n}$. In the above equivalence we require $s_1, \ldots, s_{m+n}$ to be independent as sections, whereas for Schubert zeroes of type $(0, m, \ldots, m)$ it would be more natural to require that $s_j = 0$ for $j > 1$.

We now return to the case of an arbitrary holomorphic vector bundle $E$ over a complex space $X$, and define $E(a_1, \ldots, a_n) = \{(l_1, \ldots, l_{a_n+n}) \in \bigoplus_{a_n+n} E\}$ rank $\{l_1, \ldots, l_{a_{i+1}}\} > a_i$ for some $i$, $1 \leq i \leq n$. Then $E(a_1, \ldots, a_n)$ is an analytic $\text{GL}(m, \mathbb{C})$ fibre bundle over $X$ with fibre $\mathbb{C}^m(a_1, \ldots, a_n)$.
Proposition 6.1.

$$H^q(C^n(a_1, \ldots, a_n)) \cong \begin{cases} 0 & \text{if } q \leq 2 \sum_{i=1}^{n} (m - a_i) - 2 \\ \mathbb{C} & \text{if } q = 2 \sum_{i=1}^{n} (m - a_i) - 1 \end{cases}$$

and the map $\Phi: \mathbb{C}^{\Sigma(m-a_i)} - \{0\} \to C^n(a_1, \ldots, a_n)$ induces an isomorphism in cohomology in dimension $\leq 2 \Sigma (m - a_i) - 1$, where $\Phi$ is defined as follows: let $\{e_1, \ldots, e_m\}$ be the standard basis for $C^n$ and let $z = (z^1_{a_1+1}, \ldots, z^1_m; \ldots; z^r_{a_n+1}, \ldots, z^r_m)$ be coordinates for $C^{\Sigma(m-a_i)}$, then $\Phi(z) = (e_1, \ldots, e_{a_1+1}, \ldots, e_{a_{n-1}+1}, \ldots, e_a_n, \sum_{j=1}^{m} z^p_j e_{j+1}).$

Proof. Let $U = C^{a_n+n}$ with basis $\{u_1, \ldots, u_{a_n+n}\}$, and $W = C^{m+n}$ with the above basis $\{e_1, \ldots, e_m\}$. Put $V = U \oplus W$ and $K = P_{a_n+n}(V)$. Define $K_1 = \{L \in K \mid \dim (L \cap W) \leq 1\}$ and $K_2 = \{L \in K \mid \dim (L \cap \langle u_1, \ldots, u_{a_i+1}\rangle) \geq i \text{ for all } 1 \leq i \leq n\}$. Then $K_2$ is a Schubert cycle of type $(a_1, \ldots, a_n, m, \ldots, m)$. We identify $\bigoplus_{a_n+n} W$ with $K - K_1$ by sending $(u_1, \ldots, u_{a_n+n}) \mapsto (u_1 + w_1, \ldots, u_{a_n+n} + w_{a_n+n})$. Then under this identification, $W(a_1, \ldots, a_n) = K - K_1 \cap K_2.$

We would like to apply Mayer-Vietoris to the pair $\{K - K_1, K - K_2\}$, but in order to find the generators for the cohomology of $(K - K_1) \cap (K - K_2) = K - K_1 \cap K_2$, we must first find generators for the cohomology of $K - K_2$ and $K - K_1 \cap K_2$. From the Schubert cell decomposition of $K$, we have that $H^q(K) \to H^q(K_2)$ is surjective, and

$$H^q(K_2) \cong \begin{cases} 0 & \text{if } q > 2 \left(\sum a_i + mn\right) \\ \mathbb{C} & \text{if } q = 2 \left(\sum a_i + mn\right) \end{cases},$$

so by duality:

(i) $H_p(K - K_2) \cong H_p(K)$ if $p < 2m(a_n+n) - 2(\sum a_i + mn) = 2 \Sigma (m - a_i)$ and $0 \to H_p(K - K_2) \to H_p(K) \to \mathbb{C} \to 0$ is exact if $p < 2 \Sigma (m - a_i)$.

Since $K_2$ is an irreducible analytic variety in $K$, and $K_1$ has codim 1 in $K$, we see that $K_1 \cap K_2$ is a variety of dimension $\Sigma a_i + ma_n - 1$, hence $H^{2m(a_n+n)-p}(K_1 \cap K_2) \cong 0$ if $p < 2 \Sigma (m - a_i) + 2$ so again by duality

(ii) $H_p(K - K_1 \cap K_2) \cong H_p(K)$ if $p \leq 2 \Sigma (m - a_i)$.

Consider the flag $L_1 \subset \cdots \subset L_{a_n+n+m} = V$ where $L_j$ is the $j$-dimension space spanned by the first $j$ of $\{e_1 + u_1, \ldots, e_a_1 + u_{a_1}; \ldots; e_a_{i+1} + u_{a_{i+1}}; \ldots; e_{a_{i+1}} + u_{a_{i+1} + i}; \ldots; e_{a_{n-1}+1} + u_{a_{n-1}+n}; \ldots; e_a_n + u_{a_n+n}; e_{a_n+1}; \ldots; e_{m}; u_{a_n+n}; \ldots, u_1\}.$
All Schubert cycles will be with respect to this flag. Then if \( (b_1, \ldots, b_{a_n+n}) \) is a Schubert cycle with \( \sum_{i=1}^{a_n+n} b_i \leq \sum_{i=1}^{n}(m-a_i) \) then

\[
(b_1, \ldots, b_{a_n+n}) \cap K_2 = \begin{cases} \\
\{a\} & \text{if } (b_1, \ldots, b_{a_n+n}) = (0, \ldots, 0, m-a_n, \ldots, m-a_1), \\
\emptyset & \text{otherwise}
\end{cases}
\]

with \( a = \langle L_{a_n}, u_{a_1+1}, \ldots, u_{a_n+n} \rangle \in P_{a_n+n}(V) = K \). Let \( K_3 \) be the union of all Schubert cells (relative to the above flag) of \( \dim \leq \Sigma(m-a_i) \). Then \( K_3 - \{a\} \subseteq K - K_2 \), and since \( a \notin K_1 \), then \( K_3 \subseteq K - K_1 \cap K_2 \).

Remark. The obvious choice of flag would have been for \( L_j \) to be spanned by the first \( i \) of \( \{e_1, \ldots, e_m, u_{a_n+n}, \ldots, u_1 \} \) but then \( K_3 \cap (0, \ldots, 0, m-a_n, \ldots, m-a_1) \) would lie in \( K_1 \), and we would not have \( K_3 \subseteq K - K_1 \cap K_2 \); hence we shift the flag.

Since \( H^p(K) \cong H^p(K_3) \) if \( p < 2 \Sigma(m-a_i) \) we have by (ii):

(iii) \( H^p(K - K_1 \cap K_2) \cong H^p(K_3) \) if \( p < 2 \Sigma(m-a_i) \).

But \( K_3 - \{a\} \) is homotopic to \( K_3 \) minus an open Schubert cell of dimension \( \Sigma(m-a_i) \), so that \( H^p(K_3 - \{a\}) \cong H^p(K) \) if \( p < 2 \Sigma(m-a_i) \), and \( 0 \to H^p(K_3 - \{a\}) \to H^p(K) \to \mathbb{C} \to 0 \) is exact if \( p = 2 \Sigma(m-a_i) \). By (i) we have

(iv) \( H^p(K - K_2) = H^p(K_3 - \{a\}) \) for \( p < 2 \Sigma(m-a_i) \).

Finally, it is clear that \( (0, \ldots, 0, m-a_n, \ldots, m-a_1)\cap(K-K_1) = \Phi(\Sigma(m-a_i)) \) and that \( \Phi(0) = a \). Now we apply Mayer-Vietoris to the pairs \( \{K - K_1, K - K_2\} \) and \( \{\Phi(\Sigma(m-a_i)), K_3 - \Phi(0)\} \):

\[
\begin{array}{c}
H^p(K - K_1 \cap K_2) \to H^p(K - K_1) \oplus H^p(K - K_2) \\
\downarrow \\
H^p(K_3) \rightarrow H^p(\Phi(\Sigma(m-a_i))) \oplus H^p(K_3 - \Phi(0))
\end{array}
\]

By (iii), (iv) and the five-lemma we get that \( H^p(K - K_1 \cup K_2) \oplus H^p(C^{\Sigma(m-a_i)} - \{0\}) \) is an isomorphism if \( p + 1 \leq 2 \Sigma(m-a_i) \). Q.E.D.

From this point on, we assume that the integers \( 0 \leq a_1 \leq \cdots \leq a_n \leq m \) are chosen to satisfy the additional condition that \( \Sigma(m-a_i) = \dim X \). If \( \Delta = (s_1, \ldots, s_{a_n+n}) \) is a holomorphic section of \( \bigoplus_{a_n+n} E \), then off the Schubert zeroes, \( \Delta \) is a section of \( E(a_1, \ldots, a_n) \). Let \( x \in R(X) \) be an isolated Schubert zero of \( \Delta \), then we define the multiplicity of the Schubert zero, denoted by \( \text{zero}(\Delta(a_1, \ldots, a_n); x) \), as follows: let \( B_{\epsilon} \) be a disc of radius \( \epsilon > 0 \) relative to complex
coordinates centered at $x$, let $\phi: E|_{B_\delta} \to C^m$ be a trivialization, and let $\phi: \bigoplus_{a_n+n} E|_{B_\delta} \to \bigoplus_{a_n+n} C^m$ be the induced trivialization of $\bigoplus_{a_n+n} E$. For small enough $\epsilon$, $\epsilon < \delta$, $\phi \circ \delta$ maps $\partial B_\epsilon$ into $C^m(a_1, \ldots, a_n)$, and zero($\delta(a_1, \ldots, a_n); x$) is the degree of $\phi \circ \delta: \partial B_\epsilon \to C^m(a_1, \ldots, a_n)$. In §IV we showed that there is a canonical choice for the generator of $H^p(\partial B_\epsilon)$ and of $H^p(C(S(m-a_i)-1))$ for $p = 2\Sigma(m-a_i)-1$. Thus, via the map $\Phi: C(S(m-a_i)-1) \to C^m(a_1, \ldots, a_n)$ we define a canonical choice of generator for $H^p(C^m(a_1, \ldots, a_n), p = 2\Sigma(m-a_i)-1$, so the degree is well defined.

Let $E$ be an $m$-dimensional holomorphic hermitian vector bundle, and let $0 < a_1 \leq \cdots \leq a_n \leq m$ be integers. Define a $(\Sigma(m-a_i), \Sigma(m-a_i))$ form $c(a_1, \ldots, a_n)(E)$ by $c(a_1, \ldots, a_n)(E) = \det((c_{i-1, j-1}(E))_{i,j=1}^{n})$.

Note. The definition of $c(a_1, \ldots, a_n)(E)$ is motivated by the classical definition of the Poincaré dual to a Schubert cycle; see Hodge and Pedoe [9].

If $X$ has an exhaustion function $r$, and dim $X = \Sigma(m-a_i)$, define the characteristic function $T(a_1, \ldots, a_n)(r)$ of $E$ by

$$T(a_1, \ldots, a_n)(r) = \int_0^r \int_{X_t} c(a_1, \ldots, a_n)(E) \, dt.$$ 

Let $\delta$ be a holomorphic section of $\bigoplus_{a_n+n} E$, such that the Schubert zeroes of $\delta$ of type $(a_1, \ldots, a_n)$ are isolated and contained in the regular set of $X$. Define the counting function $N(\delta(a_1, \ldots, a_n); r)$ by

$$N(\delta(a_1, \ldots, a_n); r) = \int_0^r \text{zero}(\delta(a_1, \ldots, a_n); X_t) \, dt$$

where zero($\delta(a_1, \ldots, a_n); X_t$) = $\Sigma$ zero($\delta(a_1, \ldots, a_n); x$), $x$ ranging over the Schubert zeroes of $\delta$ in the interior of $X_t$.

Remark. If $\dim X = m$, and $(a_1, \ldots, a_n) = (0, m, \ldots, m)$ with $n \geq 1$, then $c(a_1, \ldots, a_n)(E) = c_m(E)$, $T(a_1, \ldots, a_n)(r) = T(r)$, and $N(\delta(a_1, \ldots, a_n); r) = N(s_1; r)$, where $T(r)$ and $N(s_1; r)$ were defined in §V.

We would like to prove a First Main Theorem for Schubert zeroes, among the lines of Theorem 5.1, that is to find a positive form $\lambda$ of type $(p-1, p-1)$, $p = \dim X = \Sigma(m-a_i)$, such that $T(a_1, \ldots, a_n)(r) - N(\delta(a_1, \ldots, a_n); r) = \int_X d\omega r \wedge \lambda - \int_{X_r} \lambda \, d\omega r$. To do this for an arbitrary bundle $E$, we would first have to prove an analogue of Theorem I, i.e. find a form $\rho$ on $E(a_1, \ldots, a_n)$ satisfying at least the following two properties:

1. $\tilde{\pi}^*c(a_1, \ldots, a_n)(E) = d\omega \rho$ on $E(a_1, \ldots, a_n)$, where $\tilde{\pi}: \bigoplus_{a_n+n} E \to X$ is the projection.

2. $\rho$ can be chosen positive on an open subbundle of $E(a_1, \ldots, a_n)$ (i.e. on an analogue of $B^*(E)$), if $E$ satisfies some sort of "positivity" condition.

This is a difficult problem, since even when one can find solutions to (1), as in the case $\dim E = n \leq 3$, there may still be no indication how to solve (2).
$E$ has sufficiently many sections, however, we can prove a First Main Theorem, without the analogue of Theorem I.

For the remainder of this section, we assume that $E$ has sufficiently many sections $V$, dim $V = m + n$, and that $V$ is given a hermitian norm $\| \|$ . The quotient bundle $Q_n(V)$ over $P_n(V)$ then has an induced norm (see proof of Lemma 4.2), and hence $E \cong e_V^* Q_n(V)$ has an induced norm. Let $F = F(a_1, \ldots, a_n)$ be the flag manifold of all $n$-tuples $\mathfrak{L} = (L_1, \ldots, L_n)$ of subspaces of $V$ such that $L_{a_i+1} \subset \cdots \subset L_{a_i+n}$ and dim $L_{a_i+i} = a_i + i$, $1 \leq i \leq n$. Then $F$ is a homogeneous space of $\text{Gl}(V)$ and hence a complex manifold of dimension $\sum (a_i + 1 - a_{i-1})$ \( (m + n - a_i - i) \), where $a_0 = 0$. In addition $F$ is a compact symmetric homogeneous space of the isometries $I(V)$ of $V$. Let $\mathcal{A} = \{(\mathfrak{L}, L) \in F \times P_n(V) |$ dim $L \cap L_{a_i+i} \geq i\}$ and consider

$$
\begin{equation}
\begin{array}{c}
A \\
\sigma
\end{array} 
\begin{array}{c}
\rightarrow \cr
\downarrow
\end{array}
F
\begin{array}{c}
\pi
\end{array}
\begin{array}{c}
P_n(V)
\end{array}
\end{equation}
$$

where $\sigma, \pi$ are the obvious projections.

**Lemma 6.2.** Let $L^o$ be a fixed $n$-plane in $V$, and put $\text{Gl}(V, L^o) = \{g \in \text{Gl}(V) | g(L^o) = L^o\}$. Then $(A, \pi)$ is an analytic $\text{Gl}(V, L^o)$ fibre bundle over $P_n(V)$ with fibre $\pi^{-1}(L^o) = \{\mathfrak{L} \in F | \text{dim } (L_{a_i+i} \cap L^o) \geq i, 1 \leq i \leq n\}$.

**Proof.** Let $Y = \pi^{-1}(L^o)$, then $Y$ is a subvariety of $F$ and $\text{Gl}(V, L^o)$ acts analytically on $Y$. Since $\text{Gl}(V)$ is a principle analytic $\text{Gl}(V, L^o)$ bundle over $P_n(V)$, then $(A, \pi)$ is the $Y$ associated bundle of $\text{Gl}(V)$.

**Lemma 6.3.** Let $\mathfrak{L}^o$ be a fixed flag in $F$, and put $\text{Gl}(\mathfrak{L}^o, V) = \{g \in \text{Gl}(V) | g(L^o_{a_i+i}) = L^o_{a_i+i}, 1 \leq i \leq n\}$. Then $(A, \sigma)$ is an analytic fibre bundle over $F$, with fibre $\sigma^{-1}(\mathfrak{L}^o) = (a_1, \ldots, a_n)(\mathfrak{L}^o)$, a Schubert cycle.

**Proof.** Let $Z = (a_1, \ldots, a_n)(\mathfrak{L}^o)$, then $\text{Gl}(\mathfrak{L}^o, V)$ acts analytically on $Z$. Since $\text{Gl}(V)$ is a principle analytic $\text{Gl}(\mathfrak{L}^o, V)$ bundle over $F$, then $(A, \sigma)$ is the $Z$ associated bundle of $\text{Gl}(V)$.

Since dim $A = mn + \dim \pi^{-1}(L^o)$ by Lemma 6.2 and dim $A = \dim F + \sum_{i=1}^{n} a_i$, by Lemma 6.3, we have

$$\dim \pi^{-1}(L^o) = \dim F - \sum_{i=1}^{n} (m - a_i) = \dim F - \dim X,$$

Hence if we define an analytic fibre bundle $\hat{X}$ over $X$ by
i.e. \((X, \pi) = e_V \ast (A, \pi)\) then \(X\) is an analytic space of dimension: \(\dim X + \dim \pi^{-1}(L^\circ) = \dim F\). Consider the obvious projection maps \(\pi_i : F \to P_{(a_{i+1}, \ldots, a_n + n)}(V)\), \(1 \leq i \leq n\), and put \(Q(F) = (\bigoplus_{a_{i+1}} \pi_i \ast Q_{a_{i+1}}(V)) \oplus \cdots \oplus (\bigoplus_{a_n-a_{i-1}+1} \pi_i \ast Q_{a_n+n}(V))\).

Then fibre \(\dim Q(F) = \dim F\), and \(Q(F)\) has a hermitian norm induced by the norms on \(Q_{a_{i+1}}(V), \ldots, Q_{a_n+n}(V)\), and hence induced by the norm on \(V\). Furthermore, \(Q(F) \geq 0\), since each \(Q_{a_{i+1}}(V) \geq 0\). Let \(\overline{Q} = e_V \ast \sigma \ast Q(F)\), then \(\overline{Q}\) is a positive holomorphic hermitian vector bundle over \(X\), and fibre \(\overline{Q} = \dim F = \dim X\). If \(s_1, \ldots, s_{a_{n+n}}\) are sections in \(V\), then \(\mathcal{S} = (s_1, \ldots, s_{a_{n+n}})\) induces a holomorphic section \(\overline{S}\) of \(\overline{Q}\), as follows: since \(s_i\) is an element of \(V\), then it induces a holomorphic section of \(Q_{a_{i+1}}(V)\), for each \(i\), and hence induces a holomorphic section \(s^i_j\) of \(e_V \ast \sigma \ast Q_{a_{i+1}}(V)\). Then \(\overline{S}\) is the section \((s^1_1, \ldots, s^1_{a_{1+1}}, \ldots, s^n_{a_{n+n}}, \ldots, s^n_{a_{n+n}})\) of \(\overline{Q}\).

**Lemma 6.4.** Let \((x, \xi)\) be in \(X\), i.e. let \(e_V(x)\) be in \((a_1, \ldots, a_n)(\xi)\), then \(\mathcal{S}\) has a zero at \((x, \xi)\) if and only if \(\langle s_1, \ldots, s_{a_{i+1}} \rangle \subseteq L_{a_{i+1}}, 1 \leq i \leq n\). Thus if the \(s_i\) are independent in \(V\), then \(\mathcal{S}\) has a zero at \((x, \xi)\) if and only if \(\mathcal{S}\) has a Schubert zero at \(x\) and \(\mathcal{L} = \xi(\mathcal{S})\), where \(L_{a_{i+1}}(\mathcal{S}) = \langle s_1, \ldots, s_{a_{i+1}} \rangle\).

**Proof.** \(s^i_j(x, \xi) = 0 \iff s_i \in \text{the } a_{i+1}\text{ plane } L_{a_{i+1}}\Rightarrow \sigma(e_V(x), \xi) \iff s_i \in L_{a_{i+1}}.\)

**Remark.** This shows that if the \(s_i\) are independent, then \(\mathcal{S}\) has isolated Schubert zeroes precisely when \(\mathcal{S}\) has isolated zeroes.

**Definition.** \(\mathcal{S}\) is generic if the following conditions hold:

1. \(\{s_1, \ldots, s_{a_{n+n}}\}\) are independent sections in \(V\).
2. The Schubert zeroes of \(\mathcal{S}\) are isolated and contained in the regular set \(R(X)\).
3. If \(x\) is a Schubert zero of \(\mathcal{S}\), then \(\text{rank } \{s_1(x), \ldots, s_{a_{i+1}}(x)\} = a_i, 1 \leq i \leq n\).

**Remark.** We show in VIII that almost all \(\mathcal{S} \in \Theta_{a_{n+n}} V\) are generic.

**Lemma 6.5.** If \(\mathcal{S}\) is generic, then the zeroes of \(\overline{S}\) are isolated and contained in \(R(\overline{X})\), and \(\text{zero } \mathcal{S}(a_1, \ldots, a_n; x_0) = \text{zero } \mathcal{S}(x_0, \xi(\mathcal{S})), \) where \(x_0\) is a Schubert zero of \(\mathcal{S}\).

**Proof.** Since \(\mathcal{S}\) is generic, we can by renumbering assume that

\[
\text{rank } \{s_1(x_0), \ldots, s_{a_{i+1}}(x_0), \ldots, s_{a_{i+1}}(x_0), s_{a_{i+1}}(x_0)\} = a_i, 1 \leq i \leq n.
\]
and that \( s_{a_{i+1}}(x_0) = \Sigma b_j^i s_j(x_0) \), where the sum is over \( 1 \leq j < a_i + i, j \neq a_1 + 1, \ldots, a_i + i \). By standard facts about degree, using the connectivity of the general linear group, the multiplicity of the Schubert zero remains unchanged if we replace \( \mathcal{S} \) by \( (s_1, \ldots, s_{a_1}, s_{a_1+1} - \Sigma b_j^1 s_j; \ldots; s_{a_{n-1}+1} + \Sigma b_j^{n-1} s_j; s_{a_n+n-1} - \Sigma b_j^{n-1} s_j) \), and similarly for \( \mathcal{S} \). Hence we can assume that \( s_{a_{i+1}}(x_0) = 0, 1 \leq i \leq n, \) so that 
\[
eq_v(x_0) = \langle s_{a_1+1}^i, \ldots, s_{a_n+n} \rangle \}
\] is a basis for \( V \). Choose \( s_{a_{n+1}+1}, \ldots, s_{m+n} \) in \( V \) such that \( \{s_1, \ldots, s_{m+n}\} \) is a basis for \( V \). Let \( z = (z_1, \ldots, z_{a_1+1}, \ldots, z_{a_n+n-1}^i, z_{a_n+n}^i, \ldots, z_{m+n}^i) \) be a choice of \( z_1, \ldots, z_{m+n}^i \) in \( C^m \), and put \( z = (z_1, \ldots, z_{m+n}^i) \) be a choice of \( z_1, \ldots, z_{m+n}^i \) in \( C^m \), then the map of \( C^{m+n} \) into \( P_n(V) \) by \( z \rightarrow L(z) = \langle s_{a_1+1} + \Sigma z_{a_1+1}^i s_j, \ldots, s_{a_n+n-1} + \Sigma z_{a_n+n-1}^i s_j, \ldots, s_{m+n} \rangle \) gives holomorphic coordinates centered at \( e(V(x_0)) \). Put \( u_j(z) = s_j \) if \( j \neq a_1 + 1, \ldots, a_n + n \) and \( u_{a_{i+1}}(z) = s_{a_{i+1}} + \Sigma s_{a_{i+1}}^i \). Let \( w_j = (w_{a_{i+1}}, \ldots, w_{a_n+n-1}, w_{a_n+n}) \) in \( C^{m+n-a_i} \), when \( a_i + 1 + i < j < a_i + i \), and put \( w = (w^1, \ldots, w^{a_n+n}) \) in \( C^{dm+n} \). Then the map from \( C^{dm+n} \rightarrow F \), given by \( w \mapsto \mathcal{L}(z, w) \), for fixed \( z \in C^{m+n} \), gives holomorphic coordinates in \( F \), where \( \mathcal{L}(z, w) = (L_{a_{i+1}}(z, w), \ldots, L_{a_{n+n}}(z, w)) \) \( \in F \), \( L_{a_{i+1}}(z, w) = \langle L_{a_{i+1}-1}(z, w), u_{a_{i+1}}(z) + \Sigma w_{a_{i+1}}^i \rangle \), \( u_{a_{i+1}}(z) + \Sigma w_{a_{i+1}}^i \rangle \), \( \ldots, u_{a_{n+n}}(z) + \Sigma w_{a_{n+n}}^i \rangle \). The map \( (z, w) \rightarrow (L(z), \mathcal{L}(z, w)) \) gives holomorphic coordinates in \( P_n(V \times C^m \times F \) centered at \( (e(V(x_0)), \mathcal{L}(\mathcal{S})) \) since the Jacobian of this map is easily seen to be never zero.

Note. \( L(z) = \langle u_{a_1+1}(z), \ldots, u_{a_n+n}(z) \rangle \) hence \( (L(z), \mathcal{L}(z, w)) \) \( \in A \) if and only if \( w_{a_{i+1}}^j = 0 \) for \( j \neq a_i + i, \ldots, a_n + n \), but \( a_i + j < a_1 + i \). If we put \( \hat{w} = w \), subject to the condition that \( w_{a_{i+1}}^j = 0 \) for \( a_i + j < a_1 + i \), then \( (z, \hat{w}) \rightarrow (L(z), \mathcal{L}(z, \hat{w})) \) gives holomorphic coordinates in \( A \) centered at \( (e(V(x_0)), \mathcal{L}(\mathcal{S})) \). Since \( s_{a_{i+1}}(x_0) = \ldots = s_{a_{m+n}}(x_0) = 0 \) the \( s_j \), with \( j \neq a_i + i \), form a frame for \( E \) in a neighborhood \( U \) of \( x_0 \), and we can find holomorphic functions \( f_j \) on \( U \), such that \( s_{a_{i+1}} = -\Sigma f_j s_j \), the sum over \( j \neq a_1 + 1, \ldots, a_n + n \). If in addition, \( U \) is a coordinate neighborhood, then \( (x, \hat{w}) \rightarrow (x, \mathcal{L}(f(x), \hat{w})) \) gives holomorphic coordinates in \( \mathcal{X} \) centered at \( (x_0, \mathcal{S}(\mathcal{S})) \). We can further assume that \( x_0 \) is the only Schubert zero of \( \mathcal{S} \) in \( U \). If we trace through all the identifications and apply Proposition 6.1, then it is clear that \( \mathcal{S} \) zero \( (\mathcal{S}(a_1 + 1, \ldots, a_n + n) \) at \( x_0 \), where \( f_j \) is only defined for \( j \neq a_1 + 1, \ldots, a_n + n \), so there are \( \Sigma (m + n - a_i - i - \Sigma (n - i) = \Sigma (m - a_i) \) of the \( f_j \)s.

Consider the section \( u_{a_{i+1}}^j \) of \( e_{V}^* \) \( \sigma_{a_{i+1}} \) \( Q_{a_{i+1}}(V) \) defined by \( u_{a_{i+1}}^j(x, \hat{w}) = u_{a_{i+1}}^j(f(x), L_{a_{i+1}}) \). Then \( \{ u_{a_{i+1}}, \ldots, u_{a_{m+n}} \} \) is a frame of \( e_{V}^* \) \( \sigma_{a_{i+1}} \) \( Q_{a_{i+1}}(V) \). Now \( S_j = u_j^i \) if \( j \neq a_i + i, 1 \leq i \leq n \), hence \( S_j = w_j^i \) if \( j \neq a_i + i - 1 \), then \( S_j(x, \hat{w}) = -\Sigma w_j^i u_j^i(x, \hat{w}) \), since \( u_j^i \) \( \Sigma w_j^i u_j^i \) \( L_{a_{i+1}}(z, w) \). Denote by \( \Sigma \) the sum over \( p \leq j \leq q, j \neq a_i + 1, \ldots, a_n + n \). Since \( u_{a_{i+1}}^j(f(x)) = s_{a_{i+1}} + \Sigma S_j^i f_j^i(x) \), then
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\[ s_{a_i + i}^i (x, \tilde{w}) = u_{a_i + i}^i (x, \tilde{w}) - \sum_{j=1}^{m+n} f_j^i(x) s_j^i(x, \tilde{w}) \]
\[ = - \sum_{k=1}^{a_i + i} u_k^i (x, \tilde{w}) - \sum_{j=1}^{a_i + i - 1} f_j^i(x) s_j^i(x, \tilde{w}) \]
\[ = - \sum_{k=1}^{a_i + i} u_k^i (x, \tilde{w}) - \sum_{j=1}^{a_i + i - 1} f_j^i(x) s_j^i(x, \tilde{w}) \]
\[ - \sum_{j=a_i + i+1}^{m+n} f_j^i(x) u_j^i(x, \tilde{w}); \]

Note \( w_k^i = 0 \) if \( k \neq a_i + i + 1, \ldots, a_n + n \). We define a homotopy \( \delta(x, \tilde{w}, t) \) into \( \tilde{Q} \) by \( s_j^i(x, \tilde{w}, t) = s_j^i(x, \tilde{w}) \) if \( a_{i-1} + i < j < a_i + i - 1 \), and
\[ s_{a_i + i}^i (x, \tilde{w}, t) = u_{a_i + i}^i (x, \tilde{w}) - t \sum_{j=1}^{a_i + i - 1} f_j^i(x) s_j^i(x, \tilde{w}) - \sum_{j=a_i + i+1}^{m+n} f_j^i(x) u_j^i(x, \tilde{w}). \]

If \( \delta(x, \tilde{w}, t) = 0 \), then \( s_j^i(x, \tilde{w}) = 0 \) if \( a_{i-1} + i < j < a_i + i - 1 \), which implies that \( s_j^i(x, \tilde{w}) = 0 \) if \( 1 < j < a_i + k, \ j \neq a_1, \ldots, a_n + n, \) so that \( s_{a_i + i}^i (x, \tilde{w}, t) = s_{a_i + i}^i (x, \tilde{w}, 1) = s_{a_i + i}^i (x, \tilde{w}) \). But then \( \delta(x, \tilde{w}) = 0 \), which happens only at \( (x_0, 0) \), hence \( \delta(x, \tilde{w}, t) \) is zero only for \( (x, \tilde{w}) = (x_0, 0) \). For purposes of computing the order of the zero we can replace \( \delta(x, \tilde{w}) \) by
\[ \delta(x, \tilde{w}, 0) = \left( - \sum_{k=1}^{a_i + i} u_k^i (x, \tilde{w}), \ldots, - \sum_{k=1}^{a_i + i} u_k^i (x, \tilde{w}), - \sum_{k=1}^{m+n} u_k^i (x, \tilde{w}); \ldots; - \sum_{k=1}^{m+n} u_k^i (x, \tilde{w}) \right). \]

Finally, using the frames \( \{ u_{a_i + i+1}^i, \ldots, u_{m+n}^i \} \) of \( e_v \sigma^g \pi_i \pi Q_{a_{j+1}}(V) \) to give the obvious frame for \( \tilde{Q} \), and by then permuting the frame, we see that \( \text{zero}(\delta_i (x_0, \tilde{Q}(\delta_i))) \) is the degree of the map \( (x, \tilde{w}) \rightarrow ((f_1^1, \ldots, f_1^{m+n}), \ldots, f_n^{m+n}, \ldots, f_n^{m+n}) \) which is the same as the degree of the map \( x \rightarrow ((f_1, \ldots, f_1), \ldots, (f_n, \ldots, f_n), \ldots, (f_n, \ldots, f_n)) \). Hence \( \text{zero}(\delta_i (x_0, \tilde{Q}(\delta_i))) = \text{zero}(\delta_i (a_1, \ldots, a_n) ; x_0) \). Q.E.D.

In order to investigate the relationship between \( c_p (\tilde{Q}), \ p = \dim \tilde{Q} \), and \( c(a_1, \ldots, a_n)(E) \), we must first discuss the fibre integral. Let \( n: Y^m \rightarrow Z^n \) be an analytic fibre bundle with compact fibre \( W^k, \ k = m - n, \) where \( Y, Z, W \) are all
analytic spaces. The fibre integral \( \pi_*: A^{p,q}(Y) \to A^{p-k,q-k}(Z) \) is the adjoint of \( \pi^* \), that is \( \int_Y \psi \wedge \pi^* \phi = \int_Z \pi_* \psi \wedge \phi \) where \( \psi \in A^{p,q}(Y), \phi \in A^{m-p,m-q}(Z) \) and \( \phi \) has compact support. The fibre integral is defined as follows: by a partition of unity argument it suffices to consider the case \( Y = Z \times W \), where \( Z \) is a subvariety of a domain \( U_1 \) in \( C^s \), \( W \) is a subvariety of a domain \( U_2 \) in \( C^s \), and \( \psi \in A^{p,q}(Y) \) has compact support. Let \( z_1, \ldots, z_n \) be coordinates in \( C^n \); \( w_1, \ldots, w_s \) coordinates in \( C^s \), then \( \psi \) has an extension \( \bar{\psi} \in A^{p,q}(U_1 \times U_2) \), \( \psi = \sum \psi_{IJKL}(z, w) dw^I d\bar{w}^J dz^L d\bar{z}^I \) where the \( \psi_{IJKL} \) are smooth. Then \( \pi_* \psi \) is the restriction to \( Z \) of

\[
\sum_{|I|=p-k, |J|=q-k} \left( \int_{w} \psi_{IJKL}(z, w) dw^I d\bar{w}^J dz^L d\bar{z}^I \right) dz^L d\bar{z}^I,
\]

which is a smooth form. The adjoint property is then clear. If \( f: Z' \to Z \) is holomorphic, and we consider the diagram

\[
\begin{array}{ccc}
Y' & \xrightarrow{f'} & Y \\
\downarrow \pi' & & \downarrow \pi \\
Z' & \xrightarrow{f} & Z
\end{array}
\]

where \( Y' = f^*Y \), then it is also clear that \( \pi'_* \circ (f'^*) = f^* \circ \pi_* \). Note. The fibre integral exists under very general conditions, see [4], [10], [12].

**Lemma 6.6.** Let \( p = \dim \widetilde{X} = \dim \widetilde{Q} \), then \( c(a_1, \ldots, a_n)(E) = \pi_* c_p(\widetilde{Q}) \).

**Proof.** Consider the diagram

\[
\begin{array}{ccc}
\widetilde{X} & \xrightarrow{e_v} & A \\
\downarrow \pi & & \downarrow \sigma \\
X & \xrightarrow{e_v} & P_n(V)
\end{array}
\]

then \( c(a_1, \ldots, a_n)(E) = e_v^* c(a_1, \ldots, a_n)(Q_n(V)) \), and \( c_p(\widetilde{Q}) = e_v^* \sigma \ast c_p(Q(F)) \), so we need only show that \( c(a_1, \ldots, a_n)(Q_n(V)) = \pi_* \sigma \ast c_p(Q(F)) \). Let \( g \) be an element of \( I(V) \), the isometries of \( V \), then \( g \) acts on \( P_n(V) \), on \( F \), and on \( A \), and the action of \( g \) commutes with \( \pi \) and \( \sigma \), so \( \pi_* \sigma \ast c_p(Q(F)) = \pi_* g^* \sigma \ast c_p(Q(F)) = \pi_* \sigma \ast c_p(g^* Q(F)) \). But \( g^* Q(F) \cong Q(F) \) as hermitian bundles, so \( c_p(g^* Q(F)) = c_p(Q(F)) \) and \( \pi_* \sigma \ast c_p(Q(F)) \) is invariant under \( I(V) \). Similarly, \( g^* c(a_1, \ldots, a_n)(Q_n(V)) = c(a_1, \ldots, a_n)(g^* Q_n(V)) = c(a_1, \ldots, a_n)(Q_n(V)) \) so \( c(a_1, \ldots, a_n)(Q_n(V)) \) is invariant under \( I(V) \). Since \( P_n(V) \) is a symmetric homogeneous space of \( I(V) \), then it suffices to show \( c(a_1, \ldots, a_n)(Q_n(V)) = \pi_* \sigma \ast c_p(Q(F)) \) as cohomology classes. Let \( Q^\circ \in F \), with \( L_{a_i+i}^\circ = \langle v_1, \ldots, v_{a_i+i} \rangle \) and put \( s_j = s_{v_j} \), the section of
$Q_n(V)$ induced by $\nu$. Then $\widehat{\sigma}$ induces a section $\widehat{s} = (s_1^1, \ldots, s_{a_1+1}^1; \ldots; s_{a_n+n}^1, \ldots, s_{a_n+n}^1)$ of $Q(F)$, and $\widehat{s}$ has a zero only at $T_0$. By taking local coordinates in $F$, i.e. $w \to \widehat{\xi}(0, w)$ in the notation of Lemma 6.5, it is easy to check that zero($\widehat{\sigma}$, $T_0$) = 1, and by applying the Generalized Gauss-Bonnet Theorem 4.1, we see that $\int_F c_p(Q(F)) = 1$. We show that $\pi_\sigma* c_p(Q)$ is Poincaré dual to $(a_1, \ldots, a_n)Q_0) \subset P_n(V)$, i.e. if $\phi$ is a closed $(q, q)$ form on $P_n(V)$, $q = a_1 + \cdots + a_n$, we must show that

$$\int (a_1, \ldots, a_n)(\xi_0) \phi = \int P_n(V) \pi_\pi* c_p(Q(F)) \wedge \phi.$$  

By fibre integrating,

$$\int P_n(V) \pi_\pi* c_p(Q(F)) \wedge \phi = \int \pi_\pi* c_p(Q(F)) \wedge \pi_\phi \phi = \int F c_p(Q(F)) \pi_\phi \phi.$$  

But $\phi$ is closed, and from the adjoint property it is clear that fibre integration commutes with exterior derivative so $d\pi_\pi* \phi = \sigma_\phi \pi_\phi d\phi = 0$, i.e. $\sigma_\phi \pi_\phi$ is a constant function on $F$. Since $\pi_\phi \pi_\phi = (\pi_\phi \pi_\phi)(Q_0)$, and $\int F c_p(Q(F)) = 1$, then

$$\int P_n(V) \pi_\pi* c_p(Q(F)) \wedge \phi = (\pi_\pi* \phi)(Q_0) = \int_{\sigma - 1} (Q_0) \pi_\phi \phi = \int (a_1, \ldots, a_n)(Q_0) \phi.$$  

Thus $\pi_\pi* c_p(Q)$ is dual to $(a_1, \ldots, a_n)Q_0)$. But from algebraic geometry, we know the dual of $(a_1, \ldots, a_n)Q_0) = c(a_1, \ldots, a_n)Q_0(V)$, see Hodge and Pedoe [9].

Remark. The fibre integral of a positive form is clearly positive, so we have shown that $Q(a_1, \ldots, a_n)(E) \geq 0$, since $\widehat{Q}$ is a positive bundle.

Let $X$ have an exhaustion $r$, then by fibre integrating the First Main Theorem on $\widehat{X}$, we get the desired result on $X$.

**Proposition 6.7 (First Main Theorem for Schubert Zeroes).** Let $\widehat{\sigma} = (s_1, \ldots, s_{a_n+n})$ be generic, with $\|s_j\| \leq \frac{1}{a_i + n}$ as elements in $V$, $1 \leq j \leq a_n + n$. Then

$$T(a_1, \ldots, a_n)(r) - N(\widehat{\sigma}(a_1, \ldots, a_n); r) = \frac{1}{4\pi} \int_{X_r} d^c \sigma \wedge \lambda - \frac{1}{4\pi} \int_{X_r} \lambda d^c d^c r,$$

where $\lambda = \pi_\pi* c_p(\widehat{Q})$, for almost all $r$. If $\tau$ is pseudo-concave, then $N(\widehat{\sigma}(a_1, \ldots, a_n); r) \leq T(a_1, \ldots, a_n)(r) + C$, and if $c(a_1, \ldots, a_n)(E) \neq 0$ then $0 \leq \delta(\widehat{\sigma}(a_1, \ldots, a_n)) \leq 1$, where

$$\delta(\widehat{\sigma}(a_1, \ldots, a_n)) = 1 - \frac{1}{\lim} [N(\widehat{\sigma}(a_1, \ldots, a_n); r)/T(a_1, \ldots, a_n)(r)].$$  

**Proof.** Let $\tau = r \circ \pi_\pi$, then $\tau$ is an exhaustion, and $\tau$ is pseudo-concave if $\pi$ is pseudo-concave. The norm $N(\widehat{\sigma}) \leq \sum N(s_j) \leq \sum_{a_k+n} \|s_k\| \leq 1$, and the zeroes of $\widehat{\sigma}$ are isolated and contained in the regular set of $\widehat{X}$.

We apply Theorem 5.1 to $\widehat{\sigma}$ and get that, for almost all $r$,

$$T(r) - N(r, \widehat{\sigma}) = \frac{1}{4\pi} \int_{\widehat{X}_r} d^c \tau \wedge \lambda - \frac{1}{4\pi} \int_{\widehat{X}_r} \lambda d^c d^c \tau,$$
where $\hat{\lambda} = \hat{S}^* \rho(\hat{\mathcal{Q}})$, and hence $\hat{\lambda} \geq 0$. By fibre integrating, we see that

$$T(r) = \int_0^1 \int_{X_t} c_p(Q) dt = \int_0^1 \int_{X_t} \hat{\pi} c_p(Q) dt$$

and

$$= \int_0^1 \int_{X_t} c(a_1, \ldots, a_n)(E) dt = T(a_1, \ldots, a_n)(r);$$

and

$$N(\hat{\mathcal{S}}, r) = \int_0^1 \text{zero} (\hat{\mathcal{D}}; X_t) dt = \int_0^1 \text{zero} (\mathcal{S}(a_1, \ldots, a_n); X_t) = N(\mathcal{S}(a_1, \ldots, a_n); r)$$

by Lemma 6.5. Furthermore,

$$\int_{\delta X} d\tau \hat{\lambda} = \int_{\delta X} \hat{\pi} d\tau \hat{\lambda} = \int_{X} d\tau \lambda \wedge \hat{\lambda},$$

and

$$\int_{X} \hat{\lambda} d\tau r = \int_{X} \hat{\lambda} \wedge \hat{\pi} d\tau r = \int_{X} \hat{\pi} \hat{\lambda} \wedge d\tau r.$$

If $\mathcal{Y}$ is pseudo-concave, then $N(r, \hat{\mathcal{S}}) \leq T(r) + c$ by Corollary 5.5, so $N(\mathcal{S}(a_1, \ldots, a_n); r) \leq T(a_1, \ldots, a_n)(r) + c$, and the deficiency satisfies $0 \leq \delta(\hat{\mathcal{S}}(a_1, \ldots, a_n)) \leq 1$.

VII. Value distribution theory of Schubert zeroes. Thus far we have considered the distribution of Schubert zeroes for only one set of sections $\mathcal{S}$ at a time. In this section we show that if $X$ is pseudo-concave then almost all $\mathcal{S}$ have the same number of Schubert zeroes.

**Theorem 7.1.** Let $X$ be an irreducible complex space with pseudo-concave exhaustion $\tau$. Let $E$ be a holomorphic vector bundle of fibre dimension $m$ over $X$, and $V$ a vector space of holomorphic sections of $E$, $\dim V = m + n$, such that $e_x : V \to E_x$ is onto at each point $x \in X$. Let $\mathcal{S} = (s_1, \ldots, s_{a_n+n})$ be an element of $\bigoplus_{a_n+n} V$, where $s_1, \ldots, s_{a_n+n}$ are holomorphic sections, independent in $V$, and $(a_1, \ldots, a_n)$ is a fixed set of integers, $0 \leq a_1 \leq \cdots \leq a_n \leq m$, such that $\Sigma(m - a_i) = \dim X$. If $c(a_1, \ldots, a_n)(E) \neq 0$, then almost all $\mathcal{S}$ have the same number of Schubert zeroes of type $(a_1, \ldots, a_n)$, i.e. $\delta(\mathcal{S}(a_1, \ldots, a_n)) = 0$ for almost all $\mathcal{S} \in \bigoplus_{a_n+n} V$.

**Remark.** Almost all $\mathcal{S}$ consist of independent sections in $V$, so we can restrict our attention to such $\mathcal{S}$. If $\mathcal{S}, \mathcal{S}'$ consist of independent sections, then we say $\mathcal{S}$ is equivalent to $\mathcal{S}'$ if $L(\mathcal{S}) = L(\mathcal{S}')$. We have already seen in §VI that the set of equivalence classes is in 1-1 correspondence with $F$, and if $\mathcal{S}, \mathcal{S}'$ are equivalent then $N(\mathcal{S}(a_1, \ldots, a_n); r) = N(\mathcal{S}'(a_1, \ldots, a_n); r)$ so we define $N(a_1, \ldots, a_n)(L) = N(a_1, \ldots, a_n); r)$ for $L = L(\mathcal{S})$, similarly $\delta((a_1, \ldots, a_n)(L)) = \delta(\mathcal{S}(a_1, \ldots, a_n))$. Hence it suffices to show that $\delta((a_1, \ldots, a_n)(L)) = 0$ for almost all $L \in F$. We define $L$ generic if $L = L(\mathcal{S})$ for $\mathcal{S}$ generic; this is well defined since $\mathcal{S}$ equivalent.
Proposition 7.2.  \( S \) is generic for almost all \( \mathcal{L} \in \bigoplus_{a_n} V \), or equivalently, \( S \) is generic for almost all \( \mathcal{L} \in F \). In fact \( S \) has only Schubert zeroes of multiplicity 1 for almost all \( \mathcal{L} \), i.e. \( e_V \) hits \( (a_1, \ldots, a_n)(\mathcal{L}) \) transversely for almost all \( \mathcal{L} \in F \).

Proposition 7.3.  If \( \omega \) denotes the invariant normalized volume form on \( F \), then
\[
\int_F N((a_1, \ldots, a_n)(\mathcal{L})); \omega(\mathcal{L}) = T(\sigma_1, \ldots, a_n)(r).
\]

Proposition 7.4.  For each \( \mathcal{L} \) generic in \( F \), there is a constant \( c_\mathcal{L} > 0 \) such that \( N((a_1, \ldots, a_n)(\mathcal{L}); r) \leq T(a_1, \ldots, a_n)(r) + c_\mathcal{L} \) and \( c_\mathcal{L} \) is integrable on \( F \) as a function of \( \mathcal{L} \).

Proof of Theorem 7.1.  We denote \( N((a_1, \ldots, a_n)(\mathcal{L})); \omega(\mathcal{L}) = T(\sigma_1, \ldots, a_n)(r) \) and \( T(a_1, \ldots, a_n)(r) \) by \( N(\mathcal{L}) \), \( N(\mathcal{L}) \) and \( T \) respectively. By Proposition 7.4, we have \( 0 \leq \delta(\mathcal{L}) \leq 1 \) for almost all \( \mathcal{L} \). But by Fatou’s Lemma,
\[
\int_F \delta(\mathcal{L}) \omega(\mathcal{L}) \leq \int_F \lim_{\mathcal{L} \to \mathcal{L}} (1 - N(\mathcal{L})/T + c_\mathcal{L}/T) \omega(\mathcal{L}) \leq \lim_{\mathcal{L} \to \mathcal{L}} \int_F (1 - N(\mathcal{L})/T + c_\mathcal{L}/T) \omega(\mathcal{L}) = \lim_{\mathcal{L} \to \mathcal{L}} \left( \int_F c_\mathcal{L} \omega(\mathcal{L})/T \right) = 0.
\]
Therefore \( \int_F \delta(\mathcal{L}) \omega(\mathcal{L}) \leq 0 \) which implies \( \delta(\mathcal{L}) = 0 \) for almost all \( \mathcal{L} \).

Proof of Proposition 7.2.  Let \( Y_1 \subset \widehat{X} \) be the set \( \{(x, \mathcal{L}) \in \widehat{X} \mid \dim(e_V(x) \cap L_{a_i}) < i \text{ for some } i, 1 \leq i \leq n\} \). Then \( Y_1 \) is a subvariety of \( \widehat{X} \) of codimension \( \geq 1 \). Let \( Y_2 \subset R(\widehat{X}) - Y_1 \) be the set \( \{(x, \mathcal{L}) \in R(\widehat{X}) - Y_1 \mid \mathcal{L} = \mathcal{L}(\mathcal{S}) \} \), where \( \widehat{S} \) is not transversal to the zero section of \( \mathcal{Q}_i \). Then by Lemma 6.4, \( F - \mathcal{E}_V \circ \sigma(\mathcal{Y}_1 \cup \mathcal{Y}_2 \cup \text{Sing}(\widehat{X})) \) consists of generic \( \mathcal{L} \), and if \( \mathcal{L} = \mathcal{L}(\mathcal{S}) \in F - \mathcal{E}_V \circ \sigma(\mathcal{Y}_1 \cup \mathcal{Y}_2 \cup \text{Sing}(\widehat{X})) \), then \( \delta \) has nondegenerate Schubert zeroes and \( e_V \) is transversal to \( (a_1, \ldots, a_n)(\mathcal{L}) \). If \( \mathcal{Y}_2 \) is a subvariety of \( R(\widehat{X}) - Y_1 \) of codimension \( \mathcal{Y}_2 = 1 \), then \( \mathcal{Y}_1 \cup \mathcal{Y}_2 \cup \text{Sing}(\widehat{X}) \) is a countable union of submanifolds each of dimension less than \( \dim(\widehat{X}) = \dim F \), and hence \( \mathcal{E}_V \circ \sigma(\mathcal{Y}_1 \cup \mathcal{Y}_2 \cup \text{Sing}(\widehat{X})) \) has measure zero in \( F \).

Using the notation of the proof of Lemma 6.5, we consider the map \( (x, \tilde{\omega}) \mapsto (x, \mathcal{L}(f(x), \tilde{\omega})) \). We take the coordinates \( (x, \mathcal{L}(f(x), \tilde{\omega})) \) in \( F \) and compute the Jacobian of \( \mathcal{E}_V \circ \sigma: (x, \tilde{\omega}) \mapsto \mathcal{L}(f(x), \tilde{\omega}) \) relative to the coordinates \( (x, \tilde{\omega}) \) in \( R(\widehat{X}) - Y_1 \), and it is clear from the proof of Lemma 6.5 that the Jacobian is nonsingular at \( (x_0, 0) \) if and only if the map \( x \mapsto f_{2}^{a_1+1}(x), \ldots, f_{m+n}^{n}(x) \) is nonsingular at \( x_0 \), i.e. if and only if \( \mathcal{S} \) is transversal to the zero section of \( \mathcal{Q}_i \) at \( (x_0, 0) \). Thus \( Y_2 \) is the zero set of the determinant of \( d(\mathcal{E}_V \circ \sigma)|_{R(\widehat{X}) - Y_1} \). If \( R(\widehat{X}) - Y_1 \) is connected, then either \( Y_2 = R(\widehat{X}) - Y_1 \) or \( Y_2 \) has codimension 1. But if \( Y_2 = R(\widehat{X}) - Y_1 \), then for \( p = \dim F \), \( c_p(\mathcal{Q}) = \mathcal{E}_V \circ \sigma \circ c_p(\mathcal{Q}(F)) = 0 \) on \( R(\widehat{X}) - Y_1 \) and hence on \( \widehat{X} \), implying that \( c(a_1, \ldots, a_n)(E) \)
\[ \hat{\pi}_\sigma c_p(Q) = 0 \text{ on } X \text{ contrary to assumption. Hence } Y_2 \text{ has codimension 1 if } \]
\[ R(\hat{X}) - Y_0 \text{ is connected, thus we need only show } \hat{X} \text{ is irreducible. Since the} \]
\[ \text{fibres of } (A, \sigma) \text{ are Schubert cycles and are irreducible, then } A \text{ is irreducible.} \]
\[ \text{This implies that the fibres of } (A, \pi) \text{ are irreducible, hence } \hat{X} \text{ is irreducible.} \]
\[ \text{Thus } \hat{\mathcal{C}}_V \circ \sigma(Y_1 \cup Y_2 \cup \text{Sing}(\hat{X})) \text{ has measure zero and almost all } \mathcal{Q} \text{ are generic.} \]

\textbf{Proof of Proposition 7.3.} It clearly suffices to show that
\[ \int_{\mathcal{F}} \text{zero } ((a_1, \ldots, a_n)(\mathcal{Q}); \chi) \omega(\mathcal{Q}) = \int_{\chi \gamma} c(a_1, \ldots, a_n)(\mathcal{Q}), \]
where
\[ \text{zero } ((a_1, \ldots, a_n)(\mathcal{Q}); \chi) = \text{zero } (\mathcal{S}(a_1, \ldots, a_n); \chi) \]
for any \( \mathcal{S} \) such that \( \mathcal{Q} = \mathcal{Q}(\mathcal{S}) \). By Proposition 7.2, for almost all \( \mathcal{Q} \),
\[ \text{zero } ((a_1, \ldots, a_n)(\mathcal{Q}); \chi) \text{ is the number of times a neighborhood of } \mathcal{Q} \text{ is covered} \]
by \( \sigma \circ \hat{\mathcal{C}}_V(\hat{X}) \). Thus \( \int_{\mathcal{F}} \text{zero } ((a_1, \ldots, a_n)(\mathcal{Q}); \chi) \omega(\mathcal{Q}) = \int_{\chi \gamma} \hat{\mathcal{C}}_V^* \sigma^* \omega \). Now \( \omega = c_p(Q(F))) \) was shown in the proof of Lemma 6.6, thus \( \int_{\chi \gamma} c(a_1, \ldots, a_n)(\mathcal{Q}) = \int_{\chi \gamma} c_p(Q) \).

\textbf{Proof of Proposition 7.4.} Given \( \mathcal{Q}^o \in F \), assume we can find a neighborhood \( W \) of \( \mathcal{Q} \) in \( F \) such that to each \( \mathcal{Q} \in W \) there corresponds \( \mathcal{S}(\mathcal{Q}) \) \( \in \Theta_{a_n+n} V \) with the following properties:

(i) \( \mathcal{Q}^o = \mathcal{Q}(\mathcal{S}) \).

(ii) \( \mathcal{Q} = s_1(\mathcal{Q}), \ldots, s_{a_n+n}(\mathcal{Q}) \) then \( \|s_j(\mathcal{Q})\| \leq 1/a_n+n \) as elements in \( V \), \( 1 \leq j \leq a_n+n \).

(iii) \( (1/4\pi)\int_{\hat{\mathcal{X}} r_0} d\gamma(w) \wedge \hat{\mathcal{S}}(\mathcal{Q})^* \rho(\mathcal{Q}) \omega(\mathcal{Q}) \) is integrable on \( W \), as a function of \( \mathcal{Q} \).

By Proposition 6.7, if \( \mathcal{Q} \in W \) is generic, then
\[ N((a_1, \ldots, a_n)(\mathcal{Q}); r) \leq T(a_1, \ldots, a_n)(r) + \frac{1}{4\pi} \int_{\hat{\mathcal{X}} r_0} \hat{\mathcal{S}}(\mathcal{Q})^* \rho(\mathcal{Q}) dd\gamma \]
\[ = T(a_1, \ldots, a_n)(r) + \frac{1}{4\pi} \int_{\hat{\mathcal{X}} r_0} d\gamma \wedge \hat{\mathcal{S}}(\mathcal{Q})^* \rho(\mathcal{Q}) \]
\[ + N((a_1, \ldots, a_n)(\mathcal{Q}); r_0) - T(a_1, \ldots, a_n)(r_0). \]

Therefore
\[ N((a_1, \ldots, a_n)(\mathcal{Q}); r) \leq T(a_1, \ldots, a_n)(r) + \frac{1}{4\pi} \int_{\hat{\mathcal{X}} r_0} d\gamma \wedge \hat{\mathcal{S}}(\mathcal{Q})^* \rho(\mathcal{Q}) \]
\[ + N((a_1, \ldots, a_n)(\mathcal{Q}); r_0). \]

But \( N((a_1, \ldots, a_n)(\mathcal{Q}); r_0) \) is integrable on \( W \) by Proposition 7.3, and therefore putting
\[ c_\mathcal{X} = \frac{1}{4\pi} \int_{\tilde{X}_{r_0}} d\tilde{\mathcal{G}} \wedge \tilde{\mathcal{S}}(Q) \ast \rho(Q) + \mathcal{N}(a_1, \ldots, a_n)(Q; r_0) \]

we have \( \mathcal{N}(a_1, \ldots, a_n)(Q; r) \leq T(a_1, \ldots, a_n)(r) + c_{\mathcal{X}} \) where \( c_{\mathcal{X}} \omega(Q) \) is integrable on \( W \). The proposition then clearly follows from a partition of unity argument.

Note that \( d\tilde{\mathcal{G}} \wedge \tilde{\mathcal{S}}(Q) \ast \rho(Q) \) is positive on \( \partial \tilde{X}_{r_0} \).

To construct \( \tilde{\mathcal{S}}(Q) \), let \( v_1, \ldots, v_{m+n} \) be an orthonormal basis of \( V \) such that \( L_{a_i} = \langle v_1, \ldots, v_{a_i} \rangle \), \( 1 \leq i \leq n \). Coordinates in a neighborhood of \( \tilde{Q}^0 \) in \( F \) are given by \( z \rightarrow \tilde{Q}(z) \), where \( z = (z^1, \ldots, z^{a_n+n}) \), \( z^j = (z_{a_i+i+1}^1, \ldots, z_{m+n}^j) \) for \( a_{i-1} + 1 \leq j \leq a_i + 1 \), and

\[
L_{a_i} = \left\langle L_{a_i-1} - 1(z), v_{a_i-1} + \sum z_j^{-1} v_j, \ldots, v_{a_i} + \sum z_j^i v_j \right\rangle.
\]

Put \( \tilde{\mathcal{S}}(z) = 1/p \left( s_1(z), \ldots, s_{m+n}(z) \right) \) where \( s_j(z) = v_j + \sum z_k^j v_k \) and \( p \) is a large constant. Then we can find neighborhoods \( W, U \) of \( \tilde{Q}^0 \), with \( U \) contained in the coordinate patch such that \( \tilde{W} \subset U \) and \( \tilde{\mathcal{S}}(z) \) satisfies (ii) on \( U \). Now we can also consider \( \tilde{\mathcal{S}}(z) \) as a section of \( Q(F) \), so that \( \tilde{\mathcal{S}}(Q) \ast \rho(Q) = \tilde{\mathcal{S}}(z) \ast \rho(Q(F)) \).

We wish to show \( \int_W (\int_{\tilde{X}_{r_0}} d\tilde{\mathcal{G}} \wedge \tilde{\mathcal{S}}(z) \ast \rho(Q(F))) \omega(z) \) is finite. Let \( H_1 = (\tilde{\mathcal{S}}(z) \ast \rho(Q(F)))^{-1}(1) \cap \tilde{X}_{r_0} \) and \( H_2 = (\tilde{\mathcal{S}}(z) \ast \rho(Q(F)))^{-1}(F - U) \cap \partial \tilde{X}_{r_0} \). Since \( \tilde{\mathcal{S}}(z) \ast \rho(Q(F)) \) satisfies (ii) on \( U \), it suffices to show that \( \int_W (\int_{H_1} d\tilde{\mathcal{G}} \wedge \tilde{\mathcal{S}}(z) \ast \rho(Q(F))) \omega(z) \) is finite.

Consider the section \( s_k \) of \( \pi^* Q_{a_i+j}(V) \) on \( U \), by \( s_k = v_{a_i+j}/L_{a_i+j} \) for \( k = a_i+j+1, \ldots, m+n \). Then the \( s_k \) form a frame of \( \pi^* Q_{a_i+j}(V) \) on \( U \), and hence we get the obvious frame for \( Q(F) = (\bigoplus_{a_{i-1}+1} \pi^* Q_{a_i+j}(V)) \oplus \cdots \oplus (\bigoplus_{a_{n-1}+1} \pi^* Q_{a_n+n}(V)) \). Fix \( z' \in W \), then \( s_k(z') \), considered as a section of \( \tilde{\mathcal{S}}(z') \ast \rho(Q(F)) \), evaluated at the point \( z \in U \) is \( v_j + \Sigma z_k^i v_k / L_{a_i+j}(z) = \Sigma (z^i - z') \Sigma z_k^i v_k / L_{a_i+j}(z) \), when \( a_{i-1} + 1 \leq k \leq a_i + 1 \). Thus from the proof of Lemma 5.3, we have

\[
\tilde{\mathcal{S}}(z') \ast \rho(Q(F)) = \Sigma (log ||z' - z||) \Sigma L_{a_{k-1}} \Sigma z_k^i v_k / L_{a_i+j}(z),
\]

where \( \phi_{IKL} \) and \( \Psi_{IKL} \) are bounded functions of \( z \in U \). We can apply Fubini’s Theorem since \( d\tilde{\mathcal{G}} \wedge \tilde{\mathcal{S}}(z') \ast \rho(Q(F)) \omega(z) \) is positive on \( H_1 \times W \), and we have

\[
\int_W \left( \int_{H_1} d\tilde{\mathcal{G}} \wedge \tilde{\mathcal{S}}(z') \ast \rho(Q(F)) \right) \omega(z') = \int_{H_1} d\tilde{\mathcal{G}} \wedge \tilde{\mathcal{S}}(z) \ast \rho(Q(F)) \omega(z'),
\]
Since the $\phi_{IJKL}$, $\Psi_{IJKL}$ are bounded functions, we will be done if
\[
\int_{W}(\log \|z' - z\|^2)\|z' - z\|^{-|K|-|L|}\omega(z') \text{ and } \int_{W}\|z' - z\|^{-|K|-|L|}\omega(z')
\]
are bounded functions of $z \in U$. But $\omega(z) = \alpha(z) dz d\overline{z}$ where $\alpha$ is a bounded function of $z \in U$ and $dz = dz_1 \cdots dz_q$, $q = \dim F$. Now
\[
\int_{W}(\log \|z' - z\|^2)\|z' - z\|^{-|K|-|L|}dz'd\overline{z'}
\]
which is bounded since $dz'd\overline{z'}$ is of the order of $\|z'\|^{2q-1}$, and $|K| + |L| \leq 2q - 2$, $q = \dim F$. Q.E.D.

Using the equivalence between Schubert zeroes and Schubert cycles we can rephrase Theorem 7.1 as follows:

**Theorem 7.5.** Let $X$ be an irreducible complex space with pseudo-concave exhaustion $t$, and let $f: X \to P_n(V)$ be a holomorphic map, where $V$ is an $m + n$-dimensional complex vector space; $P_n(V)$ is the Grassmann manifold of $n$-planes in $V$. Fix integers $0 < a_1 \leq \cdots \leq a_n \leq m$ such that $\dim X = \sum (m - a_i)$. Then $f$ hits almost all Schubert cycles of type $(a_1, \cdots, a_n)$ the same number of times, i.e. $\delta((a_1, \cdots, a_n), Q_n(V)) = 0$ for almost all $Q \in F$, if either of the two following equivalent conditions hold:

1. $f^*(-c(a_1, \cdots, a_n), Q_n(V))$ is not identically zero on $X$.
2. $f$ is transversal to $(a_1, \cdots, a_n), Q_n(V)$ at a point $x_0 \in X$, for some $Q \in F$.
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