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ABSTRACT. For the Epstein zeta function of an $n$-ary positive definite quadratic form, $n - 1$ generalizations of the Selberg-Chowla formula (for the binary case) are obtained. Further, it is shown that these $n - 1$ formulas suffice to prove the functional equation of the Epstein zeta function by mathematical induction. Finally some generalizations of Kronecker's first limit formula are obtained.

1. Introduction. Let $S$ be the $n \times n$ matrix of a positive definite (real) quadratic form and let $\rho$ be a complex variable with $\Re \rho > \frac{1}{2}n$. Then Epstein's zeta function is defined by

$$Z_n(S, \rho) = \frac{1}{2} \sum_{a \in \mathbb{Z}^n - 0} (\ell a \delta a)^{-\rho},$$

where the sum is over all column vectors with integral coordinates, not all of which are zero. In the following, for any matrix $A$, the transpose of $A$ will be denoted $A^t$. Epstein [6] proved the analytic continuation, functional equation, and Kronecker limit formula for (1.1). The latter is the computation of the constant term in the Laurent expansion of the function about $\rho = \frac{1}{2}n$. Applications of the Kronecker limit formula to algebraic number theory are given by Hecke [7, p. 198 ff] and Siegel [13, pp. 93 and 117].

We shall reprove Epstein's result and, in fact, show that there are $n - 1$ different ways of obtaining limit formulas. Our point of departure is a formula to be found in papers of Selberg-Chowla [11, formulas (5) and (6), p. 87] and Bateman-Grosswald [3, Theorem 1, p. 366]:

$$Z_2(S, \rho) = s^{-\rho} \zeta(2\rho) + t^{\frac{1}{2}-\rho} s^{-\frac{1}{2}} n^\frac{1}{2} \Gamma(\rho - \frac{1}{2}) \Gamma(\rho - \frac{1}{2}) \zeta(2\rho - 1)$$

$$+ 2n^\frac{1}{2} \Gamma(\rho)^{-1} t^{\frac{1}{2}-\rho} s^{-\frac{1}{2}} \sum_{a \neq 1; |b| \neq 0} (\pi n^\frac{1}{2} s^{-\frac{1}{2}} a |b|)^{\rho - \frac{1}{2} a - 2 \rho \cos (2\pi q ba)}$$

$$\times K_{\frac{1}{2}-\rho}(2\pi n^\frac{1}{2} s^{-\frac{1}{2}} a |b|),$$
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where

\[ S = \begin{pmatrix} s_1 & s_{12} \\ s_{12} & s_2 \end{pmatrix} = \begin{pmatrix} 1 & q \\ t & 0 \\ 0 & s_2 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & q \\ 0 & 1 \end{pmatrix} \]

(1.3)

for \( t = s_1 - q^2 s_2 = s_2^{-1}(s_1 s_2 - s_{12}^2) > 0 \) and \( q = s_{12}/s_2 \).

This is the diagonalization of Siegel [12, p. 24]. Also \( \zeta(x) \) is Riemann’s zeta function, and \( K_v(z) \) is the modified Bessel function of the second kind defined by

(1.4) \[ K_v(z) = \frac{1}{2} \int_0^\infty \exp\{-z(u + 1/u)/2\} u^{v-1} du, \quad \text{for } |\arg z| < \frac{1}{2} \pi. \]

Formula (1.2) gives the analytic continuation of \( Z_2 \) and the functional equation as is proved in Bateman-Grosswald [3, p. 366, remarks after statement of Theorem 1]. Moreover (1.2) gives a good approximation of \( Z_2 \) in the critical strip [3, Theorems 2, 3, pp. 366–367]. And it can be shown by the same method that we use in §3 of this paper that (1.2) implies the Kronecker limit formula (Siegel [12, pp. 5–17]):

(1.5) \[ \lim_{\rho \to 1} \{ Z_2(S, \rho) - \frac{1}{2\pi} |\gamma|^{-\frac{1}{2}} (\rho - 1)^{-1} \} = \pi |\gamma|^{-\frac{1}{2}} \gamma - \log 2 - \log (t^{1/2} |\eta(z)|^2). \]

Here \( |S| = \text{determinant of } S, \gamma = \text{Euler’s constant, and } \eta(z) \) is the Dedekind \( \eta \)-function defined by

(1.6) \[ \eta(z) = \exp\{inz/12\} \prod_{b \geq 1} (1 - \exp\{2\pi ibz\}), \quad \text{Im } z > 0. \]

Also, \( t \) and \( q \) being defined as in (1.3), we set

(1.7) \[ z = q + it^{1/2}s_2^{-1/2} = s_2^{-1}(s_{12} + i|S|^{1/2}), \]

which is a well-defined element of the upper half plane, since \( S \) is a positive definite symmetric matrix. Thus \( z \) is the usual element of the upper half plane associated to the positive quadratic form \( S \) (Siegel [13, p. 6] or Leveque [9, p. 16]).

In §2, we shall generalize (1.2) to \( Z_n \) in \( n - 1 \) different ways. The only results needed for this are the Poisson summation formula for \((R^n, Z^n)\) and an integral formula relating the Fourier transform of a radial function in \( R^n \) to the Hankel transform (Stein-Weiss [14, Theorem 3.3, p. 155]). One of the \( n - 1 \) formulas was obtained by Berndt [4, formula (5.2)] by other methods. And Epstein himself has such a formula [6, formula (10), p. 641]. However the single formulas of Epstein and Berndt do not seem to suffice to prove the functional equation. We shall prove that any correctly chosen pair of the \( n - 1 \) formulas does imply the functional equation.
In §3, generalizations of the Kronecker limit formula (1.5) are considered. Of the \( n - 1 \) formulas which we have generalizing (1.2) it seems that only the formula of Epstein himself produces an \((n - 1)\)-fold product generalizing \( \eta(z) \) because of the simple form of \( K_{\frac{n}{2}}(z) = (\pi/2z)^{\frac{n}{2}}e^{-z} \). Since generalizations of the Kronecker limit formula should contain "automorphic forms" generalizing the Dedekind \( \eta \)-function, one is lead to consider the more general definition of automorphic forms given by Borel [5, p. 200]. One sees that the Epstein zeta function and its generalizations [15] are themselves automorphic forms in this sense. In fact they are what Borel calls "Eisenstein series" [5, Example 2, p. 209]. Thus one would expect the coefficients in the Laurent expansion of \( Z_n(S, \rho) \) about \( \rho = \frac{1}{2}n \) to have similar behavior to \( Z_n(S, \rho) \). That is, the coefficients, considered as functions on the space \( \mathcal{P}_n \) of positive definite symmetric matrices, are invariant with respect to the transformations of \( \mathcal{P}_n \) given by \( S \mapsto S[U] \), for \( S \in \mathcal{P}_n \) and \( U \) an integral matrix of determinant \( \pm 1 \). Further, when invariant differential operators on \( \mathcal{P}_n \) [15, pp. 176–177] are applied to the coefficients individually a finite dimensional vector space should be generated. This last property of the coefficients is condition (2) in Borel’s definition of automorphic form essentially [5, p. 200]. However this is not the place to discuss the matter in detail.

Also the question of extending the results even to the zeta functions of one complex variable considered in [15] remains open. The simplest cases seem to be complicated and must require results on Bessel functions of matrix argument of Herz [8].

2. Expressions for \( Z_n \) in a series of Bessel functions. First some notation must be set up. Let \( n = n_1 + n_2, \) with \( 1 \leq n_1 \leq n - 1 \). And decompose \( S \) in block matrix form, as Siegel does [12, pp. 24–25]:

\[
S(n) = \begin{pmatrix} S_1(n_1) & S_{12} \\ tS_{12} & S_2(n_2) \end{pmatrix} = \begin{pmatrix} I & tQ \\ 0 & I \end{pmatrix} \begin{pmatrix} T(n_1) & 0 \\ 0 & S_2(n_2) \end{pmatrix} \begin{pmatrix} I & 0 \\ Q & I \end{pmatrix}
\]

where \( I \) denotes the identity matrix and \( 0 \) denotes the zero matrix. We shall sometimes write \( T_S \) (or \( T \)) in place of \( T(n_1) \) and \( Q_S \) in place of \( Q \). Here we use the notation \( S(n) \) for an \( n \times n \) matrix and drop the \((n)\) if no confusion is likely. We shall also write \( S[A] = 'ASA, \) and \( |S| = \) determinant of \( S \). Define

\[
H_{n_1,n_2}(S, \rho) = |S_2|^{-\frac{n_1}{2}} \sum_{a \in \mathbb{Z}^n; b \in \mathbb{Z}^{n_2}} (T[a])^{\frac{1}{2}} n_2^{-\frac{1}{2}n_2} (S_2^{-1}[b])^{\frac{1}{2}n_2-\frac{1}{2}n_2} \times \exp\{2\pi i b Q a\} K_{\frac{1}{2}n_2-\rho}(2\pi(T[a])S_2^{-1}[b])^{\frac{1}{2}},
\]

where \( \eta(z) = (\pi/2z)^{\frac{n}{2}}e^{-z} \) is the Dedekind \( \eta \)-function.
where the sum runs over integral column vectors $a$ and $b$ not all of whose entries are zero.

**Theorem 1.** $H_{n_1, n_2}$ is an entire function of the complex variable $\rho$, and, for $\text{Re } \rho > \frac{1}{2}n$,
\[
\pi^{-\rho} \Gamma(\rho) Z_n(S, \rho)
\]
where the sum runs over integral column vectors $a$ and $b$ not all of whose entries are zero.

\[\frac{\partial}{\partial \rho} Z_n(S, \rho) = \frac{\partial}{\partial \rho} \int \mathbf{1}_{\{\mathbf{T}^2 < \mathbf{S}^2\}} \mathbf{1}_{\{\mathbf{S}_2^2 < \mathbf{S}^2\}} \Gamma(\rho - \frac{1}{2}n_2) |\mathbf{S}_2|^{-\frac{1}{2}} Z_{n_1}(\mathbf{T}, \rho - \frac{1}{2}n_2)
\]
\[+ H_{n_1, n_2}(S, \rho),
\]

Here $Z_1(S, \rho) = s^{-\rho} \zeta(2\rho)$, where $\zeta$ is Riemann's zeta function.

**Proof.** A column vector in $\mathbb{Z}^n$ may be considered as composed of 2 parts ($a$) with $a$ in $\mathbb{Z}^{n_1}$ and $b$ in $\mathbb{Z}^{n_2}$. Then, using (2.1), $S[a, b] = T[a] + S_2[Qa + b]$. It follows that
\[
Z_n(S, \rho) = \frac{1}{2} \sum_{\substack{\mathbf{a} \in \mathbb{Z}_{n_1}; \mathbf{b} \in \mathbb{Z}_{n_2} \setminus \{0\}}} S[Qa, b]^{-\rho} = \frac{1}{2} \sum_{a=0; b \neq 0}^\infty \sum_{a \neq 0; \text{ all } b \in \mathbb{Z}^{n_2}} (T[a] + S_2[Qa + b])^{-\rho}.
\]
Now apply Poisson summation with respect to the sum over $b$. Then the second term in the expression of $Z_n$ is
\[
\frac{1}{2} \sum_{a \in \mathbb{Z}_{n_1}; b \in \mathbb{Z}_{n_2}} \int_{\mathbb{R}^{n_2}} (T[a] + S_2[Qa + x])^{-\rho} \exp \{-2\pi i t^T b x\} dx,
\]
where $x$ is a column vector in $\mathbb{R}^{n_2}$ and the integral is the Lebesgue integral in $\mathbb{R}^{n_2}$. Now make the change of variables $y = (T[a])^{-\frac{1}{2}} \mathbf{W}(Qa + x)$, where $S_2 = \mathbf{W}^T \mathbf{W}$. Then the integral over $\mathbb{R}^{n_2}$ is seen to be
\[
(T[a])^{-\frac{1}{2}} S_2^{-\frac{1}{2}} \exp \{2\pi i t^T b Qa\} I_{n_2} (2\pi (T[a])^{\frac{1}{2}} t^T \mathbf{W}^{-1}, \rho),
\]
where we define
\[
I_n(b, \rho) = \int_{\mathbb{R}^n} (1 + t^T x)^{-\rho} \exp \{-i t^T b x\} dx, \quad \text{Re } \rho > \frac{1}{2}n.
\]
Now $I(0, \rho)$ is evaluated easily by induction. For set
\[
t^2 = 1 + x_1^2 + \cdots + x_{n-1}^2 \quad \text{and} \quad x_n = ty.
\]
Then changing variables to $(x_1, \cdots, x_{n-1}, y)$, we see that
\[
I_n(0, \rho) = \int (1 + y^2)^{-\rho} \Delta_1 t^{1-2\rho} dx_1 \cdots dx_{n-1} dy = I_1(0, \rho) I_{n-1}(0, \rho - \frac{1}{2}).
\]
And it is easy to see that \( I_1(0, \rho) = \Gamma(\rho - \frac{1}{2}) \Gamma(\frac{1}{2}) / \Gamma(\rho) \), so that induction finishes the proof of the formula:

\[
(2.4) \quad I_n(0, \rho) = \pi^{\frac{1}{2} n} \Gamma(\rho - \frac{1}{2} n) / \Gamma(\rho).
\]

If \( b \neq 0 \), \( I_n(b, \rho) \) is evaluated using the fact proved in Stein and Weiss [14, Theorem 3.3, p. 155] that the Fourier transform of a rotation invariant or radial function in \( \mathbb{R}^n \) can be reduced to a Hankel or Bessel transform in one-dimensional space. The result is

\[
I_n(b, \rho) = \int_0^\infty (1 + u^2)^{-\rho} u^{n-1} (2\pi)^{\frac{1}{2} n} J_{\frac{n}{2} - 1}(|b| u) |b| u^{1-\frac{1}{2} n} \, du,
\]

for \( b \neq 0 \). Here \( J \) denotes the Bessel function of the first kind:

\[
J_\nu(x) = (\frac{x}{2})^\nu \pi^{-\frac{1}{2} \nu} \Gamma(\nu + \frac{1}{2})^{-1} \int_0^\pi \exp(-ix \cos t) \sin^{2\nu} t \, dt, \quad \text{Re} \, \nu > -\frac{1}{2}.
\]

Then using a formula from Abramowitz-Stegun [1, formula (11.4.44), p. 488] one obtains

\[
(2.5) \quad I_n(b, \rho) = 2\pi^{\frac{1}{2} n} \Gamma(\rho)^{-1} (|b|)^{\rho - \frac{1}{2} n} K_{\frac{n}{2} - \rho} (|b|),
\]

for \( b \neq 0 \) where \( |b| = (\langle b \cdot b \rangle)^{\frac{1}{2}} \). Here \( K \) is the modified Bessel function of the second kind defined in (1.4).

The proof is now complete except to note that \( H_{n_1, n_2} \) is entire in this case for the same reason as in the paper of Bateman-Grosswald [3, Lemma 2]. So the analytic continuation of \( Z_n \) is a consequence of formula (2.3).

The remainder of this section is devoted to a proof that the \( n - 1 \) formulas for \( Z_n \) given in (2.3) imply the functional equation of \( Z_n \). The method is simply induction on \( n \) and some matrix identities.

**Theorem 2.** Define \( R_n(S, \rho) = \pi^{-\rho} \Gamma(\rho) Z_n(S, \rho) \). Then the Epstein zeta function has the following functional equation:

\[
R_n(S, \rho) = |S|^{-\frac{1}{2} n} R_n(S^{-1}, \frac{1}{2} n - \rho).
\]

**Proof (Induction on \( n \)).** The functional equation for the case \( n = 1 \) is that of Riemann’s \( \zeta \) function, which is well known. We now proceed by mathematical induction and assume the functional equation for all \( Z_k \), where \( 1 \leq k \leq n - 1 \).

Then (2.3) may be written:

\[
\pi^{-\rho} \Gamma(\rho) Z_n(S, \rho) = \pi^{-\rho} \Gamma(\rho) Z_r(S_2, \rho)
\]

\[
+ |S_2|^{-\frac{1}{2} n} \pi^{-\rho - \frac{1}{2} r} \Gamma(\rho - \frac{1}{2} r) Z_{n-r}(T, \rho - \frac{1}{2} r) + H_{n-r}(S, \rho).
\]

We may use the functional equation of \( Z_r \) to rewrite the middle term of the right-hand side to obtain
\[
\pi^{-\rho} \Gamma(\rho) Z_n(S, \rho) = \pi^{-\rho} \Gamma(\rho) Z_r(S, \rho).
\]

(2.6) \[+ |S|^{-\frac{1}{2}} \pi^{-(\frac{1}{2}n-\rho)} \Gamma(\frac{1}{2} n - \rho) Z_{n-r}(T^{-1}, \frac{1}{2} n - \rho) + H_{n-r}(S, \rho). \]

Here we have used the fact that \(|S| = |S_2| \cdot |T|\), an easy consequence (2.1) when \(n_1 = r\) and \(n_2 = n - r\).

Now we know that \(Z_n(S[U], \rho) = Z_n(S, \rho)\) for any unimodular matrix \(U\), that is, any matrix \(U\) with integral entries and determinant +1 or -1. And we shall show at the end of this proof that for the particular unimodular matrix

\[
U = \begin{pmatrix} 0 & I^{(n-r)} \\ I^{(r)} & 0 \end{pmatrix}
\]

the following matrix identities hold:

(2.7) \[(S^{-1}[U])_2 = (T_S)^{-1},\]

(2.8) \[\left( T_S^{-1}[U] \right)^{-1} = S_2,\]

(2.9) \[t Q_S^{-1}[U] = -Q_S.\]

Therefore, replacing \(S\) by \(S^{-1}[U]\) and \(\rho\) by \(\frac{1}{2}n - \rho\) in (2.6), we see that

\[
|S|^{-\frac{1}{2}} \pi^{-(\frac{1}{2}n-\rho)} \Gamma(\frac{1}{2} n - \rho) Z_n(S^{-1}, \frac{1}{2} n - \rho)
\]

\[= |S|^{-\frac{1}{2}} \pi^{-(\frac{1}{2}n-\rho)} \Gamma(\frac{1}{2} n - \rho) Z_n(S^{-1}[U], \frac{1}{2} n - \rho)
\]

\[= |S|^{-\frac{1}{2}} \pi^{-(\frac{1}{2}n-\rho)} \Gamma(\frac{1}{2} n - \rho) Z_n((S^{-1}[U])_2, \frac{1}{2} n - \rho)
\]

\[+ \pi^{-\rho} \Gamma(\rho) Z_{n-r}((T_S^{-1}[U])^{-1}, \rho) + |S|^{-\frac{1}{2}} H_{n-r}(S^{-1}[U], \frac{1}{2} n - \rho)
\]

\[= |S|^{-\frac{1}{2}} \pi^{-(\frac{1}{2}n-\rho)} \Gamma(\frac{1}{2} n - \rho) Z_r((T_S)^{-1}, \frac{1}{2} n - \rho)
\]

\[+ \pi^{-\rho} \Gamma(\rho) Z_{n-r}(S_2, \rho) + H_{n-r}(S, \rho).\]

Here we have used formulas (2.7)—(2.9) as well as the definition (2.2) of \(H_{n-r},r\), plus the fact that for the modified Bessel function of the second kind \(K_\nu = K_{-\nu}\).

Therefore by (2.6) with \(r\) replaced by \(n - r\), we see that

\[
|S|^{-\frac{1}{2}} \pi^{-(\frac{1}{2}n-\rho)} \Gamma(\frac{1}{2} n - \rho) Z_n(S^{-1}, \frac{1}{2} n - \rho) = \pi^{-\rho} \Gamma(\rho) Z_n(S, \rho).
\]

This is of course the functional equation, and we now see that only two of the formulas (2.3) are required to prove it. However, one does not seem to suffice.

It only remains to prove the identities (2.7)—(2.9). We should note a certain abuse of notation occurring here. For \(S_2\) and \(T_S\) both depend upon \(r\) as well as \(S\). However the formulas would be awkward if we did not omit this dependence.

The proofs of formulas (2.7—2.8) are straightforward matrix computations using (2.1) and the following property of the matrix \(U\):
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Now (2.1) implies

$$S^{-1} = \begin{pmatrix} (T_S)^{-1} & 0 \\ 0 & (S_2)^{-1} \end{pmatrix} \begin{pmatrix} I & -tQ_S \\ 0 & I \end{pmatrix} = \begin{pmatrix} (T_S)^{-1} & -Q^{-1}Q^{-1}_S \end{pmatrix}.$$

So

$$S^{-1}[U] = \begin{pmatrix} * & * \\ * & (T_S)^{-1} \end{pmatrix}.$$

Then (2.7) is clear. And (2.8) follows from (2.7) upon replacing $S$ by $(S^{-1})[U]$. Note that

$$tU = \begin{pmatrix} 0 & t^{(r)} \\ t^{(n-r)} & 0 \end{pmatrix} = U^{-1}.$$

For (2.9) compute $S^{-1}[U]$ in two ways. The above gives

$$S^{-1}[U] = \begin{pmatrix} * & * \\ -Q^{-1}Q^{-1}_S & * \end{pmatrix}.$$

Multiply out (2.1) to obtain

$$S^{-1}[U] = \begin{pmatrix} * & * \\ (S^{-1}[U])_2Q^{-1}_S^{-1}[U] & * \end{pmatrix}.$$

This completes the proof.

3. Generalizations of Kronecker's limit formula. The $n-1$ formulas (2.3) yield $n-1$ generalizations of the Kronecker limit formula, of which one is the formula obtained by Epstein [6, p. 644].

**Definition.** $k_n(s) = \lim_{\rho \rightarrow \frac{1}{2}n} \frac{1}{Z_n(s, \rho) - \frac{1}{2}n \frac{1}{2}n \Gamma(\frac{1}{2}n)^{-1} |s|^{-\frac{1}{2}} (\rho - \frac{1}{2}n)^{-1}}.$

Note that this is just the constant term in the Laurent expansion of the Epstein zeta function about the pole $\rho = \frac{1}{2}n$. This is a consequence of the fact that the residue of the Epstein zeta function at $\rho = \frac{1}{2}n$ is

$$\frac{1}{2} |s|^{-\frac{1}{2}} \frac{1}{2}n \Gamma(\frac{1}{2}n)^{-1}.$$

Epstein [6, pp. 623–627] has shown the above formula for the residue by a method generalizing Riemann's. The formula may also be proved from (2.3) and the fact that the residue of the Riemann zeta function $\zeta(s)$ at $s = 1$ is 1. This generalizes
an argument of Bateman-Grosswald for the case of binary quadratic forms [3, remarks after Theorem 1, p. 366].

**Theorem 4.**
\[ k_n(S) = Z_n(S, \frac{1}{2}n) + \Gamma(\frac{1}{2}n)\Gamma(\frac{1}{2}n)^{-1}k_n(T^{(n)})|S_2|^{-\frac{1}{2}n} \]
\[ + H_{n_1,n_2}(S, \frac{1}{2}n)n^{\frac{1}{2}n}\Gamma(\frac{1}{2}n)^{-1} + \frac{1}{2}|S|^{-\frac{1}{2}n}\Gamma(\frac{1}{2}n)^{-1}|\psi(\frac{1}{2}n_1) - \psi(\frac{1}{2}n)|, \]

where \(\psi(z) = \Gamma'(z)\Gamma(z)^{-1}\) and
\[ H_{n_1,n_2}(S, \frac{1}{2}n) = |S_2|^{-\frac{1}{2}n} \sum_{a \in \mathbb{Z}^{n_1}_{-0}} \exp{2\pi i bQa}/(S^{-1}(b))^{\frac{1}{2}n_1} (T[a])^{-\frac{1}{2}n_1} \times K_{\frac{1}{2}n_1}(2n(T[a]S^{-1}(b))^{\frac{1}{2}}). \]

**Proof.** This is an easy computation using the formula (2.3). One need only note that if we set
\[ \Gamma(\rho - \frac{1}{2}n)\Gamma(\rho)^{-1} = a_0 + a_1(\rho - \frac{1}{2}n) + \cdots, \]
then
\[ a_0 = \Gamma(\frac{1}{2}n)\Gamma(\frac{1}{2}n)^{-1} \quad \text{and} \quad a_1 = \Gamma(\frac{1}{2}n)\Gamma(\frac{1}{2}n)^{-1}|\psi(\frac{1}{2}n_1) - \psi(\frac{1}{2}n)|. \]

And let the Laurent expansion of \(Z_n(T, \rho - \frac{1}{2}n_2)\) about \(\rho = \frac{1}{2}n\) be
\[ Z_n(T, \rho - \frac{1}{2}n_2) = b_0(\rho - \frac{1}{2}n_2)^{-1} + b_0 + \cdots. \]

Then by the definition and remarks above,
\[ b_0 = k_n(T) \quad \text{and} \quad b_0 = \frac{1}{2}|T|^{-\frac{1}{2}n}\Gamma(\frac{1}{2}n_1)^{-1}. \]

Clearly the constant term in the Laurent expansion of the middle term of the right-hand side of (2.3) about \(\rho = \frac{1}{2}n\) is \(|S_2|^{-\frac{1}{2}n\frac{1}{2}}(a_0b_0 + a_1b_1)\). Thus the constant term in the Laurent expansion of the entire right-hand side of (2.3) about \(\rho = \frac{1}{2}n\) is
\[ k(S) = Z_n(S, \frac{1}{2}n) + |S_2|^{-\frac{1}{2}n}\frac{1}{2}(a_0b_0 + a_1b_1) + H_{n_1,n_2}(S, \frac{1}{2}n)n^{\frac{1}{2}n}\Gamma(\frac{1}{2}n)^{-1} \]

Substituting the values of \(a_0, a_1, b_1, b_0\) into the above equation, we obtain Theorem 4. We have included the formula for \(H_{n_1,n_2}(S, \frac{1}{2}n)\) in the statement of the theorem for reference. It is an immediate result of the definition (2.2) and the that \(K' = K_{-1}'). \]

**Corollary (Epstein [6, p. 644]).** Let \(n_1 = 1\) and \(T(1) = T_S = t\) in (2.1). And define
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\[ z(b) = t^{bQ} + it^{\frac{1}{2}}(s^{\frac{1}{2}}(s^{-1}(b)))^{\frac{1}{2}}, \]

\[ c_n = \begin{cases} 
\gamma - \log 2 - \frac{1}{2} \sum_{r=1}^{\frac{n}{2} - 1} r^{-1}, & \text{for } n \text{ even,} \\
\gamma - \sum_{r=0}^{\frac{n}{2}(n-3)} (2r + 1)^{-1}, & \text{for } n \text{ odd.}
\end{cases} \]

Then

\[ k(s) = Z_{n-1}(s, \frac{1}{2} n) + \pi^{\frac{1}{2}}s^{\frac{1}{2}}\Gamma(\frac{1}{2} n)^{-1} \]

\[ \times \left( c_n - \log \left( i^{\frac{1}{2}} \prod_{b \in \mathbb{Z}^{n-1} - 0; \ b (\text{mod} \pm 1)} (1 - \exp \{2\pi iz|b|\}|^2) \right) \right). \]

By "b (mod ± 1)", we mean that b runs over a complete set of representatives for the equivalence relation b ~ b' when b = (± 1)b'. And "||||" in the infinite product denotes the usual absolute value of a complex number.

**Proof.** Take \( n = 1 \) in the preceding theorem.

First recall that in the one-dimensional case \( \zeta(1, \rho) = t^{-\rho} \zeta(2\rho) \), where \( \zeta \) is Riemann's zeta function. The formula \( k_1(t) = t^{-\frac{1}{2}}(\gamma - \log t) \) is a consequence of the following expansions about \( \rho = \frac{1}{2} \):

\[ t^{-\rho} = t^{-\frac{1}{2}} - (\log t)t^{-\frac{1}{2}}(\rho - \frac{1}{2}) + \cdots, \quad \zeta(2\rho) = (2\rho - 1)^{-1} + \gamma + \cdots, \]

where \( \gamma \) is Euler's constant.

Second, use Abramowitz-Stegun \[1, \text{formulas (6.3.2) and (6.3.4), p. 258}\] to see that

\[ \frac{1}{2} \psi(\frac{1}{2}) - \psi(\frac{1}{2} n) = -2 \log 2 - \sum_{r=1}^{\frac{n}{2} - 1} r^{-1}, \quad \text{for } n \text{ even,} \]

\[ -2 \sum_{r=1}^{\frac{n}{2}(n-3)} (2r + 1)^{-1}, \quad \text{for } n \text{ odd.} \]

Third, since \( K_{\frac{1}{2}}(z) = (\pi/2z)^{\frac{1}{2}} e^{-z} \), it follows that

\[ H_{1,n-1}(s, \frac{1}{2} n) = \frac{1}{2} |s|^{-\frac{1}{2}} \sum_{a \in \mathbb{Z}^{n-1} - 0; \ b \in \mathbb{Z}^{n-1} - 0} \exp \{2\pi i(t^{bQA} + i t^{\frac{1}{2}}(s^{-1}(b))^{\frac{1}{2}}|a|)\}. \]

\[ = |s|^{-\frac{1}{2}} \sum_{a \geq 1; \ b \in \mathbb{Z}^{n-1} - 0; \ b (\text{mod} \pm 1)} (a^{-1} \exp \{2\pi iz(b)a\} + \overline{a^{-1} \exp \{2\pi iz(b)|a|\}}). \]
Here "-" denotes the complex conjugate. Now apply the expansion
\[ \log(1 - w) = -\sum_{n=1}^{\infty} n^{-1} w^n \] for \( \|w\| < 1 \), to obtain the desired result:

\[ H_{1,n-1}(S, \frac{1}{2}n) = |S|^{-\frac{1}{2}} \log \prod_{b \in \mathbb{Z}^n - 0; \ b(\mod \pm 1)} (1 - \exp\{2\pi i z[b]\})^2. \]

The proof of the corollary is complete when we substitute the expressions for \( k(t), \psi(\frac{1}{2}) - \psi(\frac{1}{2}n), H_{1,n-1}(S, \frac{1}{2}n) \) into the formula of Theorem 4.

Note that the corollary gives a function which generalizes the Dedekind \( \eta \)-function (1.6) in a more obvious way than the result of Theorem 4. However the analogous function in Theorem 4 must also generalize the \( \eta \)-function in some way which may be fruitful recalling the results of Asai [2] and Koecher [10] as well as the general definition of automorphic forms given by Borel [5, p. 200]. But much work remains to be done in this direction.
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