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ABSTRACT. We show that any vector of $n$ relatively prime coordinates from
a principal ideal ring $R$ may be completed to a symmetric matrix of $\text{SL}(n, R)$,
provided that $n \geq 4$. The result is also true for $n = 3$ if $R$ is the ring of integers
$\mathbb{Z}$. This implies for example that if $F$ is a field, any matrix of $\text{SL}(n, F)$ is the
product of a fixed number of symmetric matrices of $\text{SL}(n, F)$ except when $n = 2,$
$F = \text{GF}(3)$, which is a genuine exception.

Introduction. It is known that any matrix over a field may be expressed as the
product of two symmetric matrices over that field (see [1], [3]). This classical re-
sult has been taken up again by O. Taussky (see [4], [5]) who considered the prob-
lem of factoring an integral matrix into the product of two integral symmetric ma-
trices, and showed among other things that such a factorization is not always pos-
sible; for example the matrix $\begin{bmatrix} -8 & 3 \\ 5 & 0 \end{bmatrix}$ is not the product of two integral symmetric matrices. An interesting problem is to determine whether some result of this kind
remains true when the matrices are restricted to lie in $\text{SL}(n, R)$, where $R$ is a
principal ideal ring. We prove for example that if $F$ is a field, then any matrix of
$\text{SL}(n, F)$ is the product of a fixed number of symmetric matrices of $\text{SL}(n, F)$, ex-
cept when $n = 2$, $F = \text{GF}(3)$. This case is a genuine exception: there are matrices
of $\text{SL}(2, \text{GF}(3))$ which are not expressible as the product of finitely many sym-
metric matrices of $\text{SL}(2, \text{GF}(3))$.

This paper is in two sections. In the first, we derive a number of results on
completing rectangular arrays over $R$ to unimodular symmetric matrices over $R$.
In the second, we use these results to derive theorems of the type quoted above on
factorization of matrices into products of symmetric matrices. The results of the
first section are analogous to the classical ones on completion of rectangular
arrays to unimodular matrices, but are naturally more difficult because of the
added requirement of symmetry. These results should be useful in other applica-
tions. The results of the second section suggest some interesting open problems,
which are discussed at the end of the paper.
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Symmetric completions. The first (and most important) result of this section is the following:

Theorem 1. Let $R$ be a principal ideal ring. Let $a_1, a_2, \ldots, a_n$ be elements of $R$ such that $(a_1, a_2, \ldots, a_n) = 1$, and suppose that $n \geq 4$. Then there is a symmetric matrix $A \in \text{SL}(n, R)$ with first row $(a_1, a_2, \ldots, a_n)$.

Proof. By the theorem of the Smith normal form, a matrix $U \in \text{SL}(n-1, R)$ may be determined such that $(a_2, a_3, \ldots, a_n) = (b, 0, \ldots, 0)U$, where $b \in R$ and $(a_1, b) = 1$. Put $M = (1) + U \in \text{SL}(n, R)$. Suppose there is a symmetric matrix $B \in \text{SL}(n, R)$ such that the first row of $B$ is $(a_1, b, 0, \ldots, 0)$. Put

$$A = MTBM.$$ 

Then $A$ is also symmetric and belongs to $\text{SL}(n, R)$. Furthermore, the first row of $A$ is $(a_1, a_2, \ldots, a_n)$. It is sufficient therefore to take $(a_2, a_3, \ldots, a_n) = (a, b, 0, \ldots, 0)$, where $(a, b) = 1$, and to show that $(a, b, 0, 0)$ may be completed to a symmetric matrix of $\text{SL}(4, R)$.

Determine $a', b'$ so that $aa' + bb' = 1$. Then it is readily verified that the matrix

$$A = \begin{bmatrix} a & b & 0 & 0 \\ b & 0 & 1 & 0 \\ 0 & 1 & 0 & b' \\ 0 & 0 & b' & -a'(bb' + 1) \end{bmatrix}$$

is symmetric and belongs to $\text{SL}(4, R)$. This completes the proof.

The case $n = 2$ is a genuine exception, since $(a, b)$ may be completed to a symmetric matrix of $\text{SL}(2, R)$ if and only if $b^2 + 1 \equiv 0 \pmod{a}$. For $n = 3$, however, the theorem remains true when $R$ is taken to be the ring of integers $\mathbb{Z}$. Whether the theorem still holds in this case for an arbitrary principal ideal ring $R$ is an open question.

We now prove

Theorem 2. Suppose that $a, b$ are arbitrary relatively prime integers. Then the row $(a, b, 0)$ may always be completed to a symmetric matrix of $\text{SL}(3, \mathbb{Z})$.

Proof. Suppose first that $a = 0$. Then $b = \pm 1$, and

$$\begin{bmatrix} 0 & b & 0 \\ b & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix}$$

is the desired completion.
Now suppose that \( a \neq 0 \). Put

\[
A = \begin{bmatrix}
  a & b & 0 \\
  b & x & y \\
  0 & y & z
\end{bmatrix}, \quad x, y, z \text{ integers.}
\]

Then \( A \in \text{SL}(3, \mathbb{Z}) \) if and only if

\[
(ax - b^2)z = ay^2 + 1.
\]

The discussion proceeds by cases. Suppose first that \( a > 0 \).

I. \( a \equiv 1 \mod 4 \). Choose \( x = b^2 + 1 \mod 4 \), so that \( x = 4w + b^2 + 1 \). Then

\[
ax - b^2 = 4aw + (a - 1)b^2 + a.
\]

By Dirichlet's theorem, \( w \) may be determined so that

\[
\begin{align*}
p &= ax - b^2 = 4aw + (a - 1)b^2 + a \\
\end{align*}
\]

is prime, since \((4a, (a - 1)b^2 + a) = 1\). Furthermore, \( p \equiv 1 \mod 4 \).

Now

\[
\left( -a/p \right) = (a/p) = (p/a) = (-1/a) = 1,
\]

since \( p \equiv a \equiv 1 \mod 4 \), \( p \equiv -b^2 \mod a \). (Here and in what follows \((a/p)\) is the Legendre-Jacobi symbol.) It follows that \( y \) may be chosen so that (1) has a solution.

II. \( a \equiv 3 \mod 4 \). Put \( x = -t, z = -w \). Then (1) becomes

\[
(2)
\]

As in case I, determine \( t \) so that \( p = at + b^2 \) is prime. Then \( (-a/p) = (a/p) = 1 \), since \( a \equiv 3 \mod 4 \), \( p \equiv b^2 \mod a \). It follows that \( y \) may be chosen so that (2) has a solution, and hence so that (1) has a solution.

III. \( a \) even. Then \( b \) must be odd. Take \( t = 4w \) in (2) and choose \( w \) so that \( p = at + b^2 = 4aw + b^2 \) is prime. Then \( p \equiv 1 \mod 8 \). Put \( a = 2^n, n \) odd. Then

\[
\left( -a/p \right) = (a/p) = (2^n/p) = (n/p) = (p/n) = 1,
\]

since \( p \equiv 1 \mod 8 \), \( p \equiv b^2 \mod n \). It follows as before that (1) has a solution here also.

Now suppose that \( a < 0 \). Put \( a = -c, c > 0 \). Then (1) becomes

\[
(3)
\]

IV. \( c \) odd. Choose \( x \equiv c(1 - b^2) \mod 4 \), \( x = 4w + c(1 - b^2) \). Then

\[
\begin{align*}
(cx + b^2)z &= cy^2 - 1 \\
\end{align*}
\]

Choose \( x \equiv c(1 - b^2) \mod 4 \), \( x = 4w + c(1 - b^2) \). Then

\[
\begin{align*}
(cx + b^2)z &= 4cw + c^2(1 - b^2) + b^2.
\end{align*}
\]
Choose \( w \) so that \( p = cx + b^2 = 4cw + c^2(1 - b^2) + b^2 \) is prime. Furthermore, \( p \equiv 1 \mod 4 \). Then
\[
(c/p) = (p/c) = 1,
\]
since \( p \equiv 1 \mod 4, p \equiv b^2 \mod c \). It follows that (3), and hence (1), has a solution.

V. \( c \) even. Then \( b \) is odd. Take \( x = 4w \), and determine \( w \) so that \( p = cx + b^2 = 4cw + b^2 \) is prime. Then \( p \equiv 1 \mod 8 \). Put \( c = 2^n, n \) odd. Then
\[
(c/p) = (2^n/p) = (n/p) = (p/n) = 1,
\]
since \( p \equiv 1 \mod 8, p \equiv b^2 \mod n \). Thus (3), and hence (1), has a solution.

This completes the proof.

When \( R = F \), a field, the situation is naturally simpler. In fact it is easy to prove

**Theorem 3.** Let \( A \) be a symmetric \( p \times p \) matrix over \( F \), \( B \) a \( p \times q \) matrix over \( F \). Suppose that the rank of \( B \) is \( p \), and that \( p < q \). Then a symmetric \( q \times q \) matrix \( C \) over \( F \) may be determined so that

\[
M = \begin{bmatrix}
A & B \\
B^T & C
\end{bmatrix}
\in \text{SL}(n, F), \quad n = p + q.
\]

**Proof.** Let \( U \in \text{SL}(p, F), V \in \text{SL}(q, F) \) be such that \( UBV = (D \ 0) \), where \( D \) is a \( p \times p \) matrix. Since \( B \) is of rank \( p \), \( D \) is nonsingular. Put

\[
N = \begin{bmatrix}
U & 0 \\
0 & V^T
\end{bmatrix} M \begin{bmatrix}
U^T & 0 \\
0 & V
\end{bmatrix} = \begin{bmatrix}
UAU^T & UBV \\
V^T B^T U^T & V^T CV
\end{bmatrix}.
\]

Then \( M \in \text{SL}(n, F) \) if and only if \( N \in \text{SL}(n, F) \), and so it suffices to choose \( B \) in the normal form given above; namely, \( B = (D \ 0) \). Now put \( C = \begin{bmatrix} 0 & W \\ 0 & 0 \end{bmatrix} \), where \( W \) is \((q - p) \times (q - p)\) and so is nonvacuous since \( q > p \). Then

\[
M = \begin{bmatrix}
A & D \\
D^T & 0 \\
0 & 0 \\
0 & W
\end{bmatrix},
\]

\[
\det M = \det \begin{bmatrix}
A & D \\
D^T & 0
\end{bmatrix} \det W = \pm \det W(\det D)^2.
\]

Thus to make \( \det M = 1 \), it suffices to choose

\[
W = (\pm (\det D)^{-2}) \downarrow_{q-p-1}.
\]
This completes the proof.

Products of symmetric matrices. We now consider the problem of expressing a matrix as the product of symmetric matrices. We first prove

Theorem 4. Let \( R \) be a euclidean ring, and suppose that \( n > 2 \). Then \( \text{SL}(n, R) \) may be generated by symmetric matrices. Thus every matrix of \( \text{SL}(n, R) \) is the product of finitely many symmetric matrices belonging to \( \text{SL}(n, R) \).

Proof. It is known (see [2]) that \( \text{SL}(n, R) \) may be generated by the matrices

\[
S(\mu) = \begin{bmatrix} 1 & \mu \\ 0 & 1 \end{bmatrix} \oplus I_{n-2}, \quad \mu \in R,
\]

and

\[
P_n = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
& & & \ddots & \\
0 & 0 & 0 & \cdots & 1 \\
(-1)^{n-1} & 0 & 0 & \cdots & 0
\end{bmatrix}.
\]

We note first that

\[
\begin{bmatrix} 1 & \mu & 0 \\ 0 & 1 & 0 \\ -1 & 0 & \cdots & \cdots & 0 \\ 1 & -1 & 0 & \cdots & 0 \\ 0 & -1 & 0 & \cdots & 0 \\ \end{bmatrix}
\]

which implies that \( S(\mu) \) is the product of 2 symmetric matrices of \( \text{SL}(n, R) \), provided that \( n \geq 3 \).

Next, we show by induction that, for \( n \geq 3 \), \( P_n \) is the product of \( 2n - 4 \) symmetric matrices of \( \text{SL}(n, R) \). For \( n = 3 \), we have

\[
P_3 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 1 \end{bmatrix} = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0 \end{bmatrix} \begin{bmatrix} 0 & -1 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix},
\]

so that \( P_3 \) is indeed the product of \( 2 \cdot 3 - 4 = 2 \) symmetric matrices of \( \text{SL}(3, R) \). Now suppose that for \( n - 1 \geq 3 \) we have shown that \( P_{n-1} \) is the product of \( 2(n - 1) - 4 = 2n - 6 \) symmetric matrices of \( \text{SL}(n - 1, R) \). Then certainly

\[
(1) + P_{n-1}
\]

is the product of \( 2n - 6 \) symmetric matrices of \( \text{SL}(n, R) \).

Furthermore, \( P_n = \{(1) + P_{n-1}\} T \), where \( T = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \oplus I_{n-2} \); and

\[
T = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & -1 & 1 \\ \end{bmatrix} \oplus I_{n-3} \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix} \oplus I_{n-3}
\]
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is the product of 2 symmetric matrices of $\text{SL}(n, R)$. We conclude by the induction hypothesis that $P_n$ is the product of $2n - 6 + 2 = 2n - 4$ symmetric matrices of $\text{SL}(n, R)$. The induction is thus complete, and we have shown that we may select a symmetric set of generators of $\text{SL}(n, R)$. This completes the proof.

An appropriate remark at this point is the following: Let $G$ be any matrix group which is closed under transposition, $G^*$ the subgroup of $G$ generated by the symmetric matrices of $G$. Then $G^*$ is a normal subgroup of $G$. For if $A$ is any element of $G$, then $G^*$ is generated by the symmetric matrices $S$ of $G$, and $A^{-1}G^*A$ is generated by the matrices $A^{-1}SA$, $S$ symmetric. We have

$$A^{-1}SA = (A^T A)^{-1} (A^T SA) \in G^*,$$

$$S = A^{-1}(ASA^T)(AA^T)^{-1}A \in A^{-1}G^*A,$$

which implies that $A^{-1}G^*A = G^*$.

We now show

Theorem 5. Let $R$ be a principal ideal ring and suppose that $n > 3$. If every element of $\text{SL}(n - 1, R)$ is the product of at most $k$ symmetric matrices of $\text{SL}(n - 1, R)$, then every element of $\text{SL}(n, R)$ is the product of at most $k + 3$ symmetric matrices of $\text{SL}(n, R)$.

Proof. Let $A$ be any element of $\text{SL}(n, R)$ and put $A^{-1} = B = (b_{ij}) \in \text{SL}(n, R)$. By Theorem 1, there is a symmetric matrix $S \in \text{SL}(n, R)$ whose first row is $(b_{11}, b_{12}, \ldots, b_{1n})$. Then

$$SA = \begin{bmatrix} 1 & 0 \\ \beta & A_1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ \beta & I \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & A_1 \end{bmatrix},$$

where $A_1 \in \text{SL}(n - 1, R)$.

Suppose now that $\beta \neq 0$. Then we may write $\beta = by$, where $y$ has relatively prime entries. By Theorem 1 there is a symmetric matrix

$$M = \begin{bmatrix} 0 & \gamma^T \\ \gamma & N \end{bmatrix},$$

such that $M \in \text{SL}(n, R)$. Furthermore,

$$\begin{bmatrix} 1 & 0 \\ \beta & I \end{bmatrix} M = \begin{bmatrix} 1 & 0 \\ by & I \end{bmatrix} \begin{bmatrix} 0 & \gamma^T \\ \gamma & N \end{bmatrix} = \begin{bmatrix} 0 & \gamma^T \\ \gamma & b\gamma^T + N \end{bmatrix},$$

which is symmetric. It follows that $\begin{bmatrix} 1 & 0 \\ \beta & I \end{bmatrix}$ is the product of at most 3 symmetric matrices of $\text{SL}(n, R)$. Thus if $A_1 \in \text{SL}(n - 1, R)$ is the product of at most $k$
symmetric matrices of \( SL(n - 1, R) \), then \( [\begin{matrix} 1 \\ 0 \\ \end{matrix} \begin{matrix} 0 \\ A_1 \\ \end{matrix} ] \) is the product of at most \( k \) symmetric matrices of \( SL(n, R) \), and \( A \) is the product of at most \( k + 3 \) symmetric matrices of \( SL(n, R) \). This completes the proof.

When \( R = Z \), the restriction that \( n > 3 \) may be replaced by \( n > 2 \), by virtue of Theorem 2.

As a corollary, we have

**Corollary 1.** Suppose that every matrix of \( SL(3, R) \) is the product of at most \( k \) symmetric matrices of \( SL(3, R) \). Then every matrix of \( SL(n, R) \) is the product of at most \( 3n + k - 9 \) symmetric matrices of \( SL(n, R) \), where \( n \geq 3 \).

Let \( A \in SL(3, F) \), where \( F \) is any field. Put \( A^{-1} = B = (b_{ij}) \in SL(3, F) \). By Theorem 3, there is a symmetric matrix \( S \in SL(3, F) \) whose first row is \((b_{11}, b_{12}, b_{13})\). Then as in the proof of Theorem 5 we have that

\[
SA = \begin{bmatrix} 1 & 0 \\ \beta & 1 \\ \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & C \\ \end{bmatrix},
\]

where \( C \in SL(2, F) \). Again as in the proof of Theorem 5, but using Theorem 3 instead of Theorem 1, we may conclude that \( [\begin{matrix} 1 \\ \beta \\ 0 \\ \end{matrix} \begin{matrix} 0 \\ \end{matrix} \] \) is the product of at most \( 2 \) symmetric matrices of \( SL(3, F) \). Thus we need only consider \( [\begin{matrix} 1 \\ 0 \\ \end{matrix} \begin{matrix} 0 \\ C \\ \end{matrix} \] \).

Put

\[
C = \begin{bmatrix} a & b \\ c & d \\ \end{bmatrix} \in SL(2, F).
\]

If \( c = 0 \),

\[
C = \begin{bmatrix} a & b \\ 0 & 1/a \\ \end{bmatrix} = \begin{bmatrix} a & 0 \\ 0 & 1/a \\ \end{bmatrix} \begin{bmatrix} 1 & b_1 \\ 0 & 1 \\ \end{bmatrix}, \quad b_1 \in F.
\]

If \( c \neq 0 \),

\[
C = \begin{bmatrix} \alpha & 1 \\ 1 & 2/a \end{bmatrix} \begin{bmatrix} a_1 & 0 \\ 0 & 1/a_1 \end{bmatrix} \begin{bmatrix} 1 & b_1 \\ 0 & 1 \\ \end{bmatrix}, \quad \alpha = a/c, \quad a_1, b_1 \in F.
\]

Hence we may confine our attention to \( [\begin{matrix} 1 \\ b \end{matrix} \begin{matrix} 0 \\ 1 \\ \end{matrix} \] \), \( b \in F \).

We have the identity

\[
\begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & b \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 1 & b - 1 \end{bmatrix},
\]

so that
is the product of 2 symmetric matrices of \( \text{SL}(3, F) \). It follows that \( \begin{bmatrix} 1 & 0 \\ 0 & 1 & b \\ 0 & 0 & 1 \end{bmatrix} \) is the product of at most 4 symmetric matrices of \( \text{SL}(3, F) \), and hence that \( A \) is the product of at most 7 symmetric matrices of \( \text{SL}(3, F) \). Together with the preceding corollary this implies

**Theorem 6.** Let \( F \) be a field, and suppose that \( n \geq 3 \). Then every matrix of \( \text{SL}(n, F) \) is the product of at most \( 3n - 2 \) symmetric matrices of \( \text{SL}(n, F) \).

The case \( n = 2 \) is exceptional. We first prove

**Theorem 7.** Let \( F \) be any field except \( \text{GF}(3) \). Then every element of \( \text{SL}(2, F) \) is the product of at most 5 symmetric elements of \( \text{SL}(2, F) \).

**Proof.** Let \( A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \) be any matrix of \( \text{SL}(2, F) \). As in the proof of Theorem 6, \( A \) is the product of at most 2 symmetric matrices of \( \text{SL}(2, F) \) and a matrix of the form \( \begin{bmatrix} 1 & b \\ 0 & 1 \end{bmatrix} \), \( b \in F \). We may therefore confine our attention to this matrix.

Since \( F \neq \text{GF}(3) \), there is a nonzero element \( \beta \) of \( F \) such that \( \beta^2 \neq 1 \). Then

\[
\begin{bmatrix} \beta & 0 \\ 0 & 1/\beta \end{bmatrix} \begin{bmatrix} 1 & b \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} \beta & \beta b \\ 0 & 1/\beta \end{bmatrix},
\]

and

\[
\begin{bmatrix} 1 & y \\ y & 1 + y^2 \end{bmatrix} \begin{bmatrix} \beta & \beta b \\ 0 & 1/\beta \end{bmatrix} = \begin{bmatrix} * & \beta b + y/\beta \\ \beta y & * \end{bmatrix}.
\]

We now choose \( y \in F \) so that \( \beta b + y/\beta = \beta y \), \( y = \beta^2 b/(\beta^2 - 1) \). The choice is possible since \( \beta^2 \neq 1 \). Thus \( \begin{bmatrix} 1 & b \\ 0 & 1 \end{bmatrix} \) has been expressed as the product of 3 symmetric elements of \( \text{SL}(2, F) \), and it follows that \( A \) is the product of at most 5 symmetric elements of \( \text{SL}(2, F) \). This completes the proof.

The case \( F = \text{GF}(3) \) is a genuine exception. If

\[
A = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & -1 \\ -1 & -1 \end{bmatrix},
\]

then the symmetric elements of \( \text{SL}(2, F) \) are given by \( \pm I, \pm A, \pm B \). Furthermore, since \( A^2 = B^2 = -I \), \( AB = -AB \), the subgroup of \( \text{SL}(2, F) \) generated by its symmetric elements is of order 8 and consists of \( \pm I, \pm A, \pm B, \pm AB \). Since \( AB = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \), we may conclude for example that the following is valid:
Theorem 8. Let $F = GF(3)$. Then $\begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}$ is never the product of symmetric matrices of $SL(2, F)$.

The group $\Gamma = SL(2, \mathbb{Z})$ leads to some interesting considerations. As is evident from Theorem 8, it will not be possible to express every element of $\Gamma$ as the product of symmetric elements of $\Gamma$, and it is of interest to determine just when this can be done. For this purpose, we collect some information about $\Gamma$ and its commutator subgroup $\Gamma'$. $\Gamma$ is generated by the elements $T = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$, $S = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}$ with defining relations $T^2 = (ST)^3 = -I$. Every element $A$ of $\Gamma$ satisfies

$$ATA^T = A^T TA = T. \quad (4)$$

$\Gamma'$ is generated by the elements

$$M = \begin{bmatrix} 2 & 1 \\ 1 & 1 \end{bmatrix}, \quad N = \begin{bmatrix} 1 & 1 \\ 1 & 2 \end{bmatrix}$$

and is a free group.

$\Gamma/\Gamma'$ is cyclic of order 12, and a complete set of coset representatives for $\Gamma$ modulo $\Gamma'$ is given by $(-S)^k$, $0 \leq k \leq 11$. (See [2] for these and other facts about $\Gamma$.)

We first prove

Lemma 1. Suppose that $A$ is symmetric, $A \in \Gamma$. Then either $A$ or $-A$ (but not both) belongs to $\Gamma'$.

Proof. Certainly not both $A$ and $-A$ can belong to $\Gamma'$, since $-I$ does not belong to $\Gamma'$ ($\Gamma'$ is free and $-I$ is of period 2).

We have $A = [a \ b]$, say, where $ac - b^2 = 1$. Let $\epsilon = \text{sgn } a$ ($a$ cannot be 0).

Then the matrix $\epsilon A$ is a $2 \times 2$ integral symmetric positive definite matrix of determinant 1. Since the class number of matrices of this type with respect to congruence transformations by elements of $\Gamma'$ is 1, we must have $\epsilon A = BB^T$, $B \in \Gamma'$. Now $B^T = TB^{-1}T^{-1}$, by (4). Hence $\epsilon A = BB^{-1}T^{-1}$, which is a commutator, and so belongs to $\Gamma'$. This completes the proof.

On the basis of this lemma, we now prove

Theorem 9. Let $\Gamma^*$ be the subgroup of $\Gamma$ generated by all symmetric matrices of $\Gamma$. Then $\Gamma^* = \{-I, \Gamma'\}$, the subgroup of $\Gamma$ generated by $-I$ and the elements of $\Gamma'$. $\Gamma^*$ is a normal subgroup of $\Gamma$, and $\Gamma/\Gamma^*$ is cyclic of order 6. A complete set of coset representatives for $\Gamma$ modulo $\Gamma^*$ is given by $S^k$, $0 \leq k \leq 5$.

Proof. Suppose that $A \in \Gamma^*$. Then $A$ is the product of finitely many symmetric elements of $\Gamma$, and the previous lemma implies that either $A$ or $-A$ belongs to $\Gamma'$. Hence $A \in \{-I, \Gamma'\}$ and so $\Gamma^* \subset \{-I, \Gamma'\}$. Now suppose that $A \in \{-I, \Gamma'\}$. Because of (5) and the fact that $-I$ is symmetric, $\{-I, \Gamma'\}$ is generated
by symmetric matrices of $\Gamma$. Hence $A$ must be the product of finitely many symmetric matrices of $\Gamma$, and so must belong to $\Gamma^*$. Thus $\{-I, \Gamma'\} \subseteq \Gamma^*$, and it follows that $\Gamma^* = \{-I, \Gamma'\}$.

Since $\Gamma^*/\Gamma'$ is a subgroup of index 2 of $\Gamma/\Gamma'$, and $\Gamma/\Gamma'$ is cyclic of order 12, $\Gamma^*/\Gamma'$ is cyclic of order 6. The fact about the coset representatives follows from the fact that $(-S)^k, 0 \leq k \leq 11$, forms a complete set of coset representatives for $\Gamma$ modulo $\Gamma'$. This completes the proof.

From this theorem we can conclude for example that

**Theorem 10.** *None of the matrices*

$$
T = \begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix}, \quad S = \begin{bmatrix}
1 & 1 \\
0 & 1
\end{bmatrix}, \quad ST = \begin{bmatrix}
-1 & 1 \\
-1 & 0
\end{bmatrix}
$$

*is the product of finitely many symmetric matrices of $\Gamma$.*

**Proof.** None of the matrices $\pm T, \pm S, \pm ST$ belongs to $\Gamma'$.

Some open questions. An interesting open problem is whether or not any element of $\text{SL}(n, R)$ is the product of a fixed number of symmetric elements of $\text{SL}(n, R)$, where $R$ is any principal ideal ring. By Theorem 5 it is sufficient to consider $n = 4$ for arbitrary $R$ and $n = 3$ for $R = \mathbb{Z}$. Another interesting open problem is whether Theorem 1 remains true for $n = 3$ and any principal ideal ring $R$, since the proof of Theorem 2 makes use of Dirichlet's theorem on primes in arithmetic progressions and the quadratic reciprocity law, neither of which is available in the general case.

Addendum. Richard T. Bumby has settled the second of the open questions mentioned above: that is, he has proved that Theorem 1 remains true for $n = 3$ and $R$ any principal ideal ring. His proof consists of the observation that if $a, b$ are any relatively prime elements of $R$, and $a', b'$ are elements of $R$ such that $aa' + bb' = 1$,

then the row $(a, b, 0)$ has the completion

$$
\begin{bmatrix}
a & b & 0 \\
b & -1 & a'b - b' \\
0 & a'b - b' & -aa'^2 - b'^2
\end{bmatrix}
$$
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