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ABSTRACT. Let $G$ be an arbitrary lattice-ordered group. We define a topology on $G$, called the $T$-topology, which is a group and lattice topology for $G$ and which is preserved by cardinal products. The $T$-topology is the interval topology on totally ordered groups and is discrete if and only if $G$ is a lexico-sum of lexico-extensions of the integers. We derive necessary and sufficient conditions for the $T$-topology to be Hausdorff, and we investigate $T$-topology convergence.

1. Introduction. Several ways have been developed for topologizing lattices in general and lattice-ordered groups ($l$-groups) in particular. The method of Lefschetz [13] and Šmarda [19] defines a group and lattice topology on an $l$-group by using filters of convex $l$-subgroups to generate the neighbourhoods of 0. For any lattice, Rennie’s $L$-topology [18] takes as a subbase for its open sets convex sets whose intersection with any maximal chain is an open set of the chain’s interval topology. However, the $L$-topology is not always a group topology on an $l$-group [17].

In any lattice $L$, a set $\{x_\beta | \beta \in B, \subseteq L \}$ is said to order-converge [3] to $x \in L$ if there exist nets $\{a_\eta | \subseteq L \}$ and $\{b_\eta | \subseteq L \}$ such that (1) if $\eta \leq \gamma$, then $a_\eta \leq a_\gamma$ and $b_\eta \geq b_\gamma$, (2) $a_\beta \leq x_\beta \leq b_\beta$ for all $\beta \in B$, and (3) $\bigvee_{\beta \in B} a_\beta = x = \bigwedge_{\beta \in B} b_\beta$.

The order topology [3] then takes as its closed sets those sets which contain the the limit of any order-convergent net which is itself contained in the set. Floyd [6] gives an example of a conditionally complete vector lattice whose order topology is not a group topology. The most successful convergence topology as far as $l$-groups are concerned is the topology of $\alpha$-convergence (Papangelou [15], [16]) which is a group and lattice topology on completely distributive $l$-groups ([5], [14]). (This topology is defined in §7.)

The idea of generalizing the interval topology of a totally ordered set has...
gone through several metamorphoses. Frink's original idea [7] of taking closed intervals (or, equivalently, the principal ideals and dual ideals) as a subbase for the closed sets never produces a group topology on a non-totally ordered abelian l-group [12]. His ideal topology [8], which takes the set of completely irreducible ideals and dual ideals as a subbase for its open sets, is much better in this respect: it is a group and lattice topology for every l-group (Holley [10](2)). However as pointed out by Alo and Frink [1], it is not necessarily preserved by infinite cardinal products. The new interval topology, introduced in [2], takes as closed sets those sets whose intersection with an arbitrary intersection of finite unions of closed, bounded intervals is also an intersection of finite unions of closed, bounded intervals. Holley [10] has given an example of an Archimedean l-group which is not a topological group with respect to its new interval topology.

The topology introduced in this paper also generalizes the interval topology of a totally ordered set. However, the emphasis here, rather than being on the form of the interval, is on the idea that in a totally ordered set an interval "spans" the set. With this idea for a guide, we define a topology, which we call the Í-topology, on an arbitrary l-group G. We prove that, with respect to this topology, the l-group is both a topological group and a topological lattice (§2). If G is a cardinal product of l-groups, then the Í-topology on G is the product of the Í-topologies on the factors (§3). The Í-topology on a totally ordered group is the interval topology (§4). The Í-topology is discrete if and only if G is a lexicographic sum of lexicographic extensions of the integers (§5). Also, in §5, we derive necessary and sufficient conditions for the Í-topology to be Hausdorff. There are some cases when the Í-topology is not Hausdorff; a particular example is constructed in §6. Convergence with respect to the Í-topology is investigated in §7, and the Í-topology is compared with the topology derived from a-convergence when G is completely distributive.

Unless otherwise mentioned, we adopt the notation of Birkhoff [3]. In particular, for G an l-group and a ∈ G, a+ = a ∨ 0, and a− = a ∧ 0. If G is an l-group, A, B ⊆ G, and a, b ∈ G with a ≤ b, then [a, b] = {x | a ≤ x ≤ b}, (a, b) = {x | a < x < b}; [a] is the l-subgroup generated by a, G(a) is the convex l-subgroup generated by a; A + B = {x + y | x ∈ A, y ∈ B}, A ∩ B = {a} + {b}, A + B = {a} ∩ {b}, a ∩ b = [a] ∩ [b], a ∨ b = [a] ∨ [b]; A+ = {x | x ∈ A}, x ≥ 0], and A− = {x | x ∈ A, x ≤ 0]. For A ⊆ G, A+ = {x | x | A | a = 0 for all a ∈ A} is a convex l-subgroup of G, and if g ∈ G, g+ = {g}+ We denote the additive l-group of the real numbers by R, that of the rationals by Q, and that of the integers by Z. We let N denote the natural numbers.

Let G be an l-group, and T a totally ordered group. The lexicographic product, G × T, is the group G × T with order defined by: (g, t) ≤ (a, b) if and only

(2) The author thanks Paul Conrad for bringing this reference to his attention.
if \( t < b \) or \( t = b \) and \( g \leq a \). If \( \{ G_\lambda \mid \lambda \in \Lambda \} \) is a collection of \( \ell \)-groups, the cardinal product, \( \prod_{\lambda \in \Lambda} G_\lambda \), is the group \( \prod_{\lambda \in \Lambda} G_\lambda \), with order defined by: \( f \leq g \) if and only if \( f_\lambda \leq g_\lambda \) for all \( \lambda \in \Lambda \). If \( \Lambda \) is finite, we denote the cardinal product by \( G_1 \times \cdots G_n \). The cardinal sum, \( \sum_{\lambda \in \Lambda} G_\lambda \), is the convex \( \ell \)-subgroup of \( \prod_{\lambda \in \Lambda} G_\lambda \) consisting of those functions which are 0 for all but a finite number of \( \lambda \in \Lambda \). By the product topology on a product of topological spaces, we mean the usual (Tychonoff) product topology (see [11, p. 14]). We use \( T_1 \) and \( T_2 \), or Hausdorff, to denote the usual separation axioms (see [11, p. 7]). Let \( \{ A_\gamma \mid \gamma \in \Gamma \} \) be a filter-base or a filter subbase. We denote the filter generated by \( \{ A_\gamma \mid \gamma \in \Gamma \} \) by \( F(\{ A_\gamma \mid \gamma \in \Gamma \}) \). We say that two \( \ell \)-groups are \( \ell \)-isomorphic if there is a bijective map between them which is both a lattice and a group isomorphism. We denote \( \ell \)-isomorphism by \( \approx \). An \( \ell \)-group \( G \) is said to be completely distributive if, whenever \( \{ l_{\alpha \beta} \mid \alpha \in A, \beta \in B \} \subseteq L \) for arbitrary index sets \( A \) and \( B \), the equality

\[
\bigwedge_{\alpha \in A} \bigvee_{\beta \in B} l_{\alpha \beta} = \bigvee_{\beta \in B} \bigwedge_{\alpha \in A} l_{\alpha (\alpha \beta)}
\]

holds, provided that all the indicated joins and meets exist.

Let \((G, +)\) be a group (we do not assume \( G \) abelian), and let \( \mathcal{U} \) be a topology on \( G \). Then \((G, \mathcal{U})\) is a topological group (or \( \mathcal{U} \) is a group topology for \( G \)) if \(+\) : \((G \times G, \mathcal{U} \times \mathcal{U}) \to (G, \mathcal{U})\) and \(-\) : \((G, \mathcal{U}) \to (G, \mathcal{U})\) are both continuous. Let \((L, \vee, \wedge)\) be a lattice, and let \( \mathcal{U} \) be a topology on \( L \). Then \((L, \mathcal{U})\) is a topological lattice (or \( \mathcal{U} \) is a lattice topology for \( L \)) if \( \vee : (L \times L, \mathcal{U} \times \mathcal{U}) \to (L, \mathcal{U})\) and \( \wedge : (L \times L, \mathcal{U} \times \mathcal{U}) \to (L, \mathcal{U})\) are both continuous.

We assume that the reader is familiar with the basic properties of \( \ell \)-groups found in Birkhoff [3, Chapter XIII], especially those described in \( \S \S 3 \) and 4. In particular, we will use without comment such observations as \( |a| \wedge |b| = 0 \) implies \( a + b = b + a, a = a^+ + a^- \), \( |a| = a^+ - a^- = a \vee (-a) \), and \( a^+ \wedge (-a)^+ = 0 \). The proof that an \( \ell \)-group \( G \) is a topological group in the \( \mathcal{U} \)-topology relies on the following theorem from Husain [11, p. 46]:

**Theorem A.** Let \( G \) be a group with a filter-base \( \mathcal{N}(0) \) satisfying

(i) each \( H \in \mathcal{N}(0) \) is symmetric,

(ii) for each \( H \in \mathcal{N}(0) \), there is a \( K \in \mathcal{N}(0) \) such that \( K + K \subseteq H \),

(iii) for each \( H \in \mathcal{N}(0) \) and each \( a \in G \), there is a \( K \in \mathcal{N}(0) \) such that \( a + K - a \subseteq H \).

Then there exists a unique topology \( \mathcal{F} \) on \( G \) such that, with respect to \( \mathcal{F} \), \( G \) is a topological group, and \( F(\mathcal{N}(0)) \) is the set of \( \mathcal{F} \)-neighbourhoods of 0.

We also use the following theorem from Husain [11, p. 48]:

**Theorem B.** For a topological group \( G \), the following statements are equivalent:
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(a) \( G \) is a \( T_0 \)-space,
(b) \( G \) is a \( T_1 \)-space,
(c) \( G \) is a \( T_2 \)-space,
(d) \( \cap U = \{0\} \), where \( U \) is a fundamental system of neighbourhoods of \( 0 \).

2. Definition of the topology and basic theorems. We first establish some notation for the definition of the topology. Throughout this section let \( G \) be an arbitrary \( l \)-group.

For \( g \in G^+ \), let
\[
\mathcal{J}(g) = \{h \in G^+ \mid \text{there exists } h' \in G \text{ such that } h \wedge h' = 0 \text{ and } h \vee h' = g\}.
\]
For \( g \in G^+ \setminus \{0\} \), let
\[
\mathcal{N}(0, g) = [-g, g] + g^+.
\]

Let
\[
\mathcal{A} = \{b \in G^+ \setminus \{0\} \mid \mathcal{J}(b) = \{0, b\}\},
\]
and
\[
\mathcal{D}_1 = \{b \in \mathcal{A} \mid \text{there exist } b_1, b_2, \ldots \in \mathcal{A} \text{ such that } b_1 = b, \ b_{n+1} + b_{n+1} \leq b_n, \text{ and } b_n \in b_{n+1}^{\perp}\}.
\]

We note that if \( b \in \mathcal{D}_1 \), then there is an \( l \in \mathcal{D}_1 \) such that \( 0 < l < l + l \leq b \) and \( b \in l^{\perp} \): let \( l = b_2 \) in the definition of \( \mathcal{D}_1 \).

Proposition 2.1. Let \( b, l \in G^+ \setminus \{0\} \) be such that \( b < l \). Then the following statements are equivalent:

(i) \( l \in b^{\perp} \)

(ii) \( l^{\perp} = b^{\perp} \)

(iii) \( l^{\perp} \supseteq b^{\perp} \).

Proof. Suppose (i) holds, and let \( k \in b^{\perp} \). Then since \( l \in b^{\perp} \), \( l \wedge |k| = 0 \). Hence \( k \in l^{\perp} \). Thus (iii) holds.

Suppose (iii) holds. Since \( 0 < b < l \), \( 0 \leq |k| \wedge b \leq |k| \wedge l \) for all \( k \in G \). If \( k \in l^{\perp} \), then \( |k| \wedge l = 0 \). Hence \( |k| \wedge b = 0 \), and thus \( k \in b^{\perp} \). By hypothesis, \( b^{\perp} \subseteq l^{\perp} \). Thus (ii) holds.

Suppose (ii) holds. If \( l^{\perp} = b^{\perp} \), \( l^{\perp} = b^{\perp} \) and hence \( l \in l^{\perp} \). Thus (i) holds.

Therefore,
\[
\mathcal{D}_1 = \{b \in \mathcal{A} \mid \text{there exist } b_1, b_2, \ldots \in \mathcal{A} \text{ such that } b_1 = b, \ b_{n+1} + b_{n+1} \leq b_n, \text{ and } b_{n+1}^{\perp} = b_n^{\perp}\}.
\]
Let
\[
D_2 = \{ b \in G^+ \setminus \{0\} \mid [0, b] = [0, b]\}.
\]
Clearly, \(D_1 \cap D_2 = \emptyset\). Let \(D^* = D_1 \cup D_2\). Clearly \(D^* \subseteq \Omega\). If \(D^* \neq \emptyset\), let
\[
\begin{align*}
\mathcal{N}_1(0) &= \{N(0, g) \mid g \in D_1\}, \\
\mathcal{N}_2(0) &= \{g \mid g \in D_2\}, \\
\mathcal{N}_3(0) &= \mathcal{N}_1(0) \cup \mathcal{N}_2(0), \\
\mathcal{N}(0) &= \bigcap_{i=1}^{n} H_i \quad (H_i \in \mathcal{N}_3(0) \text{ for all } i = 1, \ldots, n).
\end{align*}
\]
If \(D^* = \emptyset\), let \(\mathcal{N}(0) = \{G\}\).

For the \(l\)-group, \(Z \mid x \mid R\),
\[
\begin{align*}
\mathcal{A} &= \{(a, 0) \mid a > 0\} \cup \{(0, b) \mid b > 0\}, \\
D_1 &= \{(0, b) \mid b > 0\}, \\
D_2 &= \{(1, 0)\}, \\
\mathcal{A} &< D^*, \quad (\mathcal{A} \neq D^*).
\end{align*}
\]
\(\mathcal{N}_1(0)\) consists of sets of the form \(N(0, (0, b)) = Z \times [-b, b]\). \(\mathcal{N}_2(0)\) is the set \(\{0\} \times R\). So besides sets in \(\mathcal{N}_1(0)\) and \(\mathcal{N}_2(0)\), \(\mathcal{N}(0)\) includes sets of the form \(N(0, (0, b)) \cap (\{0\} \times R) = \{0\} \times [-b, b]\).

**Lemma 2.2.** \(\mathcal{N}(0)\) is a filter-base satisfying

(i) each \(H \in \mathcal{N}(0)\) is symmetric;

(ii) for each \(H \in \mathcal{N}(0)\), there is a \(K \in \mathcal{N}(0)\) such that \(K + K \subseteq H\);

(iii) for each \(H \in \mathcal{N}(0)\) and each \(a \in G\), there is a \(K \in \mathcal{N}(0)\) such that \(a + K = a \subseteq H\).

For the proof of Lemma 2.2, we need the following three lemmas:

**Lemma 2.3.** Let \(g \in G^+ \setminus \{0\}\). Let \(a \in [-g, g]\) and \(b \in g^\perp\).

(i) If \(a + b \in G^+\), then \(a \land b = 0\).

(ii) \(a + b = b + a\).

**Proof.** (i) Let \(b \in [-g, g] \cap g^\perp\). Since \(b \in g^\perp\), \(b^+ \land g = 0\). Since \(b \in [-g, g]\), \(b^+ \land g = b^+\). Thus \(b \leq 0\). Hence \(-b \geq 0\) and, as before, \(-b = (-b) \land g = 0\). Thus \(b = 0\), and hence \([g, g] \cap g^\perp = \{0\}\).

Since \(a + b \geq 0\), \(a \geq -b\) so that \(a^+ \geq (a + b)^+ \geq 0\). Then \((-b)^+ \in [-g, g] \cap g^\perp\). Hence \((-b)^+ = 0\) so that \(b \geq 0\). Similarly, \(b \geq -a\) so that \(a \geq 0\). Thus \(a \land b \geq 0\), and hence \(a \land b \in [-g, g] \cap g^\perp\). Therefore, \(a \land b = 0\).

(ii) Since \(a \in [-g, g]\), \(|a| = a \lor (-a) \leq g \lor g = g\). Thus, since \(|b| \land g = 0\), \(|a| \land |b| = 0\). Hence \(a + b = b + a\).
Lemma 2.4. For all \( a, k \in G \),

(i) \(-a + |k| + a = (-a + k + a) \cup (-a - k + a)\),

(ii) \( a + (-a + k + a)^\perp - a = k^\perp \).

Proof.

\[-a + |k| + a = -a + k \cup (-k) + a = (-a + k + a) \cup (-a - k + a)\]

\[k^\perp = \{ |l| \mid |l| \land |k| = 0 \}\]

\[= \{ |l| \mid -a + |l| + a \land (-a + |k| + a) = 0 \}\]

\[= \{ |l| \mid -a + l + a, \land -a + k + a = 0 \} \quad \text{(by (i))}\]

\[= \{ |l| \mid -a + l + a \in (-a + k + a)^\perp = a + (-a + k + a)^\perp - a \} \]

Lemma 2.5. For all \( a \in G \), \( g \in \mathfrak{G} \) if and only if \(-a + g + a \in \mathfrak{G}\).

Proof. Let \( g \in \mathfrak{G} \), and \( b = -a + g + a \). If \( l \in \mathfrak{C}(b) \backslash \{0\} \), then for some \( l', l \land l' = 0 \) and \( l \lor l' = b \). Thus

\[(a + l - a) \land (a + l' - a) = a + l \land l' - a = 0,\]

\[(a + l - a) \lor (a + l' - a) = a + l \lor l' - a = a + b - a.\]

Hence \( a + l - a \in \mathfrak{C}(g) \backslash \{0\} \). Since \( g \in \mathfrak{G} \), \( a + l - a = g \), and thus \( l = b \). Therefore \( b \in \mathfrak{G} \).

The converse is proved similarly.

Proof of Lemma 2.2. If \( \mathfrak{D} = \emptyset \), clearly Lemma 2.2 holds. Hence suppose \( \mathfrak{D} \neq \emptyset \). We note that for all \( g \in G^+ \backslash \{0\} \), \( 0 \in g^\perp \subseteq [-g, g] + g^\perp \). Hence, for all \( H \in \mathfrak{H}(0) \), \( H \neq \emptyset \). By definition \( \mathfrak{H}(0) \) is closed under finite intersections. Thus, \( \mathfrak{H}(0) \) is a filter-base.

(i) If \( H \in \mathfrak{H}_{3}(0) \), clearly \( H \) is symmetric.

If \( H \in \mathfrak{H}_{1}(0) \), then \( H = N(0, g) \) for \( g \in \mathfrak{D}_{1} \). If \( p \in N(0, g) \), \( p = p_1 + p_2 \) where \( p_1 \in [-g, g] \) and \( p_2 \in g^\perp \). By Lemma 2.3(ii), \( p = p_1 + p_2 = p_2 + p_1 \). Thus \( -p = -p_1 - p_2 \). Clearly \( -p_2 \in g^\perp \). Since \( -g \leq p_1 \leq g \), then \( g \geq -p_1 \geq -g \). Thus \( -p \in N(0, g) \) and hence \( H \) is symmetric.

Thus, for all \( H \in \mathfrak{H}_{3}(0) \), \( H \) is symmetric, and hence for all \( H \in \mathfrak{H}(0) \), \( H \) is symmetric.

(ii) If \( L \in \mathfrak{H}_{2}(0) \), let \( L^* = L \). Then clearly, \( L^* + L^* \subseteq L \).

If \( L \in \mathfrak{H}_{1}(0) \), \( L = N(0, g) \) for \( g \in \mathfrak{D}_{1} \). Since \( g \in \mathfrak{D}_{1} \), there is an \( b \in \mathfrak{D}_{1} \) such that \( b + b \leq g \) and \( b^\perp \subseteq g^\perp \). Let \( L^* = N(0, b) \). Since \( b \in \mathfrak{D}_{1} \), \( L^* \in \mathfrak{H}_{1}(0) \). If \( p \in L^* + L^* \), then \( p = a + b + c + d \) where \( a, c \in [-b, b] \), and \( b, d \in b^\perp \). By Lemma 2.3(ii), \( p = (a + c) + (b + d) \). Since \( b^\perp \subseteq g^\perp \), \( b + d \in g^\perp \). And since \( a, c \in [-b, b], a + c \in [-b - b, b + b] \subseteq [-g, g] \). Thus, \( p \in L \). Therefore, \( L^* + L^* \subseteq L \).
If \( H \in \mathcal{N}(0) \), \( H = \bigcap_{i=1}^{n} L_i \) for \( L_i \in \mathcal{N}_i(0) \). Let \( K = \bigcap_{i=1}^{n} L_i^* \). Then \( K \in \mathcal{N}(0) \).

If \( l \in K + K \), \( l = l_1 + l_2 \) for \( l_1, l_2 \in \bigcap_{i=1}^{n} L_i^* \). Then \( l_1, l_2 \in L_i^* \) for all \( i = 1, \ldots, n \), and by definition of \( L_i^* \), \( l_1 + l_2 \in L_i^* \) for all \( i = 1, \ldots, n \). Thus \( l \in H \).

Therefore, \( K + K \subseteq H \).

(iii) Let \( a \in G \).

If \( H \in \mathcal{N}_2(0) \), then \( H = b_1 \) for \( b \in \mathcal{D}_2 \). Let \( H^a = (-a + b + a) \). Clearly \(-a + b + a \in \mathcal{D}_2 \). Thus, \( H^a \in \mathcal{N}_2(0) \). By Lemma 2.4(ii), \( a + H^a - a = H \).

If \( H \in \mathcal{N}_1(0) \), then \( H = N(0, g) \) for \( g \in \mathcal{D}_1 \). Let \( b = -a + g + a \). Since \( g \in \mathcal{D}_1 \), there are \( g_1, g_2, \ldots \) such that \( g = g_1 + g_n + g_{n+1} \leq g_n \), and \( g_{n+1} \subseteq g_n^* \).

Consider \(-a + g_1 + a, -a + g_2 + a, \ldots \). By definition, \(-a + g_1 + a = b \). By Lemma 2.5, \(-a + g_n + a \subseteq \mathcal{D} \) for all \( n \). Since \( g_{n+1} \subseteq g_n \), \(-a + g_{n+1} + a \subseteq \mathcal{D} \). Thus \( b \in \mathcal{D} \), and therefore, \( H^a = N(0, b) \in \mathcal{N}_1(0) \). Let \( p \in a + H^a - a \). Then \( p = a + b_1 + b_2 - a \) for \( b_1 \in [-b, b] \), and \( b_2 \in b^* \). Since \( b_1 \in [-b, b] \) and \( b = -a + g + a \), then \( a + b_1 - a \in [-g, g] \). By Lemma 2.4(ii), \( g = a + b - a \). Since \( b_2 \in b^* \), \( a + b_2 - a \in g^* \). Therefore, \( p = (a + b_1 - a) + (a + b_2 - a) \in H \). Hence \( a + H^a - a \subseteq H \).

Let \( H \in \mathcal{N}(0) \). Then \( H = \bigcap_{i=1}^{n} H_i \) for \( H_i \in \mathcal{N}_i(0) \). Let \( K = \bigcap_{i=1}^{n} H_i^a \). Then \( K \in \mathcal{N}(0) \). Since \( \bigcap_{i=1}^{n} H_i^a \subseteq H_i^a \) for all \( i = 1, \ldots, n \),

\[
a + K - a = a + \bigcap_{i=1}^{n} H_i^a - a \subseteq \bigcap_{i=1}^{n} (a + H_i^a - a) \subseteq \bigcap_{i=1}^{n} H_i = H.
\]

For \( g \in G \), let \( \mathcal{N}(g) = \{ g + H \mid H \in \mathcal{N}(0) \} \). Let \( \mathcal{T} = \{ W \subseteq G \mid \text{for all } x \in W, x \in F(\mathcal{N}(x)) \} \).

Theorem 2.6. \( G \) is a topological group in the topology \( \mathcal{T} \).

Proof. The theorem follows immediately from Lemma 2.2 and Theorem A.

Turning to the question of whether \( G \) is a topological lattice, we first establish a criterion for an \( l \)-group to be a topological lattice.

Let \( G \) be an \( l \)-group. Let \( \mathcal{C} \) be a collection of subsets of \( G \) such that \( 0 \in V \) for all \( V \in \mathcal{C} \). Let \( \mathcal{U} = \{ W \subseteq G \mid \text{for all } x \in W, \text{ there exists } V \in \mathcal{C} \text{ such that } x \in x + V \subseteq W \} \).

Lemma 2.7. If \( \mathcal{C} \) is a filter-base, \( \mathcal{U} \) is a topology on \( G \).

Proof. Let \( \{ U_\alpha \mid \alpha \in A \} \subseteq \mathcal{U} \). If \( x \in \bigcup_{\alpha \in A} U_\alpha \), then \( x \in U_\beta \) for some \( \beta \in A \).

Hence there is a \( V \in \mathcal{C} \) such that \( x \in x + V \subseteq U_\alpha \subseteq \bigcup_{\alpha \in A} U_\alpha \). Let \( \{ U_1, \ldots, U_n \} \subseteq \mathcal{U} \). If \( x \in \bigcup_{i=1}^{n} U_i \), then \( x \in U_i \) for all \( i \). Hence for all \( i \), there is a \( V_i \in \mathcal{C} \) such that \( x \in x \in V_i \subseteq U_i \). Since \( \mathcal{C} \) is a filter-base, there is a \( V^* \in \mathcal{C} \) such that \( V^* \subseteq \bigcap_{i=1}^{n} V_i \). Thus
Thus $\mathcal{U}$ is a topology on $G$.

**Lemma 2.8.** Suppose every $V \in \mathcal{C}$ is a convex sublattice of $G$. Then for all $r, s \in G$ and $V \in \mathcal{C}$,

1. $(r + V) \cap (s + V) = (r \cap s) + V$,
2. $(r + V) \cup (s + V) = (r \cup s) + V$.

**Proof.** (i) Let $x \in V$. Then

$$(r \cap s) + x = (r + x) \cap (s + x) \in (r + V) \cap (s + V).$$

Thus $(r \cap s) + V \subseteq (r + V) \cap (s + V)$.

Let $x, y \in V$. Then

$$(r + (x \land y)) \cap (s + (x \land y)) \subseteq (r + x) \land (s + y) \subseteq (r + (x \lor y)) \land (s + (x \lor y)).$$

Hence

$$x \land y \subseteq (r \land s) + (r + x) \land (s + y) \subseteq x \lor y.$$
Proof. Let \( S = \{ r \in G \mid \text{there exists } H \in \wp(0) \text{ such that } r + H \subseteq A \} \). Since \( 0 \in H \) for all \( H \in \wp(0) \), \( S \subseteq A \). Let \( r \in S \) and \( H \in \wp(0) \) be such that \( r + H \subseteq A \). Let \( H^* \in \wp(0) \) be such that \( H^* + H^* \subseteq H \). Then for all \( b \in H^* \),
\[
 r + b + H^* \subseteq r + H^* + H^* \subseteq r + H \subseteq A.
\]
Hence \( r + b \in S \), and so \( r + H^* \subseteq S \). Thus \( S \in \mathcal{T} \), and hence \( S \subseteq \text{Int}(A) \). If \( s \in \text{Int}(A) \), then there is an \( H \in \wp(0) \) such that \( s + H \subseteq \text{Int}(A) \subseteq A \). Thus \( s \in S \). Therefore, \( S = \text{Int}(A) \).

Corollary 2.11. For all \( H \in \wp(0) \), \( 0 \in \text{Int}(H) \).

Proof. For all \( H \in \wp(0) \), \( 0 \in H \subseteq H \).

Lemma 2.12. Let \( 0 \in A \subseteq B \subseteq G \). Suppose \( A \) is a convex sublattice of \( G \). Then \( A + B^+ \) is a convex sublattice. In particular, for all \( H \in \wp(0) \), \( H \) is a convex sublattice of \( G \).

Proof. Suppose \( 0 \leq y \leq l_1 + l_2 \) for \( l_1 \in A^+, l_2 \in (B^+)^+ \). Since \( A \subseteq B \), \( A^+ \supseteq B^+ \), and hence \( l_1 \wedge l_2 = 0 \). Since \( A \) is convex, \( y \wedge l_1 \in A^+ \). Similarly, \( y \wedge l_2 \in (B^+)^+ \). Further,
\[
(y \wedge l_1) \wedge (y \wedge l_2) = y \wedge (l_1 \wedge l_2) = 0.
\]
Hence
\[
(y \wedge l_1) + (y \wedge l_2) = (y \wedge l_1) \vee (y \wedge l_2) = y \wedge (l_1 \vee l_2) = y.
\]
Thus \( y = y_1 + y_2 \) where \( y_1 \in A^+, y_2 \in (B^+)^+ \). Similarly, if \( l_1 + l_2 \leq y \leq 0 \) for \( l_1 \in A^-, l_2 \in (B^+)^- \), then \( y = y_1 + y_2 \) for \( y_1 \in A^- \) and \( y_2 \in (B^+)^- \).

Let \( y \in G \) be such that \( p \leq y \leq q \), for \( p, q \in A + B^+ \). Then \( p = a + b \) and \( q = c + d \), for \( a, c \in A \) and \( b, d \in B^+ \). Then
\[
a^- + b^- \leq p^- \leq y^- \leq 0 \leq y^+ \leq q^+ \leq c^+ + d^+.
\]
Since \( 0, a, c \in A \) and \( A \) is a sublattice, \( a^- \in A^- \) and \( c^+ \in A^+ \). Similarly, \( b^- \in (B^+)^- \) and \( d^+ \in (B^+)^+ \). Therefore,
\[
y^+ = u + v \quad \text{for } u \in A^+ \text{ and } v \in (B^+)^+,\n\]
\[
y^- = x + w \quad \text{for } x \in A^- \text{ and } w \in (B^+)^-.
\]
By Lemma 2.3 (ii), \( y = u + v + w + x = (u + w) + (v + x) \). Clearly \( v + x \in B^+ \). Since \( x \leq 0 \leq u, x \leq u + x \leq u \), and since \( A \) is convex and \( x, u \in A \), then \( u + x \in A \). Therefore, \( y \in A + B^+ \) and hence \( A + B^+ \) is convex.

We note that for \( a, b, c, d \in G \),
\[
(a \wedge c) + (b \wedge d) \leq (a + b) \wedge (c + d) \leq (a + b) \vee (c + d) \leq (a \vee c) + (b \vee d).
\]
Thus, since $A$ and $B^\perp$ are convex sublattices, $A + B^\perp$ is a sublattice.

If $H \in \mathcal{H}(G)$, $H = [-g, g] + g^\perp$ for $g \in \mathcal{D}_1$. Let $A = [-g, g] = B$. Then $0 \in A \subseteq B$. Clearly $A$ is a convex sublattice. Since $B^\perp = g^\perp$, $H$ is a convex sublattice of $G$. Clearly if $H \in \mathcal{H}(0)$, $H$ is a convex sublattice. If $\mathcal{D}^* \neq \emptyset$ and if $H \in \mathcal{H}(0)$, then $H = \bigcap_{i=1}^n H_i$ for $H_i \in \mathcal{H}(3,0)$. Since each $H_i$ is a convex sublattice of $G$, $H$ is a convex sublattice. If $\mathcal{D}^* = \emptyset$, $\mathcal{H}(0) = \{G\}$ and clearly $G$ is a convex sublattice of $G$.

**Theorem 2.13.** If $G$ is an l-group, then the $\mathcal{I}$-topology on $G$ is a lattice topology.

**Proof.** By Lemma 2.2, $\mathcal{H}(0)$ is a filter-base. By Lemma 2.12, each $H \in \mathcal{H}(0)$ is a convex sublattice of $G$, and thus $\mathcal{H}(0)$ satisfies (a) of Theorem 2.9. By Corollary 2.11, if $H \in \mathcal{H}(0)$, then $0 \in \text{Int}(H) \subseteq H$. Thus, since $\text{Int}(H) \in \mathcal{F}$, we have that $\mathcal{H}(0)$ satisfies (b) of Theorem 2.9. Therefore, by Theorem 2.9, the $\mathcal{I}$-topology on $G$ is a lattice topology.

3. Cardinally ordered products. The main result of this section is the following:

**Theorem 3.1.** Let $\{G_{\lambda} | \lambda \in \Lambda\}$ be a collection of l-groups. For $\lambda \in \Lambda$, let $\mathcal{I}_\lambda$ be the $\mathcal{I}$-topology on $G_{\lambda}$. Let $\mathcal{G}$ be an l-subgroup of $|\prod_{\lambda \in \Lambda} G_{\lambda}$, which contains $|\Sigma_{\lambda \in \Lambda} G_{\lambda}$, and let $\mathcal{I}$ be the $\mathcal{I}$-topology on $\mathcal{G}$. Let $\mathcal{P}$ be the topology that $\mathcal{G}$ inherits from the product topology on $|\prod_{\lambda \in \Lambda} G_{\lambda}$. Then $\mathcal{I} = \mathcal{P}$.

The proof of Theorem 3.1 is very long, but straightforward. We will not give it here, but instead we refer the interested reader to [17], where the same result is proved for a somewhat more general topology (cf. §8). For use in the sequel, we will introduce some notation and list four of the lemmas which are used in the proof of Theorem 3.1.

In addition to the notation introduced in the statement of the theorem, we let $p_i: \mathcal{G} \to G_{\gamma_i}$ denote the $\gamma$th projection. Then $U \in \mathcal{P}$ if and only if for all $f \in U$, there exist $U_{\gamma_i} \in \mathcal{I}_{\gamma_i}$, $i = 1, \ldots, n$, such that $f \in \bigcap_{i=1}^n p_i^{-1}(U_{\gamma_i}) \subseteq U$. To denote the sets $\mathcal{G}$, $\mathcal{D}_1$, $\mathcal{D}_2$, $\mathcal{D}^*$, $\mathcal{H}(1)$, $\mathcal{H}(2)$, $\mathcal{H}(3)$, and $\mathcal{H}(0)$ in $G_{\lambda}$, we use $\mathcal{G}_{\lambda}$, $\mathcal{D}_{1,\lambda}$, $\mathcal{D}_{2,\lambda}$, etc. To denote them in $\mathcal{G}$, we use $\mathcal{G}$, $\mathcal{D}_1$, $\mathcal{D}_2$, etc. For $g \in G_{\lambda}$, we denote $N(0, g)$ by $N_{\lambda}(0, g)$ and for $f \in \mathcal{G}$, we use $N(0, f)$. Then $U \in \mathcal{I}$ if and only if for all $f \in U$, there exists $K \in \mathcal{H}(0)$ such that $f \in f + K \subseteq U$. For $b_{\gamma} \in G_{\gamma}$, let $b_{\gamma} \in |\Sigma_{\lambda \in \Lambda} G_{\lambda} \subseteq \mathcal{G}$ be defined by

$$
\lambda b_{\gamma} = \begin{cases} 0 & \text{if } \lambda \neq \gamma, \\
 b_{\gamma} & \text{if } \lambda = \gamma.
\end{cases}
$$

**Lemma 3.2.** If $b_{\gamma} \in \mathcal{D}_{2,\gamma}$, then $b_{\gamma} \in \mathcal{D}_2$.
Lemma 3.3. If \( b \gamma \in D_1 \gamma \), then \( \overline{b \gamma} \in D_1 \).

Lemma 3.4. Let \( b \in D_2 \). Then there exist \( \gamma \in \Lambda \) and \( b \gamma \in D_2 \gamma \) such that \( b \gamma = b \) and \( \overline{p^{-1}(b \gamma)} = b \).

Lemma 3.5. Let \( b \in D_1 \). Then there exist \( \gamma \in \Lambda \) and \( b \gamma \in D_1 \gamma \) such that \( b \gamma = b \) and \( \overline{p^{-1}(N_{\gamma}(0, b \gamma))} = N(0, b) \).

4. Totally ordered groups. Let \( T \) be a totally ordered group. Let \( \mathcal{L} \) denote the interval topology on \( T \). Then \( U \in \mathcal{L} \) if and only if for all \( x \in U \), there exist \( a, b \in T \) such that \( x \in (a, b) \subseteq U \). In this section we prove that \( \mathcal{L} \) is the \( \mathcal{J} \)-topology on \( T \).

Lemma 4.1. \( T^+ \setminus \{0\} = \mathcal{J} \).

Proof. Clearly \( \mathcal{J} \subseteq T^+ \setminus \{0\} \). Let \( t \in T^+ \setminus \{0\} \). If \( s \in \mathcal{T}(t) \), there is an \( s' \in T \) such that \( s \lor s' = t \) and \( s \land s' = 0 \). Since \( T \) is totally ordered, \( s \land s' = s \) or \( s \lor s' = s \). Hence either \( s = 0 \) or \( s = t \). Thus, \( t \in \mathcal{J} \).

Lemma 4.2. Let \( g \in T^+ \setminus \{0\} \). Then there exists an \( b \in T \) such that \( 0 < b < b + b \leq g \) if and only if \( \{0, g\} \neq \emptyset \).

Proof. If there exists an \( b \in T \) such that \( 0 < b + b \leq g \), then clearly \( \{0, g\} \neq \emptyset \).

Otherwise, let \( b' \in (0, g) \). If \( b' + b' \leq g \), we are done. Suppose \( b' + b' \notin \emptyset \). Then since \( T \) is totally ordered, \( b' + b' > g \). Let \( b = g - b' \). Since \( b' + b' > g \), \( b' + g - b' < 0 \), and hence \( b + b = g - b' + g - b' \leq g \).

Theorem 4.3. If \( \mathcal{J} \) is the \( \mathcal{J} \)-topology on \( T \), then \( \mathcal{J} = \mathcal{L} \).

Proof. (i) Suppose there is an \( b \in T^+ \setminus \{0\} \) such that \( \{0, b\} = \{0, b\} \). Then \( b \in D_2 \). Thus \( b^+ \in \mathcal{N}(0) \). Since \( T \) is totally ordered and \( b \neq 0 \), \( b^+ = \{0\} \). Since \( \{0\} \subseteq \text{Int}(b^+) \subseteq b^+ = \{0\} \), \( \mathcal{J} \) is discrete. But \( \{0\} = (-b, b) \in \mathcal{L} \) and hence \( \mathcal{L} \) is discrete. So \( \mathcal{J} = \mathcal{L} \).

(ii) Suppose that for all \( t \in T^+ \setminus \{0\}, (0, t) \neq \emptyset \). If \( t \in T^+ \setminus \{0\} \), by Lemma 4.2, there is a \( t_2 \in T \) such that \( 0 < t_2 < t_2 + t_2 \leq t \). By Lemma 4.1, \( t_2 \in \mathcal{J} \) and \( t \in \mathcal{J} \).

Since \( T \) is totally ordered and \( t_2 \neq 0 \neq t \), \( t_2^+ = \{0\} = t_1^+ \). Therefore, since for all \( t \in T^+ \setminus \{0\} \), \( (0, t) \neq \emptyset \), for all \( t \in T^+ \setminus \{0\} \) there exist \( t_1, t_2, \ldots \in \mathcal{J} \) such that \( t_1 = t_2, n+1 < t_n+1 \leq t_n \), and \( t^+ = t^+ \). That is, \( T^+ \setminus \{0\} \subseteq D_1 \). Thus \( T^+ \setminus \{0\} = D_1 \). Hence \( \mathcal{N}(0) = \mathcal{N}_1(0) = [t-1, t1] \subseteq T^+ \setminus \{0\} \).

Let \( U \in \mathcal{L} \). Let \( u \in U \). Then there exist \( a, b \in T \) such that \( u \in (a, b) \subseteq U \). Let \( c = (-u + b) \land (-a + u) \). Since \( a < u < b \), then \( c > 0 \). Hence there is a \( c' \in T \) such that \( 0 < c' < c \). Then \( u \in [u - c', u + c'] \subseteq (u - c, u + c) \). But \( u + c \leq u + (-u + b) = b \) and \( u - c \geq u + (-u + a) = a \). Thus \( u \in u + [-c', c'] \subseteq (a, b) \subseteq U \). Since \( c' > 0 \), \( c \in D_1 \). So \( u + [-c', c'] \in \mathcal{N}(u) \). Since \( u \) was arbitrary in \( U, U \in \mathcal{J} \).
Let $U \in \mathbb{T}$. Let $u \in U$. Then there is a $g \in T^+ \setminus \{0\}$ such that $u \in u + [-g, g] \subseteq U$. Hence $u \in (u - g, u + g) \subseteq U$. Since $u$ was arbitrary in $U$, $U \in \mathcal{L}$.

The following corollary is an immediate consequence of Theorem 3.1 and Theorem 4.3.

**Corollary 4.4.** If $G$ is a cardinal product of totally ordered groups, then the $\mathcal{T}$-topology on $G$ is the product of the interval topologies on the factors.

5. Groups with Hausdorff $\mathcal{T}$-topology. Recall (Conrad [4]) that an $\mathcal{L}$-group $L$ is a lexic-extension of an $\mathcal{L}$-group $S$ if $S$ is an $\mathcal{L}$-ideal of $L$, $L/S$ is a totally ordered group, and every positive element in $L \setminus S$ exceeds every element in $S$. If $A_1, \ldots, A_n$ are totally ordered groups, then by a finite alternating sequence of cardinal summations and lexic-extensions, we can construct $\mathcal{L}$-groups from the $A_i$, in which each $A_i$ is used exactly once to make a cardinal extension and in which the lexic-extensions are arbitrary. Such $\mathcal{L}$-groups are lexic-sums of the $A_i$.

The first theorem of this section characterizes those $\mathcal{L}$-groups having discrete $\mathcal{T}$-topology as lexic-sums of lexic-extensions of the integers.

**Lemma 5.1.** $|0| \in \mathcal{H}(0)$ if and only if there exists $\{b_1, \ldots, b_n\} \subseteq \mathbb{D}_2$ such that $(\bigvee_{i=1}^n b_i)^\perp = G$.

**Proof.** Suppose there exists $\{b_1, \ldots, b_n\} \subseteq \mathbb{D}_2$ such that $(\bigvee_{i=1}^n b_i)^\perp = G$. Then $b_i \in \mathcal{H}_2(0)$ for all $i = 1, \ldots, n$ and hence $\bigwedge_{i=1}^n (b_i^\perp) \in \mathcal{H}_3(0)$. But $\bigwedge_{i=1}^n (b_i^\perp) = (\bigvee_{i=1}^n b_i)^\perp = \{0\}$ since $(\bigvee_{i=1}^n b_i)^\perp = G$. Thus $|0| \in \mathcal{H}_3(0)$.

Suppose that for all $\{b_1, \ldots, b_n\} \subseteq \mathbb{D}_2$, $(\bigvee_{i=1}^n b_i)^\perp \neq G$. Then for all $\{b_1, \ldots, b_n\} \subseteq \mathbb{D}_2$, $(\bigvee_{i=1}^n b_i)^\perp \neq G$. Let $H_1, \ldots, H_n \subseteq \mathcal{H}_3(0)$ and consider $\bigcap_{i=1}^n H_i$. Without loss of generality, $H_1 = b_i^\perp$ for $b = \bigvee_{i=1}^m b_i$ where $\{b_1, \ldots, b_m\} \subseteq \mathbb{D}_2$, and for $i = 2, \ldots, n$, $H_i = N(0, f_i)$ for $f_i \in \mathcal{D}_1$. Let $k \in (b_i^\perp)^\perp \setminus \{0\}$, and define $l_2, \ldots, l_n \in G$ as follows:

\[
 l_2 = \begin{cases} 
    k \land f_2 & \text{if } k \land f_2 > 0, \\
    k & \text{if } k \land f_2 = 0,
\end{cases}
\]

\[
 l_i = \begin{cases} 
    l_{i-1} \land f_i & \text{if } l_{i-1} \land f_i > 0, \\
    l_{i-1} & \text{if } l_{i-1} \land f_i = 0,
\end{cases}
\]

for $i = 3, \ldots, n$. Clearly $0 < l_n \leq \cdots \leq l_2 \leq k$. Thus $l_n \in H_1$. Let $3 \leq i \leq n$. Then if $l_{i-1} \land f_i > 0$, $l_i = l_{i-1} \land f_i \in [-f_i, f_i] \subseteq H_i$, and if $l_{i-1} \land f_i = 0$, $l_i = l_{i-1} \in [f_i^\perp, H_i]$. If $k \land f_2 > 0$, $l_2 \in [-f_2, f_2] \subseteq H_2$; if $k \land f_2 = 0$, $l_2 \in [f_2^\perp, H_2]$. Thus, since $l_n \leq l_i$ for all $i = 2, \ldots, n$, $0 < l_n \in \bigcap_{i=1}^n H_i$, and therefore $\bigcap_{i=1}^n H_i \neq \{0\}$.
Corollary 5.2. \( G \) has discrete \( \mathcal{T} \)-topology if and only if there exists \( \{b_1, \ldots, b_n\} \subseteq \mathbb{D}_2 \) such that \( G = \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \).

Lemma 5.3. If \( b \in \mathbb{D}_2 \), then \( b^{\perp\perp} \) is a lexico-extension of \( [b] \cong \mathbb{Z} \).

Proof. Since \( b \in \mathbb{D}_2 \), \( [b] \cong \mathbb{Z} \) and also \( [b] \) is a normal \( l \)-subgroup of \( b^{\perp\perp} \). Let \( k, l \in b^{\perp\perp} \). If \( (l - k)^+ > 0 \), \( (l - k)^+ \wedge b = b \), and if \( (- (l - k))^+ > 0 \), \( (- (l - k))^+ \wedge b = b \). Thus, since \( (l - k)^+ \wedge (- (l - k))^+ = 0 \), \( (l - k)^+ = 0 \) or \( (- (l - k))^+ = 0 \). Thus, either \( l \leq k \) or \( k \leq l \), i.e., \( b^{\perp\perp} \) is totally ordered. Thus, \( G(b) \) is totally ordered so that since \( b \in \mathbb{D}_2 \), \( G(b) = [b] \) and \( [b] \) is an \( l \)-ideal of \( b^{\perp\perp} \). Further, since \( b^{\perp\perp} \) is totally ordered, each element \( 0 < a \in b^{\perp\perp}\setminus[b] \) exceeds every element of \( [b] \).

Hence, by [4, Lemma 1.1], \( b^{\perp\perp} \) is a lexico-extension of \( [b] \).

Lemma 5.4. If \( \{b_1, \ldots, b_n\} \subseteq \mathbb{D}_2 \), then \( \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \) is a lexico-sum of \( b_1^{\perp\perp}, \ldots, b_n^{\perp\perp} \).

Proof. If \( x \in \left( \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \right)^{\setminus \{0\}} \), then clearly \( x \wedge b_i > 0 \) for at least one \( b_i \).

Hence \( \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \) cannot contain more than \( n \) disjoint elements. But \( b_1, \ldots, b_n \) is disjoint since \( b_1, \ldots, b_n \subseteq \mathbb{D}_2 \). For each \( i = 1, \ldots, n \), let \( A_i \) be the subgroup of \( \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \) generated by \( \{x \in \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \mid x \wedge b_j = 0 \text{ for all } j \neq i\} \). Then by [2, Theorem 1], \( \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \) is a lexico-sum of the totally ordered groups \( A_i \).

If \( x \in \left( b_i^{\perp\perp} \right)^{\setminus \{0\}} \), then \( x \wedge b_j = 0 \) for \( j \neq i \). Hence \( x \in A_i \) and thus \( b_i^{\perp\perp} \subseteq A_i \).

If \( x \wedge b_j = 0 = y \wedge b_j \) for all \( j \neq i \), then \( (x + y) \wedge b_j = 0 \) for all \( j \neq i \). Thus \( \mathbb{Y} \) is a convex subsemigroup of positive elements of \( \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \) that contains \( 0 \) and by [4, Lemma 2.3], \( A_i^{\perp} = \{x \in \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \mid x \wedge b_j = 0 \text{ for all } j \neq i\} \). If \( y \in \left( b_i^{\perp\perp} \right)^{\setminus \{0\}} \), then clearly \( |y| \wedge b_j > 0 \) for some \( j \neq i \). Hence \( A_i \cap b_i^{\perp\perp} = \{0\} \). Let \( x \in A_i^{\perp} \). If \( k \in b_i^{\perp\perp} \), then \( |k| \wedge x \in A_i \) since \( A_i \) is convex and \( |k| \wedge x \in b_i^{\perp\perp} \) since \( b_i \) is convex. Thus \( |k| \wedge x = 0 \), and hence \( x \in b_i^{\perp\perp} \). Therefore \( A_i \subseteq b_i^{\perp\perp} \), and hence \( b_i^{\perp\perp} = A_i ^{\perp} \).

Theorem 5.5. An \( l \)-group \( G \) has discrete \( \mathcal{T} \)-topology if and only if \( G \) is \( l \)-isomorphic to a lexico-sum of lexico-extensions of \( \mathbb{Z} \).

Proof. Suppose \( G \) is \( l \)-isomorphic to a lexico-sum of lexico-extensions of \( \mathbb{Z} \). Then there exists \( n \in \mathbb{N} \) and \( l \)-ideals \( A_1, \ldots, A_n \subseteq G \) such that \( G \) is a lexico-sum of \( A_1, \ldots, A_n \) and each \( A_i \) is \( l \)-isomorphic to a lexico-extension of \( \mathbb{Z} \). Let \( b_i \in A_i \) correspond to \( 1 \in \mathbb{Z} \) under the \( l \)-isomorphism. Then \( b_i \in \mathbb{D}_2 \). Clearly \( \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} = 0 \), and hence \( \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} = G \). Then by Corollary 5.2, \( G \) has discrete \( \mathcal{T} \)-topology.

Suppose \( G \) has discrete \( \mathcal{T} \)-topology. Then by Corollary 5.2, \( G = \left( \bigvee_{i=1}^n b_i \right)^{\perp\perp} \) for \( \{b_1, \ldots, b_n\} \subseteq \mathbb{D}_2 \). By Lemma 5.3, \( b_i^{\perp\perp} \) is \( l \)-isomorphic to a lexico-extension of
Z. By Lemma 5.4, $G$ is a lexicosum of $b_1^{1\perp}, \ldots, b_n^{1\perp}$.

The last two results of this section give necessary and sufficient conditions for the $T$-topology to be Hausdorff.

**Proposition 5.6.** If $G$ is an $l$-group with $T$-topology $T$, then the following are equivalent:

(a) $T$ is $T_2$,

(b) for all $g \in G^+ \setminus \{0\}$, there exists $H \in \mathcal{N}(0)$ such that $g \not\in H$.

**Proof.** By Theorem B, (a) is equivalent to

$$(b') \cap \mathcal{N}(0) = \{0\}.$$  

Clearly $(b')$ implies $(b)$. Conversely, suppose that $(b)$ holds, and let $g \in \bigcap \mathcal{N}(0)$. If $g \neq 0$, $|g| > 0$. Hence $|g| \not\in \mathcal{N}(0)$ by $(b)$. But by Lemmas 2.2 and 2.12, every $H \in \mathcal{N}(0)$ is a symmetric sublattice of $G$. Hence since $g \in \bigcap \mathcal{N}(0)$, $|g| = g \lor (-g) \in \bigcap \mathcal{N}(0)$. This is a contradiction. Therefore $g = 0$, and $(b')$ holds.

**Corollary 5.7.** If $D^* \cap \{0, g\} \neq \emptyset$ for all $g \in G^+ \setminus \{0\}$, then $G$ has Hausdorff $T$-topology.

**Proof.** Let $g \in G^+ \setminus \{0\}$. Let $b' \in D^* \cap \{0, g\}$. If $b' \in D_1$, let $b \in D_1$ be such that $b + b \leq b'$ and $b' \in b^{1\perp}$, and let $H = N(0, b) \in \mathcal{N}(0)$. If $b' \in D_2$, let $b = b'$ and $H = b^{1\perp} \in \mathcal{N}(0)$. Then by our choice of $b$, $g \not\in H$. Thus, by Proposition 5.6, $G$ has Hausdorff $T$-topology.

Example 6.2 in the next section shows that the converse of Corollary 5.7 fails to hold in general. However, we do have Theorem 5.9 below.

Let $g \in G^+ \setminus \{0\}$. For $b \in T(g)$, let

$$M(g, b) = G^+ \setminus [(b, \infty) \cap (b')^{1\perp}]$$

where $b \land b' = 0$ and $b \lor b' = g$. We note that $M(g, 0) = G^+ \setminus (b^{1\perp})$, and $M(g, g) = G^+ \setminus (g, \infty)$.

**Lemma 5.8.** Let $g \in G^+ \setminus \{0\}$. If $D^* \cap (\bigcap_{b \in T(g)} M(g, b)) \neq \emptyset$, then there exists $H \in \mathcal{N}_3(0)$ such that $g \not\in H$.

**Proof.** Let $l \in D^* \cap (\bigcap_{b \in T(g)} M(g, b))$. If $l \in D_2$, let $H = l^{1\perp}$. If $g \land l > 0$, $l \not\in M(g, 0)$. So $g \land l > 0$, i.e., $g \not\in H$. Suppose $l \in D_1$. Then there exists $b \in D_1$ such that $b + b \leq l$ and $b^{1\perp} = l^{1\perp}$. Let $H = N(0, b) \in \mathcal{N}_3(0)$. Suppose $g \in H$. By Lemma 2.3(i), since $g > 0$, $g = a + b$ for $a \in [0, b]$, $b \in (b')^{1\perp}$. Then $a \in T(g)$, and $b = a'$. Since $a \leq b < l$, $l \in (a, \infty)$, and since $b \in (l^{1\perp})^+, l \in (b^{1\perp})^+$. Thus, $l \in (a, \infty) \cap (a')^{1\perp}$, and hence $l \not\in M(g, a) \supseteq \bigcap_{b \in T(g)} M(g, b)$. This contradicts our choice of $l$. Therefore, $g \not\in H$.

**Theorem 5.9.** An $l$-group $G$ has Hausdorff $T$-topology if and only if for all $g \in G^+ \setminus \{0\}$,
A TOPOLOGY FOR A LATTICE-ORDERED GROUP

\[ \mathcal{D}^* \cap \left( \bigcap_{b \in \mathcal{I}(g)} M(g, b) \right) \neq \emptyset. \]

**Proof.** Suppose that for all \( g \in G^+ \setminus \{0\}, \mathcal{D}^* \cap \left( \bigcap_{b \in \mathcal{I}(g)} M(g, b) \right) \neq \emptyset. \) By Lemma 5.8 and Proposition 5.6, \( G \) has Hausdorff \( \mathcal{I} \)-topology.

Suppose \( G \) has Hausdorff \( \mathcal{I} \)-topology. Let \( g \in G^+ \setminus \{0\}. \) Then by Proposition 5.6, there exists \( H \in \mathcal{H}(0) \) such that \( g \notin H. \) Thus, by definition of \( \mathcal{H}(0) \), there exists \( L \in \mathcal{H}(0) \) such that \( g \notin L. \)

If \( L \in \mathcal{H}_2(0), L = l^+ \) for \( l \in \mathcal{D}_2. \) If \( l \notin \bigcap_{b \in \mathcal{I}(g)} M(g, b), \) then \( l \notin M(g, b) \) for some \( b \in \mathcal{I}(g). \) Hence \( l \in (b, \infty) \cap (b')^- \). Then \( l > b \) and since \( l \in \mathcal{D}_2, b = 0. \) Then \( b' = g \) and since \( l \in (b')^- \), \( g \in l^+ = L. \) This contradicts \( g \notin L. \) Thus \( l \in \bigcap_{b \in \mathcal{I}(g)} M(g, b). \)

If \( L \in \mathcal{H}_1(0), L = N(0, l) \) for \( l \in \mathcal{D}_1. \) If \( l \notin \bigcap_{b \in \mathcal{I}(g)} M(g, b), \) then \( l \notin M(g, b) \) for some \( b \in \mathcal{I}(g). \) So \( l \in (b, \infty) \cap (b')^- \). Since \( 0 < b < l, b \in [-l, l]. \) Since \( l \in (b')^- \), \( b' \in l^+. \) Thus \( g = b + b' \in [-l, l] + l^+ = L. \) This contradicts \( g \notin L. \) So \( l \in \bigcap_{b \in \mathcal{I}(g)} M(g, b). \)

Example 5.10. Let \( A(R) \) be the set of order-preserving permutations of the real numbers. \( A(R) \) is a group under composition and an \( l \)-group under the partial order defined: \( f \leq g \) if and only if \( rf \leq rg \) for all \( r \in R. \) Since \( A(R) \) is doubly transitive, \( A(R) \) is divisible (Holland [9]). Then clearly \( \mathcal{A} = \mathcal{D}_1. \) For \( f \in A(R), \) let \( S(f) = \{ r | r / \notin f \} \) denote the support of \( f \). Clearly \( f \in \mathcal{A} \) if and only if \( f > f \) (where \( i \) is the identity permutation in \( A(R) \)) and there exist \( r, s \in R \cup \{-\infty, \infty\} \) such that \( S(f) = (r, s). \)

Let \( g \in A(R)^+ \setminus \{i\}. \) For \( r \in R, \) as in [9], let

\[ l(r) = \{ s \in R | \text{there exist integers } m, n \text{ such that } rg^n \leq s \leq rg^n \}. \]

Since \( g > i, \) there is a \( t \in R \) such that \( l(t) \) contains more than one point. If \( p \in l(t), \) then there is an integer \( n \) such that \( tg^n \leq p < tg^{n+1}. \) Thus if \( pg = p, \) then \( p < tg^{n+1} \leq pg = p, \) which is a contradiction. Hence for all \( p \in l(t), pg > p. \) Clearly \( l(t) \) is convex. Thus, there exist \( r, s \in R \cup \{-\infty, \infty\} \) such that \( (r, s) \subseteq l(t) \subseteq [r, s]. \)

If \( r \in l(t), rg^{-1} \notin l(t) \) but \( rg^{-1} > r. \) Hence \( r \notin l(t). \) Similarly \( s \notin l(t). \) So \( l(t) = (r, s). \)

Define \( g' \) by

\[ xg' = \begin{cases} xg & \text{if } x \in l(t), \\ x & \text{otherwise}. \end{cases} \]

Clearly \( S(g') = l(t) = (r, s). \) Hence \( g' \in \mathcal{A} = \mathcal{D}_1. \) Clearly \( g' \in [i, g]. \) Since \( g \) was an arbitrary element in \( A(R)^+ \setminus \{i\}, \) by Corollary 5.7, \( A(R) \) has Hausdorff \( \mathcal{I} \)-topology.

Alternately, we note that if \( f \in [i, g] \setminus M(g, b) \) for some \( b \in \mathcal{I}(g), \) then \( l > b \) and \( f \wedge b' = 0 \) so that \( b = b + b' < f + b' = f \vee b' \leq g \vee g = g, \) a contradiction. Hence
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6. An \( l \)-group with indiscrete \( \mathcal{J} \)-topology.

Example 6.1. We will construct an \( l \)-group which is a (nonconvex) \( l \)-subgroup of a cardinal product of totally ordered groups and has \( \mathcal{A} = \emptyset \).

Let \( G = |\Pi_1^n| \cdot R \). Let

\[
L = \{ f \in G \mid \text{there is an } n \in N \text{ such that for all } i, (i+n)f = (i)f \}.
\]

Clearly \( L \) is an \( l \)-subgroup of \( G \). Let \( f \in L \setminus \{0\} \). Let \( n \in N \) be such that for all \( i, (i+n)f = (i)f \). Define \( b_1, b_2 \in G \) by

\[
(i)b_1 = \begin{cases} (i)f & \text{if } 2kn < i \leq (2k+1)n \text{ for some } k \in \mathbb{Z}^+, \\ 0 & \text{if } (2k+1)n < i \leq (2k+2)n \text{ for some } k \in \mathbb{Z}^+, \end{cases}
\]

\[
(i)b_2 = \begin{cases} 0 & \text{if } 2kn < i \leq (2k+1)n \text{ for some } k \in \mathbb{Z}^+, \\ (i)f & \text{if } (2k+1)n < i \leq (2k+2)n \text{ for some } k \in \mathbb{Z}^+. \end{cases}
\]

Since \( f > 0 \), then \( b_1 > 0 \) and \( b_2 > 0 \).Clearly, \( (i+2n)b_1 = (i)b_1 \) and \( (i+2n)b_2 = (i)b_2 \). So \( b_1, b_2 \in L \). It is also clear that \( b_1 + b_2 = f \) and \( b_1 \wedge b_2 = 0 \). Hence \( f \notin \mathcal{A} \). Therefore \( \mathcal{A} = \emptyset \) and hence \( L \) has indiscrete \( \mathcal{J} \)-topology.

Example 6.2. The \( l \)-group of this example has Hausdorff \( \mathcal{J} \)-topology and an element \( g \) such that \( \mathcal{A} \cap [0, g] = \emptyset \).

Let \( L \) be the \( l \)-group of Example 6.1. Let \( C(R) \) be the \( l \)-group of all continuous functions from \( R \) to \( R \). Addition in \( C(R) \) is then defined by \( x(f + g) = xf + xg \). The order on \( C(R) \) is like that on \( A(R) \), i.e., \( f \leq g \) if and only if \( xf \leq xg \) for all \( x \in R \).

Define a map \( \pi: L \to C(R) \) as follows: for \( f \in L, \pi \in C(R) \) is the function defined by

\[
(x)(\pi) = \begin{cases} 2(2i)x - 2(i)i & \text{if } x \in (i, i + \frac{1}{2}], \\ -2(2i)x + 2(i)(i + 1) & \text{if } x \in (i + \frac{1}{2}, i + 1], \\ 0 & \text{otherwise}, \end{cases}
\]

where \( i = 1, 2, \ldots \). Clearly \( \pi \) is an \( l \)-isomorphism of \( L \) onto \( L\pi \subseteq C(R) \). Let

\[
H = \{ f \in C(R) \mid xf = q \text{ for some } q \in Q, \text{ for all } x \in R \}.
\]

Clearly \( H \) is an \( l \)-subgroup of \( C(R) \). Let \( F \) be the \( l \)-subgroup of \( C(R) \) generated by \( (L\pi) \cup \{H\} \).

Let \( p \in L \) be defined by \( (i)p = 1 \) for all \( i \). Let \( g = p\pi \). If \( f \in [0, g] \cap F \), then \( 1f = 0 \). Since \( f \in F \), \( f = \bigvee_{\alpha=1}^n \bigwedge_{\beta=1}^m (b_{\alpha\beta} + l_{\alpha\beta}m) \) where \( b_{\alpha\beta} \in H, l_{\alpha\beta} \in L \) for all \( \alpha \) and \( \beta \). If \( x \in R \), then \( xf = \bigvee_{\alpha=1}^n \bigwedge_{\beta=1}^m (xb_{\alpha\beta} + x(l_{\alpha\beta}m)) \). Since \( 1f = 0, 0 = \bigvee_{\alpha=1}^n \bigwedge_{\beta=1}^m (1b_{\alpha\beta} + 1(l_{\alpha\beta}m)) = \bigvee_{\alpha=1}^n \bigwedge_{\beta=1}^m 1b_{\alpha\beta} \). Since \( \bigvee_{\alpha=1}^n \bigwedge_{\beta=1}^m b_{\alpha\beta} \in H \), for all \( x \in R \), \( x(\bigvee_{\alpha=1}^n \bigwedge_{\beta=1}^m b_{\alpha\beta}) = 0 \). For \( 1 < \alpha < n, 1 \leq \beta < m \), let \( n_{\alpha\beta} \in N \) be
such that \((i + n_{a\beta})l_{a\beta} = (i)l_{a\beta}\). Let \(d\) be the least common multiple of the \(n_{a\beta}\).

Let \(l'_{a\beta}, l''_{a\beta} \in L\) be defined by
\[
\begin{align*}
(i)l'_{a\beta} &= \begin{cases} 
(i)l_{a\beta} & \text{if } 2kd < i \leq (2k + 1)d \text{ for some } k \in \mathbb{Z}^+, \\
0 & \text{if } (2k + 1)d < i \leq (2k + 2)d \text{ for some } k \in \mathbb{Z}^+, 
\end{cases} \\
(i)l''_{a\beta} &= \begin{cases} 
0 & \text{if } 2kd < i \leq (2k + 1)d \text{ for some } k \in \mathbb{Z}^+, \\
(i)l_{a\beta} & \text{if } (2k + 1)d < i \leq (2k + 2)d \text{ for some } k \in \mathbb{Z}^+.
\end{cases}
\end{align*}
\]

Let \(f' = \bigvee_{a=1}^{n} \bigwedge_{\beta=1}^{m} (b_{a\beta} + (l'_{a\beta}n)), f'' = \bigvee_{a=1}^{n} \bigwedge_{\beta=1}^{m} (b_{a\beta} + (l''_{a\beta}n)).\) If \(x \in (1 \bigvee (2kd), (2k + 1)d)\) for some \(k \in \mathbb{Z}^+\), then \((x)(l''_{a\beta}n) = 0\) and hence \(x'f' = x(\bigvee_{a=1}^{n} \bigwedge_{\beta=1}^{m} b_{a\beta}) = 0.\) Also \((x)(l'_{a\beta}n) = (x)(l_{a\beta}n)\) and hence \(x'f' = x(\bigvee_{a=1}^{n} \bigwedge_{\beta=1}^{m} b_{a\beta}) = 0 = x'f'' = x.\) Thus \(f' \wedge f'' = f.\) Therefore \(f \in \mathcal{A}\), and since \(f\) was an arbitrary element of \([0, g] \cap F\), then \(\mathcal{A} \cap [0, g] \cap F = \emptyset.\)

We now show that \(F\) has Hausdorff \(T\)-topology. Let \(g \in F^+ \setminus \{0\}.\) Let \(r \in R\) be such that \(rg > 0.\) Let \(q \in Q\) be such that \(rg > q > 0.\) Let \(f \in H^+ \setminus \{0\} \subseteq F^+ \setminus \{0\}\) be defined by \(xf = q\) for all \(x \in R.\) Clearly \(f^{-1} = \{0\}.\) Thus \(f \in M(g, b)\) for all \(b \in J\mathcal{F}(g) \setminus \{g\}.\) But since \(rg > q \neq r, f \notin \langle g, \infty \rangle.\) Hence \(f \in M(g, g).\) Thus \(f \in \bigcap_{b \in J\mathcal{F}(g)} M(g, b).\) Clearly \(f \in \mathcal{A}\) and since \(H\) is divisible, clearly \(f \in \mathcal{D}.\) Thus for all \(g \in F^+ \setminus \{0\}, \mathcal{D} \cap (\bigcap_{b \in J\mathcal{F}(g)} M(g, b)) \neq \emptyset.\) Hence by Theorem 5.9, \(F\) has Hausdorff \(T\)-topology. Alternately, since \(f^{-1} = \{0\}, N(0, f) = [-/f, /f],\) and since \(f \notin \langle g, \infty \rangle, g \notin N(0, f) \neq N(0, g).\) Thus, since \(f \in \mathcal{D}, F\) has Hausdorff \(T\)-topology by Proposition 5.6.

7. \(T\)-topology convergence. Convergence with respect to the \(T\)-topology may be characterized as follows:

Theorem 7.1. Let \(\{x_\beta\}_{\beta \in B}\) be a net in an \(l\)-group \(G.\) Then \(\{x_\beta\}_{\beta \in B}\) converges to \(x\) with respect to the \(T\)-topology on \(G\) if and only if (i) for all \(g \in \mathcal{D}_1,\) there is an \(a \in B\) such that whenever \(\beta \geq a, x_\beta \in \mathcal{T}([-x + x_\beta]),\) and (ii) for all \(g \in \mathcal{D}_2,\) there is an \(a \in B\) such that whenever \(\beta \geq a, g \wedge [-x + x_\beta] = 0.\)

Proof. Suppose \(\{x_\beta\}\) \(T\)-converges to \(x.\) (i) Let \(g \in \mathcal{D}_1.\) Then there is an \(a \in B\) such that whenever \(\beta \geq a, x_\beta \in x + \text{Int}(N(0, g)) \subseteq x + N(0, g).\) Hence \(-x + x_\beta \in N(0, g)\) for all \(\beta \geq a.\) Since \(N(0, g)\) is a symmetric sublattice (Lemmas 2.2 and 2.12),
\[-x + x_\beta = (-x + x_\beta) \vee (-(-x + x_\beta)) \in N(0, g).\]
Hence $|\neg x + x_\beta| = a + b$ for $a \in [0, g], b \in g^\perp$. Thus, $|\neg x + x_\beta| \land g = (a \lor b) \land g = a \land g = a$. Since $a \land b = 0$, $|\neg x + x_\beta| \land g \in \mathcal{F}(|\neg x + x_\beta|)$.

(ii) Let $g \in \mathcal{D}_2$. Then there is an $a \in B$ such that whenever $\beta \geq a$, $x_\beta \in x + \text{Int}(g^\perp) = x + g^\perp$. Hence $-x + x_\beta \in g^\perp$. Thus, $|\neg x + x_\beta| \land g \in \mathcal{F}(|\neg x + x_\beta|)$.

Conversely, suppose $\{x_\beta | \beta \in B\}$ is a net in $G$ such that there is an $x \in G$ satisfying (i) and (ii). Let $H \in \mathcal{P}_1(0)$. Then by (i) there is an $a \in B$ such that whenever $\beta \geq a$, $|\neg x + x_\beta| \in H$, i.e. $x_\beta \in x + H$. Similarly, if $H \in \mathcal{P}_2(0)$, by (ii), there is an $a \in B$ such that whenever $\beta \geq a$, $x_\beta \in x + H$. Let $U \in \mathcal{F}_1$, such that $x \in U$. Then there is an $H \in \mathcal{P}_2(0)$ such that $x \in x + H \subseteq U$. $H = \bigcap_{i=1}^n H_i$ for $H_i \in \mathcal{P}_1(0)$. As we noted above, for each $i$ there is an $a_i \in B$ such that whenever $\beta \geq a_i$, $x_\beta \in x + H_i$. Let $a_i \geq a_i$ for all $i$. Then whenever $\beta \geq a$, $x_\beta \in x + H$. Thus $\{x_\beta\}$ $\mathcal{F}$-converges to $x$.

If $X$ is a set with topologies $\mathcal{T}_1$ and $\mathcal{T}_2$, then $\mathcal{T}_1 \supset \mathcal{T}_2$ if every net which converges to $x$ with respect to $\mathcal{T}_1$ converges to $x$ with respect to $\mathcal{T}_2$. We use this fact in comparing the $\mathcal{T}$-topology to the topology of $\alpha$-convergence.

Let $L$ be a lattice. Papangelou ([15], [16]) defined $\alpha$-convergence in $L$ as follows: A net $\{x_\beta | \beta \in B\}$ is said to $\alpha$-converge to $x \in L$ if and only if $x$ is the only element of $L$ satisfying the following condition:

$$x = \bigvee_{\beta \geq a} (x_\beta \land x) = \bigwedge_{\beta \geq a} (x_\beta \lor x)$$

for all $a \in B$. Ellis [5] showed that there is a topology $\mathcal{S}$ on an $\ell$-group $G$ such that convergence with respect to $\mathcal{S}$ is equivalent to $\alpha$-convergence if and only if $G$ is completely distributive. When such a topology $\mathcal{S}$ exists, it is called the topology of $\alpha$-convergence and, as Ellis noted, it must be Hausdorff. Madell [14] proved that with respect to $\mathcal{S}$, $G$ is a topological group and a topological lattice. He also showed that any Hausdorff topology $\mathcal{S}$ on $G$ with respect to which $G$ is both a topological group and a topological lattice lies between $\mathcal{S}$ and the discrete topology. Therefore, we have

**Theorem 7.2.** Let $G$ be a completely distributive $\ell$-group. If $\mathcal{S}$ is the topology of $\alpha$-convergence on $G$ and $\mathcal{F}$ is the $\mathcal{F}$-topology, then the following are equivalent:

(i) $\mathcal{S} \subseteq \mathcal{F}$,

(ii) $\mathcal{F}$ is Hausdorff.

Concerning inclusion the other way, we have the following theorem:

**Theorem 7.3.** Let $G$ be a completely distributive $\ell$-group with $\mathcal{F}$-topology $\mathcal{F}$ and topology of $\alpha$-convergence $\mathcal{S}$. Then $\mathcal{S} \supseteq \mathcal{F}$ if and only if for all nets $\{x_\beta | \beta \in B\} \subseteq G^+ \setminus \{0\}$ such that $\bigwedge_{\beta \in \Delta} x_\beta = 0$ whenever $\Delta$ is a cofinal subset of $B$, and for all $g \in \mathcal{D}_1$, there is an $a \in B$ such that whenever $\beta \geq a$, $g \land x_\beta \in \mathcal{F}(x_\beta)$. 


Papangelou [16] proved the following lemma in the case when $G$ is a completely distributive abelian l-group. Madell [14] noted that the lemma remained true when the assumption of commutativity was removed.

Lemma 7.4. If $G$ is completely distributive and $\{x_\beta\}$ is a net in $G$, the following statements are equivalent:

(i) $\{x_\beta\}$ a-converges to 0,

(ii) for each cofinal subset $\Delta$ of $B$, $\bigwedge_{\delta \in \Delta} x_\delta = 0$.

Proof of Theorem 7.3. If $S \supseteq \mathcal{F}$, then every net $\{x_\beta\}_{\beta \in B}$ which a-converges to $x$ converges to $x$ with respect to $\mathcal{F}$. Let $\{x_\beta\} \subseteq G^+ \setminus \{0\}$ be a net such that $\bigwedge_{\delta \in \Delta} x_\delta = 0$ for all cofinal subsets $\Delta \subseteq B$. By Lemma 7.4, $\{x_\beta\}$ a-converges to 0. Hence $\{x_\beta\}$ converges to 0 with respect to $\mathcal{F}$. By Theorem 7.1, for all $g \in \mathcal{D}_1$, there is an $a \in B$ such that whenever $\beta \geq a$, $g \wedge x_\beta \in \mathcal{F}(x_\beta)$.

Conversely, suppose the condition of the theorem holds. Let $\{x_\beta\}$ be a net which a-converges to $x$. Then $\{-x + x_\beta\}$ a-converges to 0. By Lemma 7.4, $\bigwedge_{\delta \in \Delta} \{-x + x_\delta\} = 0$ for all cofinal subsets $\Delta$ of $B$. Hence for all $g \in \mathcal{D}_1$, there is an $a \in B$ such that whenever $\beta \geq a$, $g \wedge \{-x + x_\beta\} \in \mathcal{F}(|-x + x_\beta|)$. Let $g \in \mathcal{D}_2$. Suppose for all $a \in B$, there is a $\beta \geq a$ such that $|-x + x_\beta| \wedge g > 0$. Then $\{-x + x_\beta\} \setminus g = g$, i.e. $|-x + x_\beta| \geq g$. Let $\Delta = \{\delta \in B| |-x + x_\beta| \geq g\}$. Then $\Delta$ is cofinal in $B$, but $\bigwedge_{\delta \in \Delta} \{-x + x_\delta\} \geq g \geq 0$. This is a contradiction, and hence there is an $a \in B$ such that whenever $\beta \geq a$, $|-x + x_\beta| \wedge g = 0$. Thus by Theorem 7.1, $\{x_\beta\}$ converges to $x$ with respect to $\mathcal{F}$.

We now apply Theorem 7.2 and Theorem 7.3 to two particular situations. These applications show that, at least in certain circumstances, the criterion established in Theorem 7.3 is a convenient one to use.

Proposition 7.5. Let $\{T_\lambda\}_{\lambda \in \Lambda}$ be a collection of totally ordered groups. Suppose $G$ is a completely distributive l-subgroup of $|\prod_{\lambda \in \Lambda} T_\lambda|$ which contains $|\Sigma_{\lambda \in \Delta} T_\lambda|$. Then $S = \mathcal{F}$ on $G$.

Proof. (We will use the notation of §3 throughout the proof.) Let $g \in G^+ \setminus \{0\}$. Then there is an $\eta \in \Lambda$ such that $\eta g > 0$. If there exists $t \in \mathcal{D}_{2\eta}$, then $T \in \mathcal{D}_2$ by Lemma 3.2. Since $\eta g > t$, we have that $\overline{T} \in [0, g]$. If $\mathcal{D}_2 = \emptyset$, then by the proof of Theorem 4.3(ii), $T^+ \setminus \{0\} = \mathcal{D}_1$. Hence $\eta g \in \mathcal{D}_1$. Then by Lemma 3.3, $\overline{\eta g} \in \mathcal{D}_1$, and clearly $\overline{\eta g} \in [0, g]$. Therefore, by Corollary 5.7, $G$ has Hausdorff $\mathcal{F}$-topology, and hence, by Theorem 7.2, $S \subseteq \mathcal{F}$.

Let $\{x_\beta\}_{\beta \in B} \subseteq G^+ \setminus \{0\}$ be a net such that $\bigwedge_{\delta \in \Delta} x_\delta = 0$ if $\Delta$ is a cofinal subset of $B$. Let $g \in \mathcal{D}_1$ and suppose that for all $a \in B$, there exists $\beta \geq a$ such that $x_\beta > g$. Then $\Delta = \{\beta \in B| x_\beta > g\}$ is a cofinal subset of $B$, but $\bigwedge_{\delta \in \Delta} x_\delta >$
g > 0. This contradicts our choice of \(|x_\beta|\). Hence there is an \(a \in B\) such that whenever \(\beta \geq \alpha\), \(x_\beta \neq g\). By Lemma 3.5, \(g = \overline{b_\gamma}\) for some \(\gamma \in \Lambda\) and some \(b_\gamma \in \mathbb{D}_{1\gamma}\). Then \(\lambda x_\beta \geq 0 = \lambda g\) for all \(\lambda \neq \gamma\), and hence since \(T_\gamma\) is totally ordered, \(\gamma x_\beta \leq \gamma g\). Thus

\[
\lambda(g \land x_\beta) = \begin{cases} \lambda x_\beta & \text{if } \lambda = \gamma, \\ 0 & \text{if } \lambda \neq \gamma. \end{cases}
\]

Let \(g' \in |\Pi_{\lambda \in \Lambda}|T_\lambda\) be defined by

\[
\lambda g' = \begin{cases} \lambda x_\beta & \text{if } \lambda \neq \gamma, \\ 0 & \text{if } \lambda = \gamma. \end{cases}
\]

Then \(g' = x_\beta - g \land x_\beta\). Since \(|\Sigma_{\lambda \in \Lambda}|T_\lambda \leq G\), we have that \(g \land x_\beta \in G\) and hence \(g' \in G\). Clearly \((g \land x_\beta) \lor g' = x_\beta\) and \((g \land x_\beta) \lor g' = 0\). Hence \(g \land x_\beta \in \mathcal{F}(x_\beta)\).

Thus, by Theorem 7.3, \(S \supseteq \mathcal{F}\).

In the next example, we show that in \(A(R)\) the \(J\)-topology properly contains the topology of \(\alpha\)-convergence.

Example. In Example 5.10, we noted that \(A(R)\) is an \(l\)-group with \(f \in \mathcal{G} = \mathbb{D}_1\) if and only if \(f > i\) and there exist \(r, s \in R \cup \{-\infty, +\infty\}\) such that \(S(f) = \{x \in R | x \neq x/f\} = (r, s)\). We showed that \(A(R)\) has Hausdorff \(J\)-topology. Hence by Theorem 7.2, \(S \not\subseteq \mathcal{F}\).

Let \(g \in A(R)\) be defined by

\[
x_g = \begin{cases} 2x & \text{if } x \in (0, 1], \\ x/2 + 3/2 & \text{if } x \in (1, 3], \\ x & \text{otherwise.} \end{cases}
\]

Clearly \(g > i\) and \(S(g) = (0, 3)\). So \(g \in \mathbb{D}_1\). Define a net \(\{f_n | n \in N\}\) in \(A(R)^+ \setminus \{i\}\) by

\[
x_{f_n} = \begin{cases} (1 + (1/n))x - (1/n) & \text{if } x \in (1, 2], \\ (1 - (1/2n))x + (2/n) & \text{if } x \in (2, 4], \\ x & \text{otherwise.} \end{cases}
\]

Clearly \(f_n > i\) and \(S(f_n) = (1, 4)\) for all \(n\). Hence \(f_n \in \mathcal{G}\) for all \(n\). Since \(0 < f_n \land g \land f_n < f_n\) for all \(n, f_n \land g \not\in \mathcal{F}(f_n)\) for all \(n\). Hence by Theorem 7.3, \(S \not\subseteq \mathcal{F}\).

8. A refinement of \(J\). Let \(L\) be the \(l\)-group constructed in Example 6.1. Let \(G = L \times Z\). Then \(\mathbb{D}_1 = \emptyset = \mathbb{D}_2\), so that \(G\) has indiscrete \(J\)-topology. In the next few paragraphs, we outline how the definition of the \(J\)-topology may be modified to give \(G\) a topology which has \([{-g, g}] \setminus g \in G^+ \setminus (L \times \{0\})\) as a base for the neighbourhood filter about \(0\).

We modify the \(J\)-topology by enlarging the set \(\mathbb{D}_2\) as follows:
Proposition 8.1. $\mathcal{D}_2' \subseteq \mathcal{Q}$.

Proof. Let $b \in \mathcal{D}_2'$. Let $a \wedge b = 0$, $a \vee b = b$. Let $C$ be a convex $l$-subgroup satisfying the conditions of $\mathcal{D}_2'$. We first show that for all $c, d \in C$, $b + d > c$. Since $c - d \in C$, $(c - d) \wedge b = c - d$. Hence $c \wedge (b + d) = ((c - d) \wedge b) + d = c$. Thus $b + d > c$. But since $b \notin C$, $b + d > c$.

Without loss of generality, $a \notin C$. Since $a \in [0, b]$, $a \in b + C$, i.e., $a = b + a'$ for $a' \in C$. Thus, $0 = b + a'$ and $b \in C$. So by the above, $a > b$. Therefore, $a = b$ and $b = 0$. So $J(b) = \{0, b\}$.

Proposition 8.2. For $b \in \mathcal{D}_2'$, there is a unique convex $l$-subgroup $C$ satisfying the conditions of $\mathcal{D}_2'$.

Proof. Suppose $C$ and $C'$ are two convex $l$-subgroups satisfying the conditions of $\mathcal{D}_2'$. Let $d \in C$. If $d \notin C$, either $d^+ \notin C$ or $d^- \notin C$. If $d^+ \notin C$, we let $b = d^+$. If $d^- \in C$, then $d^+ \notin C$ and we let $b = -d^-$. Then $b \in C'$, $b \notin C$, $0 < b < b$. Hence $b \in b + C$. As in Proposition 8.1, $b > c$ for all $c \in C$. Thus $(C')^+ \supseteq C^+$ and so $C' \supseteq C$. Consider $-b + b \in C$. Since $b \in C'$, $-b + b \notin C'$. Since $0 < b < b$, $0 < -b + b < b$. Let $b' = -b + b$. Then we have $b' \in C$, $b' \notin C'$, $0 < b' < b$. Hence $b' \in b + C'$, and therefore, $b' > c$ for all $c \in C'$. Thus $C \supseteq C'$. We conclude that $C = C'$. But we assumed $d \in C \setminus C$. This is a contradiction. Hence $d \in C$. So $C' \subseteq C$. Similarly $C' \supseteq C$, and hence $C = C'$.

For $b \in \mathcal{D}_2'$, let the unique convex $l$-subgroup satisfying the conditions of $\mathcal{D}_2'$ be denoted by $C(b)$. Let

$$\mathcal{N}_2'(0) = \{C(b) + b^\perp | b \in \mathcal{D}_2'\}.$$  

Lemma 2.2 holds with $\mathcal{N}_2'(0)$ replacing $\mathcal{N}_2(0)$. We may therefore define a topology

$$\mathcal{T}' = \{W \subseteq G | \text{ if } x \in W, \text{ then } W \in \mathcal{F}(\mathcal{N}(x))\}$$

where $\mathcal{N}(x)$ is $\mathcal{N}(x)$ modified in the obvious fashion. Call $\mathcal{T}'$ the $\mathcal{T}'$-topology on $G$. Theorems 2.6, 2.13, 3.1, and 4.3 can be proven for $\mathcal{T}'$ [17].

However, this extra complication properly increases the $\mathcal{T}$-topology only in special cases, such as the one mentioned at the beginning of the section:

Proposition 8.3. If $C(b) \cap (\mathcal{D}_1 \cup \mathcal{D}_2) \neq \emptyset$ for all $b \in \mathcal{D}_2 \setminus \mathcal{D}_2$ and $l^\perp \subseteq C(b)$ +
$b^\perp$ for all $l \in C(b) \cap (\mathcal{D}_1 \cup \mathcal{D}_2)$, then $\mathcal{I} = \mathcal{I}'$.

Proof. Clearly for any $l$-group $\mathcal{D}_1 \supseteq \mathcal{D}_2$. Thus $\mathcal{H}(0) \supseteq \mathcal{H}(0)$ and so $\mathcal{H}(x) \supseteq \mathcal{H}(x)$ for all $x \in G$, i.e., $F(\mathcal{H}(x)) \supseteq F(\mathcal{H}(x))$. Hence if $W \in \mathcal{I}$, then for all $x \in W$, $W \in F(\mathcal{H}(x)) \subseteq F(\mathcal{H}(x))$. Thus $W \in \mathcal{I}'$. Therefore, $\mathcal{I} \subseteq \mathcal{I}'$ for any $l$-group.

If $l \in C(b) \cap (\mathcal{D}_1 \cup \mathcal{D}_2)$, then $l^\perp \subseteq N(0, l) \subseteq C(b) + b^\perp$. Hence $C(b) + b^\perp \in F(\mathcal{H}(0))$. Thus, under the hypotheses of the proposition, $C(b) + b^\perp \in F(\mathcal{H}(0))$ for all $b \in \mathcal{D}_2 \setminus \mathcal{D}_1$. Therefore $\mathcal{I} \supseteq \mathcal{I}'$.

The material outlined in this section is developed in more detail in [17].
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