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ABSTRACT. It is shown that the disconjugate equation (1) \( Lx = \frac{1}{\alpha_1(t)} \frac{d}{dt} \left( \frac{1}{\alpha_2(t)} \frac{d}{dt} \left( \frac{1}{\alpha_3(t)} \frac{d}{dt} \left( \frac{1}{\alpha_4(t)} \frac{d}{dt} \left( \frac{1}{\alpha_5(t)} \frac{d}{dt} (x) \right) \right) \right) \right) = 0, \quad a < t < b, \) where \( \alpha_i > 0, \) and (2) \( \alpha_i \in C(a,b), \)
can be written in essentially unique canonical forms so that \( \int_a^b \frac{1}{\alpha_i(t)} dt = \infty \) for \( 1 \leq i \leq n-1. \) From this it follows easily that (1) has solutions \( x_1, \ldots, x_n \) which are positive in \((a, b)\) near \( b(a)\) and satisfy \( \lim_{t \to b} x_i(t)/x_j(t) = 0 \) \( (\lim_{t \to b} x_i(t)/x_j(t) = \infty) \) for \( 1 \leq i < j \leq n. \)

Necessary and sufficient conditions are given for (1) to have solutions \( y_1, \ldots, y_n \) such that \( \lim_{t \to b} y_i(t)/y_j(t) = \lim_{t \to b} y_i(t)/y_j(t) = 0 \) for \( 1 \leq i < j \leq n. \) Using different methods, P. Hartman, A. Yu. Levin and D. Willett have investigated the existence of fundamental systems for (1) with these properties under assumptions which imply the stronger condition (2') \( \beta_i \in C^{(n-1)}(a,b). \)

1. Introduction. A linear differential equation

\( Lx = x^{(n)} + f_1(t)x^{(n-1)} + \cdots + f_n(t)x = 0 \)
is said to be normal on an interval \( I \) if \( f_i \in C(I), \) \( 1 \leq i \leq n, \) and disconjugate on \( I \) if it has no nontrivial solution with more than \( n - 1 \) zeros (counting multiplicities) on \( I. \) Polya [6] showed that if (1.1) is normal and disconjugate on \([a, b],\) then it can be written as

\( Lx = \frac{1}{\beta_n(t)} \frac{d}{dt} \left( \frac{1}{\beta_{n-1}(t)} \frac{d}{dt} \left( \frac{1}{\beta_{n-2}(t)} \frac{d}{dt} \left( \frac{1}{\beta_{n-3}(t)} \frac{d}{dt} \left( \frac{1}{\beta_{n-4}(t)} \frac{d}{dt} \left( \frac{1}{\beta_{n-5}(t)} \frac{d}{dt} (x) \right) \right) \right) \right) \right) = 0, \quad a < t < b, \)

where

\( \beta_i \in C^{(n-1)}(a,b), \quad \beta_i > 0, \quad 0 \leq i \leq n. \)

Recently, Levin [5, Corollary 2.1] showed that if (1.1) is normal on \((a, b),\) then it is disconjugate there if and only if it has a representation (1.2) which satisfies (1.3). (Levin actually assumed \( f_i, \ldots, f_n \) to be locally integrable, rather than continuous, in \((a, b).\))

Hartman [2], [3], [4] and Levin [5] independently showed that a disconjugate equation has fundamental systems, which Hartman called principal systems and Levin called hierarchical fundamental systems, with properties not exhibited by fundamental systems of other linear equations. We say that solutions \( x_1, \ldots, x_n \)
of (1.2) form a principal system for (1.2) on \((a, b)\) if they are positive on some interval \((d, b)\) and

\[
\lim_{t \to b^-} \frac{x_i(t)}{x_j(t)} = 0, \quad 1 \leq i < j \leq n,
\]

or a principal system for (1.2) on \([a, b]\) if they are positive on some interval \((a, c)\) and

\[
\lim_{t \to a^+} \frac{x_i(t)}{x_j(t)} = \infty, \quad 1 \leq i < j \leq n.
\]

If \(\{x_1, \ldots, x_n\}\) is a principal system for (1.2) on both \((a, b)\) and \([a, b]\), we call it a fundamental principal system for (1.2) on \([a, b]\) (see Willett [8]).

Hartman [2], [3], [4], Levin [5] and Willett [7], [8] have demonstrated the existence of principal systems for (1.1). (The work of Hartman and Levin is also discussed by Coppel [1].) Willett [8] obtained necessary and sufficient conditions for (1.1) to have fundamental principal systems on \([a, b]\). These investigations depend on the properties of Wronskians formed from solutions of (1.1). We use a different approach which applies to a larger class of equations; namely, those of the form (1.2) with (1.3) replaced by

\[
\beta_i \in C(a, b), \quad \beta_i > 0, \quad 0 \leq i \leq n.
\]

A function \(x\) is a solution of such an equation if the derivatives indicated in (1.2) exist and satisfy (1.2). If we define

\[
L_0 x = \frac{x}{\beta_0}, \quad L_j x = \frac{1}{\beta_j} (L_{j-1} x)', \quad 1 \leq j \leq n,
\]

then \(L x = L_n x\); hence (1.2) is equivalent to the system

\[
\xi_j' = \beta_{j+1} \xi_{j+1}, \quad 0 \leq j \leq n - 2, \quad \xi_{n-1} = 0,
\]

with \(\xi_j = L_j x\), and therefore the usual existence and uniqueness theorems for linear equations apply to (1.2).

We shall write the operator \(L\) in (1.2) as

\[
L = \frac{1}{\beta_n} \frac{d}{dt} \frac{1}{\beta_{n-1}} \cdots \frac{d}{dt} \frac{1}{\beta_1} \frac{d}{dt} \frac{1}{\beta_0},
\]

and denote the class of such operators that satisfy (1.4) by \(D(a, b)\). In §2 we show that an operator \(L\) in \(D(a, b)\) can be written in certain canonical forms, and use this to prove that (1.2) has principal systems on \((a, b)\) and \([a, b]\). We also give necessary and sufficient conditions for (1.2) to have fundamental principal systems on \([a, b]\).
Throughout this paper \( c \) is a fixed point in \((a, b)\) and \( n \geq 2 \).

2. Canonical forms and principal systems. The following notation of Willett provides a convenient way to represent solutions of (1.2).

If \( \alpha_1, \alpha_2, \ldots \) are continuous on \((a, b)\), define

\[
I_j = 1, \\
I_j(t, s; \alpha_j, \ldots, \alpha_1) = \int_s^t \alpha_j(\lambda) I_{j-1}(\lambda, s; \alpha_{j-1}, \ldots, \alpha_1) d\lambda, \quad j \geq 1.
\]

The functions

\[
(2.1) \quad x_j(t) = \beta_0(t) I_j(t, c; \beta_1, \ldots, \beta_{j-1}), \quad 1 \leq j \leq n,
\]

are solutions of (1.2), and repeated application of Rolle’s theorem shows that a nontrivial linear combination of \( x_1, \ldots, x_k \) (\( 1 \leq k \leq n \)) cannot have more than \( k - 1 \) zeros in \((a, b)\). This implies that \( \{x_1, \ldots, x_n\} \) is a fundamental system for (1.2) and (1.2) is disconjugate on \((a, b)\).

L’Hospital’s rule shows that (2.1) defines a principal system for (1.2) on \((a, b]\) if

\[
(2.2) \quad \int_b^a \beta_j dt = \infty, \quad 1 \leq j \leq n - 1,
\]

while the functions

\[
(2.3) \quad z_j(t) = (-1)^{n-j} \beta_0(t) I_{n-j}(t, c; \beta_1, \ldots, \beta_{n-j}), \quad 1 \leq j \leq n,
\]

form a principal system for (1.2) on \([a, b)\) if

\[
(2.4) \quad \int_a^b \beta_j dt = \infty, \quad 1 \leq j \leq n - 1.
\]

However, a given representation of an operator in \( D(a, b) \) may fail to satisfy either (2.2) or (2.4). For example, the operator defined by \( Lx = x''' - x' \) is in \( D(-\infty, \infty) \), and can be represented as

\[
L = e^t \frac{d}{dt} e^{-t} \frac{d}{dt} e^t \frac{d}{dt} 1,
\]

which satisfies neither (2.2) nor (2.4). Nevertheless, \( L \) can be rewritten as

\[
L = e^t \frac{d}{dt} e^{-t} \frac{d}{dt} e^t \frac{d}{dt} e^{-t},
\]

which satisfies (2.2), or as

\[
L = e^{-t} \frac{d}{dt} e^t \frac{d}{dt} e^t \frac{d}{dt} e^{-t},
\]

which satisfies (2.4).
Theorem 1. Any operator $L$ in $D(a, b)$ has a representation (1.6) which satisfies (2.2), and this requirement determines $\beta_0, \ldots, \beta_n$ up to positive multiplicative constants with product 1. The same statement is true with (2.2) replaced by (2.4).

We shall say that $L$ is in canonical form at $b$ if (2.2) holds, or in canonical form at $a$ if (2.4) holds.

It is convenient to prove Theorem 1 by means of a series of lemmas and corollaries, as follows.

Lemma 1. If

\[(2.5) \quad M = \frac{1}{\xi_2} \frac{d}{dt} \frac{1}{\xi_1} \frac{d}{dt} \xi_0 \]

is in $D(a, b)$, with $\int_a^b \xi dt < \infty$, then $M$ can be rewritten as

\[(2.6) \quad M = \frac{1}{\eta_2} \frac{d}{dt} \frac{1}{\eta_1} \frac{d}{dt} \eta_0 \]

so that $\int_a^b \eta dt = \infty$, with

$$
\eta_0 = \xi_0 \int_a^b \xi_1 dr, \quad \eta_1 = \xi_1 \left( \int_a^b \xi_1 dr \right)^{-2},
$$

and

$$
\eta_2 = \xi_2 \int_a^b \xi_1 dr.
$$

Proof. Straightforward evaluation of $Mx$, with $M$ as defined by (2.6), shows that (2.5) and (2.6) define the same operator.

Lemma 2. If

\[(2.7) \quad N = \frac{1}{\mu_3} \frac{d}{dt} \frac{1}{\mu_2} \frac{d}{dt} \frac{1}{\mu_1} \frac{d}{dt} \mu_0 \]

is in $D(a, b)$, with

\[(2.8) \quad \int_a^b \mu_1 dt = \infty \quad \text{and} \quad \int_a^b \mu_2 dt < \infty,

then $N$ can be rewritten as

\[(2.9) \quad N = \frac{1}{\nu_3} \frac{d}{dt} \frac{1}{\nu_2} \frac{d}{dt} \frac{1}{\nu_1} \frac{d}{dt} \nu_0,

where the $\nu_i$ are in $C(a, b)$ and positive, and $\int_a^b \nu_i dt = \infty, i = 1, 2$.

Proof. By applying the device of Lemma 1 to $\mu_2$, we obtain

\[(2.10) \quad N = \frac{1}{\nu_3} \frac{d}{dt} \frac{1}{\nu_2} \frac{d}{dt} \frac{1}{\nu_1} \frac{d}{dt} \nu_0,
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\[ \begin{align*}
\text{(a)} & \quad \tilde{v}_0 = \mu_0, \\
\text{(b)} & \quad \tilde{v}_1 = \mu_1 \int_a^b \mu_2 \, dr, \\
\text{(c)} & \quad \tilde{v}_2 = \mu_2 \left( \int_a^b \mu_2 \, dr \right)^{-2}, \\
\text{(d)} & \quad \tilde{v}_3 = \mu_3 \int_a^b \mu_2 \, dr.
\end{align*} \]  

(2.10)

Now \( \int_a^b \tilde{v}_2 \, dt = \infty \); hence, if \( \int_a^b \tilde{v}_1 \, dt = \infty \), then we are finished, with \( \nu_i = \tilde{\nu}_i \), \( 0 \leq i \leq 3 \). If \( \int_a^b \tilde{v}_1 \, dt < \infty \), we apply the device of Lemma 1 to \( \tilde{v}_1 \) in (2.9) to obtain (2.8) with

\[ \begin{align*}
\nu_0 &= \tilde{v}_0 \int_a^b \tilde{v}_1 \, dr, \\
\nu_1 &= \tilde{v}_1 \left( \int_a^b \tilde{v}_1 \, dr \right)^{-2}, \\
\nu_2 &= \tilde{v}_2 \int_a^b \tilde{v}_1 \, dr, \\
\nu_3 &= \tilde{v}_3.
\end{align*} \]

Now \( \int_a^b \tilde{v}_1 \, dt = \infty \). Let \( a < t_0 < t_1 < b \); then integration by parts of

\[ \int_{t_0}^{t_1} \nu_2 \, dt = \int_{t_0}^{t_1} \tilde{v}_2(t) \left( \int_a^b \tilde{v}_1(r) \, dr \right) \, dt, \]

in conjunction with (2.10(b)) and (2.10(c)), yields

\[ \int_{t_0}^{t_1} \nu_2 \, dt = \left( \int_a^b \mu_2 \, dr \right)^{-1} \left( \int_a^b \tilde{v}_1(r) \, dr \right) |_{t_0}^{t_1} + \int_{t_0}^{t_1} \mu_4 \, dt. \]

Therefore, (2.7) implies that \( \int_a^b \nu_2 \, dt = \infty \). This completes the proof of Lemma 2.

Lemmas 1 and 2 also hold with \( \int_a^b \tilde{v}_1 \, dt = \infty \); hence, if \( \int_a^b \tilde{v}_1 \, dt = \infty \), then we are finished, with \( \nu_i = \tilde{\nu}_i \), \( 0 \leq i \leq 3 \). If \( \int_a^b \tilde{v}_1 \, dt < \infty \), we apply the device of Lemma 1 to \( \tilde{v}_1 \) in (2.9) to obtain (2.8) with

\[ \begin{align*}
\nu_0 &= \tilde{v}_0 \int_a^b \tilde{v}_1 \, dr, \\
\nu_1 &= \tilde{v}_1 \left( \int_a^b \tilde{v}_1 \, dr \right)^{-2}, \\
\nu_2 &= \tilde{v}_2 \int_a^b \tilde{v}_1 \, dr, \\
\nu_3 &= \tilde{v}_3.
\end{align*} \]

Now \( \int_a^b \tilde{v}_1 \, dt = \infty \). Let \( a < t_0 < t_1 < b \); then integration by parts of

\[ \int_{t_0}^{t_1} \nu_2 \, dt = \int_{t_0}^{t_1} \tilde{v}_2(t) \left( \int_a^b \tilde{v}_1(r) \, dr \right) \, dt, \]

in conjunction with (2.10(b)) and (2.10(c)), yields

\[ \int_{t_0}^{t_1} \nu_2 \, dt = \left( \int_a^b \mu_2 \, dr \right)^{-1} \left( \int_a^b \tilde{v}_1(r) \, dr \right) |_{t_0}^{t_1} + \int_{t_0}^{t_1} \mu_4 \, dt. \]

Therefore, (2.7) implies that \( \int_a^b \nu_2 \, dt = \infty \). This completes the proof of Lemma 2.

Proof of Theorem 1 (existence). The proof is by induction. Lemmas 1 and 2 imply existence for \( n = 2 \) and \( n = 3 \). Suppose \( n \geq 4 \) and existence has been established for any \( (n - 1) \)st order operator in \( D(a, b) \). Then any \( n \)th order operator in \( D(a, b) \) can be written as

\[ L = \frac{1}{\alpha_n} \frac{d}{dt} \frac{1}{\alpha_{n-1}} \cdots \frac{d}{dt} \frac{1}{\alpha_1} \frac{d}{dt} \frac{1}{\alpha_0}, \]

with

\[ \int_a^b \alpha_j \, dt = \infty, \quad 1 \leq j \leq n - 2. \]
If \( \int_a^b \alpha_{n-1} \, dt = \infty \), then \( L \) is already in canonical form at \( b \) and there is nothing to prove. If \( \int_a^b \alpha_{n-1} \, dt < \infty \), we construct a sequence of representations

\[
L = \frac{1}{\alpha_{n-1} dt} \frac{1}{\alpha_{n-2} dt} \cdots \frac{1}{\alpha_1 dt} \frac{1}{\alpha_0 dt},
\]

with \( \alpha_{j0} = \alpha_j \), \( 0 \leq j \leq n \), and, for \( i \geq 1 \):

\[
\begin{align*}
(a) \quad & \alpha_{ji} = \alpha_{j-1,i-1}, \quad j \neq n - i + 1, n - i \text{ or } n - i - 1, \\
(b) \quad & \alpha_{n-i+1,j} = \alpha_{n-i+1,j-1} \int_a^b \alpha_{n-i-1,j-1} \, dr, \\
(c) \quad & \alpha_{n-i,j} = \alpha_{n-i-1,j} \left( \int_a^b \alpha_{n-i-1,j} \, dr \right)^{-1}, \\
(d) \quad & \alpha_{n-i-1,j} = \alpha_{n-i-1,j-1} \int_a^b \alpha_{n-i-1,j} \, dr.
\end{align*}
\]

This process terminates at the \( i \)th step if

\[
\int_a^b \alpha_{ji} \, dt = \infty
\]

for all \( j \) in \( \{1, \ldots, n - 1\} \). If \( 0 \leq i \leq n - 2 \), then (2.11), (2.12) and Lemma 2 imply that (2.13) holds for all such \( j \) with the possible exception of \( j = n - i - 1 \); hence, the process terminates when \( i \) is such that \( \int_a^b \alpha_{n-i-1,i} \, dt = \infty \), or when \( i = n - 1 \), whichever occurs first. If it terminates with \( i = \nu \), we take \( \beta_j = \alpha_j \) in (1.6). This completes the induction and the existence proof.

Coupled with the earlier discussion of (2.1) and (2.3), this existence theorem yields the following corollary.

**Corollary 1.** If \( L \) is in \( D(a, b) \), then (1.2) has principal systems on \((a, b]\) and \([a, b)\).

The essential uniqueness of the canonical forms is a consequence of the following lemma, which was stated without proof by Levin [5, p. 59] for disconjugate equations of the form (1.1). The lemma follows directly from the properties of principal systems.

**Lemma 3.** If \( \{x_1, \ldots, x_n\} \) and \( \{y_1, \ldots, y_n\} \) are principal systems for (1.2) on \((a, b]\) \((a, b))\), then

\[
y_i = \sum_{j=1}^i a_{ij} x_j \quad \left( y_i = \sum_{j=1}^n a_{ij} x_j \right),
\]

where the \( \{a_{ij}\} \) are constants and \( a_{ii} > 0 \).

**Corollary 2.** If \( \{x_1, \ldots, x_n\} \) and \( \{y_1, \ldots, y_n\} \) are fundamental principal systems for (1.2) on \([a, b]\), then \( x_i = \lambda_i y_i \), \( 1 \leq i \leq n \), where \( \lambda_1, \ldots, \lambda_n \) are positive constants.
Corollary 3. Let \( L \) in (1.6) be in canonical form at \( b \), suppose \( L_0, \ldots, L_{n-1} \) are as defined by (1.5), and let \( \{ y_1, \ldots, y_n \} \) be a principal system for (1.2) on \( (a, b] \). Then:

\[
\begin{align*}
(a) \quad & L_i y_j = 0, \quad 1 \leq j \leq i; \\
(b) \quad & L_i y_{i+1} = \rho_i \quad (= \text{positive constant}), \quad 0 \leq i \leq n - 1.
\end{align*}
\]  

Proof. If \( x_1 \) is as defined by (2.1), then (2.14) holds with \( \rho_1 = 1 \). Hence, the conclusion follows from Lemma 3.

An analogous result is valid if \( \{ y_1, \ldots, y_n \} \) is a principal system for (1.2) on \([a, b)\).

Proof of Theorem 1 (essential uniqueness). Suppose (1.6) and

\[
L = \frac{1}{\alpha_n} \frac{d}{dt} \alpha_{n-1} \cdots \frac{d}{dt} \alpha_1 \frac{d}{dt} \alpha_0
\]

are both canonical forms for \( L \) at \( b \). Then

\[
y_j(t) = \alpha_0(t) I_{j-1}(t, c; \alpha_1, \ldots, \alpha_{j-1}), \quad 1 \leq j \leq n,
\]
defines a principal system for (1.2) on \((a, b]\), and (2.14b) yields

\[
L_j \alpha_0(t) I_j(t, c; \alpha_1, \ldots, \alpha_j) = \rho_j, \quad 0 \leq j \leq n - 1,
\]
with \( L_0, \ldots, L_{n-1} \) as defined by (1.5). Suppose it is known that

\[
\alpha_0 = \rho_0 \beta_0, \quad \alpha_1 = (\rho_1/\rho_0) \beta_1, \ldots, \alpha_{j-1} = (\rho_{j-1}/\rho_{j-2}) \beta_{j-1},
\]
for some \( j \), \( 2 \leq j \leq n - 1 \). (Direct computation with (2.16) verifies (2.17) for \( j = 2 \).) Then, from (2.16),

\[
\rho_j = \rho_{j-1} L_j \beta_0(t) I_j(t, c; \beta_1, \ldots, \beta_{j-1}, \alpha_j) = \rho_{j-1} \alpha_j / \beta_j,
\]

which yields (2.17) with \( j \) replaced by \( j + 1 \). Thus, by induction, (2.17) holds for \( j = n \), and (2.15) can be rewritten as

\[
L = \frac{1}{\rho_{n-1}} \frac{1}{\alpha_n} \frac{d}{dt} \beta_{n-1} \cdots \frac{d}{dt} \beta_1 \frac{d}{dt} \beta_0
\]

Now define

\[
x_{n+1} = \beta_0(t) I_n(t, c; \beta_1, \ldots, \beta_n).
\]

From (1.2), \( L x_{n+1} = 1 \), while from (2.18), \( L x_{n+1} = (1/\rho_{n-1}) \beta_n/\alpha_n \); hence \( \alpha_n = \beta_n/\rho_{n-1} \), which completes the proof.

Although (1.2) always has principal systems on \((a, b]\) and \([a, b)\), the next theorem shows that it may fail to have a fundamental principal system on \([a, b]\).
Theorem 2. Suppose the operator $L$ in (1.6) is in canonical form at $b$. Then (1.2) has a fundamental principal system on $[a, b]$ if and only if

$$\int_a \beta_i dt < \infty, \quad 1 \leq i \leq n - 1.$$  \hspace{1cm} (2.19)

**Proof.** For sufficiency, observe that (2.19) implies that the integrals in

$$x_j(t) = \beta_0(t)I_{j-1}(t, a; \beta_1, \ldots, \beta_{j-1}), \quad a < t < b,$$

exist for $1 \leq j \leq n$, and that these functions form a fundamental system for (1.2) on $[a, b]$. For necessity, suppose $\{y_1, \ldots, y_n\}$ is a fundamental principal system for (1.2) on $[a, b]$. From Lemma 3,

$$y_i(t) = \beta_0(t) \sum_{j=1}^l a_{ij}I_{j-1}(t, c; \beta_1, \ldots, \beta_{j-1}), \quad 1 \leq i \leq n,$$

for suitable constants $(a_{ij})$. In particular, $y_1 = a_1\beta_0$, and therefore

$$0 = \lim_{t \to c} \frac{y_2(t)}{y_1(t)} = a_{11} \lim_{t \to c} (a_{21} + a_{22}I_{1}(t, c; \beta_1)).$$

Since $a_{22} \neq 0$, this implies that $I_{1}(a, c; \beta_1)$ exists, which confirms (2.19) for $j = 1$, and completes the proof if $n = 2$. Now suppose $n > 2$ and the desired conclusion holds for all operators in $D(a, b)$ of order $n - 1$. Since (2.14(a)) implies that $\{y_1, \ldots, y_{n-1}\}$ is a fundamental principal system on $[a, b]$ for the equation

$$L_{n-1}x = \frac{1}{\beta_{n-1}} \frac{d}{dt} \frac{1}{\beta_{n-2}} \cdots \frac{d}{dt} \frac{1}{\beta_1} \frac{d}{dt} \frac{x}{\beta_0} = 0,$$

it follows from the induction assumption that (2.19) holds with $n$ replaced by $n - 1$ and therefore that $x_1, \ldots, x_{n-1}$, as defined for $1 \leq j \leq n - 1$ by (2.20), also form a fundamental principal system for (2.22) on $[a, b]$. Therefore, from Corollary 2,

$$y_{n-1}(t) = \lambda_{n-1}^{-1} \beta_0(t)I_{n-2}(t, a; \beta_1, \ldots, \beta_{n-2}).$$

This, together with (2.21) and repeated application of L'Hospital's rule, yields

$$0 = \lim_{t \to a} \frac{y_n(t)}{y_{n-1}(t)} = \lambda_{n-1} \lim_{t \to a} (a_{nn-1} + a_{nn}I_{1}(t, c; \beta_{n-1})), $$

which implies that $I_{1}(a, c; \beta_{n-1})$ exists. This confirms (2.19) and completes the induction.
It can be shown in the same way that if (1.6) is in canonical form at \(a\), then (1.2) has a fundamental principal system on \([a, b]\) if and only if

\[
\int_{b}^{a} \beta_{i} \, dt < \infty, \quad 1 \leq i \leq n - 1.
\]
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