THE UNITARY REPRESENTATIONS OF THE GENERALIZED LORENTZ GROUPS

BY

ERNEST A. THIELEKER

ABSTRACT. For \( n \geq 2 \), let \( G(n) \) denote the two-fold covering group of \( \text{SO}_e(1, n) \). In case \( n \geq 3 \), \( G(n) \) is isomorphic to \( \text{Spin}(1, n) \) and is simply connected. In a previous paper we determined all the irreducible quasi-simple representations of these groups, up to infinitesimal equivalence. The main purpose of the present paper is to determine which of these representations are unitarizable. Thus, with the aid of some results of Harish-Chandra and Nelson we determine all the irreducible unitary representations of \( G(n) \), up to unitary equivalence. One by-product of our analysis is the explicit construction of the infinitesimal equivalences, which are known to exist from our previous work, between the various subquotient representations and certain subrepresentations in the nonirreducible cases of the nonunitary principal series representations of \( G(n) \).

1. Introduction. For \( n \geq 2 \), let \( G(n) \) denote a two-fold covering group of \( \text{SO}_e(1, n) \). The latter group is the identity component of the orthogonal group of a real nondegenerate quadratic form of signature \((+, - \cdots -)\) and of dimension \( n + 1 \). In case \( n \geq 3 \), \( G(n) \) is isomorphic to \( \text{Spin}(1, n) \) and is simply connected. For \( n = 2 \), \( G(n) \) is isomorphic to \( \text{SL}(2, \mathbb{R}) \). In a previous paper we determined, up to infinitesimal equivalence, all the irreducible quasi-simple representations of \( G(n) \). The main purpose of the present paper is to determine which of these representations are unitarizable. Thus, with the aid of some results of Harish-Chandra [3a, b] and Nelson [6], we determine all the unitary representations of \( G(n) \), up to unitary equivalence.

Before explaining the results and methods of this paper in more detail, we make some remarks concerning the notation. For any unexplained notation we refer the reader to [10]. One major change, however, is that \( G(n) \) refers here to the group \( \text{Spin}(1, n) \), rather than to the group \( \text{SO}_e(1, n) \). A similar change in
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notation applies to the various subgroups of Spin(1, n) under consideration. In dealing with the nonunitary principal series representations here, it will be more convenient to use the so-called compact picture, rather than the induced picture extensively used in [10]. Thus, let \([\mathcal{H}, \mu]\) be an irreducible finite-dimensional representation of the subgroup \(M(n)\), and let \(\Lambda\) be a complex character of the subgroup \(S(n)\). Then \(\Lambda\mu\) is a finite-dimensional irreducible representation of the parabolic subgroup \(S(n)M(n)\). Let \(\rho_K\) denote the restriction-to-\(K(n)\) map which takes functions in the space \(C_{\Lambda\mu}(G(n), \mathcal{H})\) onto their restrictions to \(K(n)\).

Then \(\rho_K\) is a linear isomorphism, and a \(K(n)\)-module isomorphism from the \(K(n)\)-module \([C_{\Lambda\mu}(G(n), \mathcal{H}), R]\) to the \(K(n)\)-module \([C_{\mu}(K(n), \mathcal{H}), R]\). Hence \(\rho_K\) extends to an isometry \(\beta_K\) from the Hilbert space completion \(L^2_{\Lambda\mu}(G(n), \mathcal{H})\) to the Hilbert space completion \(L^2_{\mu}(K(n), \mathcal{H})\). As in [10, \$8] we denote by \(\Pi_\Lambda\) the action of \(G(n)\) on \(L^2_{\mu}(K(n), \mathcal{H})\) defined by \(\Pi_\Lambda(g) = \beta_K(g)R(g)\beta_K^{-1}\) for all \(g \in G(n)\). As in [10], let \([dC_{\mu}(K(n), \mathcal{H}), d\Pi_\Lambda]\) denote the \(U(G(n))\)-module of \(K(n)\)-finite vectors of \([L^2_{\mu}(K(n), \mathcal{H}), \Pi_\Lambda]\). (Of course, this \(U(G(n))\)-module is also the \(C(G(n))\)-module of \(K(n)\)-finite vectors for the Banach space representation \([C_{\mu}(K(n), \mathcal{H}), R]\).)

By using some results of [10], in particular Theorem 1 of that paper, we construct the possible \(U(G(n))\)-module homomorphisms (intertwining maps) from the \(U(G(n))\)-module \([dC_{\mu}(K(n), \mathcal{H}), d\Pi_\Lambda]\) to the \(U(G(n))\)-module \([dC_{\mu}(K(n), \mathcal{H}), d\Pi_{\Lambda'}]\), where \(\bar{\mu}\) is the irreducible representation of \(M(n)\) corresponding to the character of \(\mu\). \(\Lambda'\) is the Weyl conjugate character of \(S(n)\) defined by \(\Lambda' = \bar{\Lambda}^{-1}\bar{\mu}\), where we recall that \(P^2\) is the character of \(S(n)\) defined by \(P^2(s) = \det \Ad_{S(n)}(s)\), for \(s \in S(n)\). Equivalently, \(P^2\) is determined by the condition \(dP^2(H) = 2dP(H) = (n - 1)\). Note also that \(\bar{\mu}\) is the representation of \(M(n)\) which is conjugate to \(\mu\) by the automorphism of \(M(n)\) determined by the nontrivial element of the Weyl group of \(G(n)/K(n)\). Similarly, \(\Lambda'\) is the conjugate of \(\Lambda\) determined by this Weyl group element in the usual way. In more detail, we use the formula in Theorem 1 of [10] to obtain a recursion relation for the Fourier components of the intertwining operators. These recursion relations can be solved completely in terms of certain rational functions of \(d\Lambda(H)\) (essentially ratios of \(\Gamma\)-functions).

It follows, incidentally, from our main result that the \(U(G(n))\)-module homomorphisms constructed here must be proportional to the restrictions to the space of \(K(n)\)-finite vectors of the integral operators of Knapp and Stein [5], or of those of Schiffmann [8], in the cases where these integral operators are defined. We point out however that our methods yield intertwining operators for all characters \(\Lambda\), even for those which correspond to the poles of the meromorphically continued Knapp and Stein operators. For these "singular" characters \(\Lambda\) our intertwining homomorphisms have nontrivial kernels. Thus one by-product of our analysis is to
construct explicitly the isomorphisms which exist between quotient representations and certain subrepresentations in the nonirreducible cases of the nonunitary principal series. The existence of these isomorphisms was pointed out by us in [10] by using some results on characters of Harish-Chandra.

Because of the explicit form of the $U(G(n))$-module homomorphisms constructed here, it is relatively easy to determine which of these homomorphisms lead to positive definite inner products. By using these results, we get a complete classification of the infinitesimally unitary representations. By using a result of Nelson [6], one can then get a complete classification of the irreducible unitary representations of $G(n)$. However, in the case of the complementary series that Knapp and Stein get for $G(n)$, we can construct such a globalization explicitly.

Although the details of the results on unitary representations appear in §7, let us make some general remarks on these results. For the purposes of discussing unitary representations, it is convenient to use the complex parameter $\nu$ defined by $\nu = dA(H) + (n - 1)/2$. Then the principal series correspond to imaginary $\nu$. In addition, there are certain complementary series corresponding to certain overlapping intervals on the real $\nu$-axis. These have been constructed by Knapp and Stein in [5] for the groups under consideration here, as well as for the other split-rank one classical groups. In addition to the complementary series there are also unitary representations corresponding to the right end points of the Knapp and Stein complementary series intervals, as well as unitary representations corresponding to certain isolated points on the real $\nu$-axis. These end point and isolated point representations correspond to some of the nonirreducible cases of the nonunitary principal series. For the latter unitary representations the intertwining operators define positive (indefinite) inner products on the spaces of $K(n)$-finite vectors. The radicals of these forms are just the kernels of the corresponding intertwining homomorphisms, and the corresponding unitary representations can be defined on the Hilbert space completions of the quotients of the induced representations modulo these kernels. It is known that in the special case of $\text{SL}(2, \mathbb{R})$, the discrete series representations arise in this manner. This fact can easily be established for this group by the computations of Bargmann [1]. In the general case, however, the kernels are not finite dimensional, in general. For $n = 4$, the square integrable representations of Dixmier can also be obtained in this way. A formal analogy with the Dixmier representations allows us to guess which of these isolated point representations correspond to square integrable representations in the case of general even $n$. However, we do not prove square integrability of these representations in this paper.

The following is an outline of the paper. In the next section we derive the recursion relations for the Fourier components of the intertwining operators. In §3 we construct the various candidates for these intertwining operators and state
the main result for them (Theorem 1). In §4 this theorem is proved, along with some lemmas which are also needed for the remaining results of the paper. We remark incidentally that the form of these Fourier components of the intertwining operators reduce in the case of class 1 representations, to some formulas for Fourier components of intertwining operators announced by Johnson and Wallach in [4]. However, Wallach's formulas are valid for more general real-rank 1 groups. (See also [11].) In §5 we apply the results on the intertwining maps to obtain an explicit construction of the isomorphisms between the subquotient representations in the nonirreducible cases of the nonunitary principal series, and certain subrepresentations. These isomorphisms were already known to exist from our work in [10], but there we based our argument on some results of Harish-Chandra's character theory. In §6 we discuss infinitesimally pseudo-unitary representations as a preliminary step in the discussion of the unitary representations. The unitary representations are classified in §7, and the results of the arguments in that section are summarized in Theorem 3. In §8 we compare our results with some known results and offer some conjectures.

We gratefully acknowledge some encouraging comments made by N. Wallach concerning the methods and the problems under consideration in this paper.

2. Basic recursion relations for the Fourier components of the intertwining operators. We make some preliminary remarks and recall some notation from [10]. If \( L \) denotes a compact group, then \( \Omega(L) \) denotes the set of equivalence classes of finite-dimensional irreducible representations of \( L \). Of course, this set is equal to the set of equivalence classes of irreducible unitary representations of \( L \). If \([\mu]\) \( \in \Omega(M(n))\), we denote by \( \Omega_\mu(K(n)) \) the set of classes in \( \Omega(K(n)) \) whose restrictions to the subgroup \( M(n) \) contain the class \([\mu]\), under complete reduction. The elements of the subset \( \Omega_\mu(K(n)) \) are called the \( \mu \)-admissible classes in \( \Omega(K(n)) \). As in [10, §3], we define an Hermitian inner product on \( G(n)_C \), given by \( (X, Y) = -cB(X, \Theta Y) \), for \( X \) and \( Y \in G(n) \), and where \( B \) is the Killing form on \( G(n)_C \), and \( \Theta \) is the Cartan involution corresponding to the Cartan decomposition \( G(n) = K(n) + P(n) \), and \( c = \frac{1}{2}(n - 1) \). Then let \( H \) denote the element of \( P(n) \) given in matrix units by \( H = Y_{01} = E_{01} + E_{10} \); so that we may, and do, take \( A(n) = RH \). Then also \( \alpha(H) = 1 \), where \( \alpha \) is the unique restricted positive root with respect to some Weyl chamber in \( A(n) \). We let \( H(n) \) be some Cartan subalgebra of \( K(n) \), such that the intersection \( H(n) \cap M(n) \) is a Cartan subalgebra of the subgroup \( M(n) \). Let \( p \) be the rank of \( K(n) \), and let \( (ie_1, \cdots, ie_p) \) be an ordered orthonormal basis of \( H(n)_C \); so that \( e_i, 1 \leq i \leq p \), are real forms on \( iH(n) \). (We identify \( H(n)_C \) with its dual via the form \( (, ) \).) Then, for each class \([\omega]\) \( \in \Omega(K(n)) \), the highest weight \( \Lambda_\omega \) can be expressed in the form \( \Lambda_\omega = \sum_{i=1}^{p} \Lambda_{\omega i}e_i \), where the components
Let us realize the Weyl group of $G(n)/K(n)$ as the factor group $N_K(M(n))/M(n)$, where $N_K(M(n))$ is the normalizer of $M(n)$ in $K(n)$. Then there exists an element $w$ in the coset other than $M(n)$ such that $Ad(w)e_1 = e_1$, for $i \neq p$, and $Ad(w)e_p = -e_p$. It follows easily that if $n = 2p$ and if $[\mu] \in \Omega(M(n))$, then the Weyl conjugate representation: $m \mapsto \mu^w(m) = \mu(Ad(w)m)$ is equal to $\mu$, while for $n = 2p + 1$, and $[\mu] \in \Omega(M(n))$, the Weyl conjugate representation $\mu^w$ has highest weight $\Lambda_{\mu w^1}$ whose components are $\Lambda_{\mu w^1} = \Lambda_{\mu^1}$ for $i \neq p$, and $\Lambda_{\mu w^p} = -\Lambda_{\mu^p}$. Thus this Weyl conjugate is equal to the representation $\bar{\mu}$ whose character is the complex conjugate of the character of $\mu$. We note finally that $Ad(w)H = -H$.

As in [10] we define for each $Y \in P(n)$ the function $\Phi_Y$ on the subgroup $K(n)$ by $k \mapsto \Phi_Y(k) = (Ad(k)Y, H)$, and let $S$ denote the pointwise algebra of functions generated over $C$ by these functions. Then $S$ is the pointwise algebra generated by the polynomial functions on the sphere $(Ad K)h$.

Now let $T$ be a $U(G(n))$-module homomorphism from the $U(G(n))$-module $[dC_{\mu}(K(n), H), d\Pi_{\Lambda}]$ to the $U(G(n))$-module $[dC_{\mu}(K(n), H), d\Pi_{\Lambda}]$, where for each complex character $\Lambda(S(n))$, $\Lambda'$ denotes the character $\Lambda^{-1}\Pi^{2}$. We also write $\nu = d\Lambda(H) - dP(H) = \lambda - (n - 1)/2$. Then we have for the parameter $\nu'$, defined by $\nu' = d\Lambda'(H) - dP(H)$, $\nu' = -\nu$. We remark that $\mu = \bar{\mu}$, if and only if $n = 2p$ or $n = 2p + 1$ and the component $\Lambda_{\mu^p}$ is equal to zero. More generally, let $U$ be any intertwining map from the $U(G(n))$-module $[dC_{\mu}(K(n), H), d\Pi_{\Lambda}]$ to the $U(G(n))$-module $[dC_{\mu''}(K(n), H), d\Pi_{\Lambda''}]$, where $[H'', \mu'']$ is not necessarily equal to $[H, \mu]$, and $\Lambda''$ is not necessarily equal to $\Lambda'$. Let $E_{\omega}$ denote, for each class $[\omega] \in \Omega(K(n))$, the Hermitian projection on the Hilbert space direct sum: $\bigoplus \{L^2_{\omega}(K(n), H_{\tau}) : [\tau] \in \Omega(M(n))\}$ which projects onto the subspace of elements which transform under $[\omega]$. (For any class $[\tau]$, $L^2_{\omega}(K(n), H_{\tau})$ is identified with its canonical projection in this direct sum.) Since $U$ intertwines the action of right translations by elements of $K(n)$, it follows from a standard argument that $U$ commutes with the operator $E_{\omega}$ for each class $[\omega] \in \Omega(K(n))$. We denote by $U_{\omega}$ the operator $U_{\omega} = E_{\omega}U = UE_{\omega}$, which maps $L^2_{\mu}(K(n), H)$ into $L^2_{\mu}(K(n), H'')$. For each class $[\omega] \in \Omega(K(n))$, $U_{\omega}$ is called the Fourier component of $U$ belonging to the class $[\omega]$. Clearly, by the Frobenius reciprocity theorem for compact groups, $U_{\omega} = 0$, if $[\omega]$ is not $\mu$-admissible.
Now, let us assume that \([H'', \mu''] = [H, \mu]\). Then \(U\) must intertwine the action of \(K(n)\) on \(dC_\mu(K(n), H)\), which is the action of right translations. It follows easily from Schur's lemma, and from the fact that each class in \(\Omega(K(n))\) occurs with multiplicity at most one in the complete reduction of the \(K(n)\)-module \(L^2_\mu(K(n), H)\), that \(U_\omega = u_n(\mu, \nu, \omega)E_\omega\), where \(u_n(\mu, \nu, \omega)\) is a complex number which is different from zero only if \([\omega]\) is \(\mu\)-admissible. If \(\mu = \bar{\mu}\), then we can similarly write for the Fourier components of \(T, T_\omega = t_n(\mu, \nu, \omega)E_\omega\), where \(t_n(\mu, \nu, \omega)\) is a complex number, which is different from zero only if \([\omega]\) is a \(\mu\)-admissible class.

The first lemma applies to the situation when \(\mu = \bar{\mu}\). We write \(\nu'' = d\Lambda(H) - (n - 1)/2\).

**Lemma 1 (basic recursion relation).** Assume that for some index \(i\) with \(1 \leq i \leq p\), that \(\Lambda_\omega\) and \(\Lambda_\omega + \varepsilon_i\) are both highest weights of \(\mu\)-admissible classes in \(\Omega(K(n))\). Then the following statements are true.

1. The numbers \(u_n(\mu, \nu, \Lambda_\omega)\) and \(u_n(\mu, \nu, \Lambda_\omega + \varepsilon_i)\) must satisfy the pair of equations (here we identify the elements of \(\Omega(K(n))\) with their highest weights):

\[
(u'' + \Lambda_{\omega i} - i + (n + 1)/2)u_n(\mu, \nu, \Lambda_\omega) - (\nu + \Lambda_{\omega i} - i + (n + 1)/2)u_n(\mu, \nu, \Lambda_\omega + \varepsilon_i) = 0,
\]

\[
(\nu - \Lambda_{\omega i} + i - (n + 1)/2)u_n(\mu, \nu, \Lambda_\omega) - (\nu'' - \Lambda_{\omega i} + i - (n + 1)/2)u_n(\mu, \nu, \Lambda_\omega + \varepsilon_i) = 0.
\]

2. The map \(U\) is nonzero only if either \(\nu'' = -\nu\), or \(\nu'' = \nu\). In the latter case \(U\) is a scalar map.

3. Let \(T\) be an intertwining map from \([dC_\mu(K(n), H), d\Pi_\Lambda]\) to \([dC_\mu(K(n), H), d\Pi_\Lambda']\). Then the complex coefficients \(t_n(\mu, \nu, \Lambda_\omega + \varepsilon_i)\) must satisfy the recursion relations

\[
(\Lambda_{\omega i} - i + (n + 1)/2 - \nu)t_n(\mu, \nu, \Lambda_\omega) = (\Lambda_{\omega i} - i + (n + 1)/2 + \nu)t_n(\mu, \nu, \Lambda_\omega + \varepsilon_i).
\]

**Proof.** Let \([\omega']\) denote the class in \(\Omega(K(n))\) corresponding to the highest weight \(\Lambda_\omega + \varepsilon_i\). It follows from Theorem 1 in [10], and from the explicit calculation in the proof of Theorem 2 in [10], that for all elements \(Y \in P(n)_C\), and \(f \in E_\omega L^2_\mu(K(n), H)\) we have

\[
E_\omega d\Pi_\Lambda(Y)f = (\lambda + \Lambda_{\omega i} + 1 - i)E_\omega \Phi_Y f
\]

where \(\lambda = d\Lambda(H)\). From the same results we also have for \(f' \in E_\omega L^2_\mu(K(n), H)\),

\[
E_\omega d\Pi_\Lambda(Y)f' = (\lambda - \Lambda_{\omega i} - n + i)E_\omega \Phi_Y f'.
\]

Now set \(\lambda'' = d\Lambda''(H)\), apply \(U\) to equation (a) and use the intertwining property of \(U\). We then obtain:
\[ u_n(\mu, \nu, \Lambda_\omega + e_j \Lambda + \Lambda_{\omega l} + 1 - i)E_\omega \Phi_Y f = E_\omega Ud\Pi_\Lambda(Y)f = E_\omega \Phi_Y f, \]

where in the last step, formula (a) is used again with \( \lambda \) replaced by \( \lambda'' = d\lambda''(H) \).

Now, if \( f \neq 0 \), then for some element \( Y \in P(n) \) we must have \( E_\omega \Phi_Y f \neq 0 \). Assume indirectly that \( E_\omega \Phi_Y f = 0 \) for all \( Y \in P(n) \). By taking linear combinations of right translates by elements of \( K(n) \), it follows that \( E_\omega \Phi_Y F_\omega = 0 \), where \( F_\omega \) is the subspace given by \( F_\omega = E_\omega L^2_\mu(K(n), H) \), which by hypothesis is different from zero. Let \( D \) denote the projection given by \( D = E_\omega + E_\omega' \). This projection satisfies the hypothesis of Lemma 5 in [10]. Hence by that lemma we have \( DL^2_\mu(K(n), H) = DSF_\omega = SDF_\omega \), where \( SD \) is the operator algebra generated by the operators \( D\Phi_Y \), with \( Y \in P(n) \). On the other hand, by the indirect hypothesis we have \( D\Phi_Y F_\omega = F_\omega \). It follows by an induction argument based on the filtration of \( SD \) that \( SDF_\omega = F_\omega \). This result leads to a contradiction, since by hypothesis of the lemma, \( DF_\omega \neq F_\omega \). Thus the assertion is proved.

The first equation of the lemma now follows immediately by the substitution: \( \nu = \lambda - (n - 1)/2 \), and \( \nu'' = \lambda'' - (n - 1)/2 \). By applying an argument similar to the above one to equation (b), we obtain the second equation. Thus statement 1 is proved.

The conditions \( \nu = \nu'' \), or \( \nu = -\nu'' \) in statement 2 result from the usual determinant condition for the existence of nontrivial solutions of a linear system. First, assume that \( \nu'' = \nu \). Then both of these equations of statement 1 result in the equation \( u_n(\mu, \nu, \Lambda_\omega) = u_n(\mu, \nu, \Lambda_\omega + e_j) \). Assume that \( U \neq 0 \). Then \( u_n(\mu, \nu, \Lambda_\omega) \neq 0 \) for some class \( [\omega] \in \Omega_\mu(K(n)) \). Now, apply induction in each of the \( p \)-directions \( e_i \), with \( 1 \leq i \leq p \). Thus, we find that \( u_n(\mu, \nu, \omega) = u_n(\mu, \nu, \tau) \) for all classes \( [\tau] \in \Omega_\mu(K(n)) \). Hence the second statement follows.

Statement 3 follows by the substitution \( \nu'' = -\nu \) in either of the two equations in statement 1. Q.E.D.

Next, we assume that the character of \( \mu \) is not real, so that \( \mu \neq \bar{\mu} \). As pointed out above, this situation only occurs when \( n = 2p + 1 \), and the component \( A_{\mu p} \) is different from zero. In order to deal with this situation we must modify the considerations connected with Lemma 1. For this case the unitary induced representation theory of semidirect product groups is helpful.

**Lemma 2.** (1) For \( n \geq 2 \), there exists an isometry \( \varphi \) from the Hilbert space \( L^2_\mu(K(n), H) \) to the Hilbert space \( L^2_\mu(K(n), H) \) such that \( \varphi \) intertwines multiplication by \( \Phi_Y \), for all \( Y \in P(n) \) as follows. Let \( f \in dC_\mu(K(n), H) \). Then

\[ \varphi \Phi_Y f = -\Phi_Y \varphi f. \]
Moreover, \( I \) intertwines the action of right translations by elements of \( K(n) \).

(2) Assume that \( n \neq 2p + 1 \) and that \( \tilde{\mu} \neq \mu \). Let \( T \) be a \( U(G(n)) \)-module homomorphism from \([dC_\mu(K(n), H), d\Pi_\Lambda]\) into \([dC_{\tilde{\mu}}(K(n), H), d\Pi_{\Lambda'}]\). Assume that \( \Lambda_\omega \) and \( \Lambda_\omega + \varepsilon_i \), for some \( i \), with \( 1 \leq i \leq p \), are both highest weights of \( \mu \)-admissible classes in \( \Omega(K(n)) \). Then if \( I \) denotes an isometry whose existence is assured by statement 1 and which has the properties stated there, then the Fourier components \( T_\omega \) and \( T_{\Lambda_\omega + \varepsilon_i} \) are given by

\[
T_\omega = w_n(\mu, \nu, \Lambda_\omega)E_\omega I, \quad \text{and} \quad T_{\Lambda_\omega + \varepsilon_i} = w_n(\mu, \nu, \Lambda_\omega + \varepsilon_i)E_{\Lambda_\omega + \varepsilon_i} I,
\]

where \( w_n(\mu, \nu, \Lambda_\omega) \) and \( w_n(\mu, \nu, \Lambda_\omega + \varepsilon_i) \) are complex numbers which satisfy the equation:

\[
(\Lambda_\omega - i + (n + 1)/2 - \nu)w_n(\mu, \nu, \Lambda_\omega) = -(\Lambda_\omega - i + (n + 1)/2 + \nu)w_n(\mu, \nu, \Lambda_\omega + \varepsilon_i).
\]

**Proof.** Let \( G_0 \) denote the motion group associated with the Cartan decomposition \( G(n) = P(n) + K(n) \). Thus \( G_0 \) is isomorphic to a semidirect product of \( K(n) \) and the vector addition group of \( P(n) \). Accordingly, the multiplication on \( G_0 \) can be given by:

\[
((X, k), (X', k')) \mapsto (X + Ad(k)X', kk')
\]

with \( X, X' \in P(n) \), and \( k, k' \in K(n) \). For each element \( Y \in P(n) \) let \( \tau_Y \) denote the character of \( P(n) \) defined by \( \tau_Y(Y') = e^{i(Y,Y')} \). Since \( P(n) \) is a normal subgroup of \( G_0 \), \( G_0 \) acts on these characters in the usual way. In particular, if \( k \in K(n) \), \( \tau_{Ad(k^{-1})}^k = \tau_{Ad(k^{-1})}Y \). Then \( (P(n), M(n)) \), is the stabilizer subgroup of the character \( \tau_H \) under this action. Moreover, the characters \( \tau_H \) and \( \tau_{-H} \) are conjugate under the Weyl group element \( \tilde{w} \). Let \( \tau_{H\mu} \) denote the finite-dimensional irreducible representation of this stabilizer subgroup defined by \( (\tau_{H\mu})(Y', m) = \tau_H(Y')\mu(m) \), with \( Y' \in P(n) \), and \( m \in M(n) \). Similarly \( \tau_{-H\tilde{\mu}} \) denotes the finite-dimensional irreducible representation of this stabilizer subgroup defined by \( (\tau_{-H\tilde{\mu}})(Y', m) = \tau_{-H}(Y')\tilde{\mu}(m) \), for \( Y' \in P(n) \), and \( m \in M(n) \). These two representations are therefore conjugate under the action of the element \( \tilde{w} \). It follows from a celebrated theorem of Mackey [7, Theorem 14.1], that the unitary induced representations \( U^{H\mu} \) and \( U^{-H\mu} \) are unitarily equivalent.

Now, the representations \( U^{T\mu} \) and \( U^{-T\mu} \) may be considered as acting on the Hilbert spaces \( L_\mu^2(K(n), H) \) and \( L_{\tilde{\mu}}^2(K(n), H) \), respectively. Let \( I \) denote an isometry from the first to the second of these Hilbert spaces. The restriction to \( K(n) \) of each of these two induced representations is the action of right translations by elements of \( K(n) \), while the action of \( P(n) \) is given by

\[
U^{T\mu}(Y)f(k) = \tau_H(Ad(k)Y)f(k) \quad \text{and} \quad U^{-T\mu}(Y)g(k) = \tau_{-H}(Ad(k)Y)g(k),
\]
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for almost all \( k \in K(n) \), \( f \in L^2_\mu(K(n), H) \), \( g \in L^2_\rho(K(n), H) \), and \( Y \in \mathcal{P}(n) \). By Mackey’s theorem, we may assume that the isometry \( I \) intertwines these actions. Hence,

\[
(I \tau_H(\text{Ad}(\cdot \cdot \cdot )Y)f)(k) = \tau_H(\text{Ad}(k)Y)(IY)(k),
\]

for almost all \( k \in K(n) \). Now restrict \( f \) to lie in the linear subspace \( dC_\mu(K(n), H) \). The latter subspace consists of differentiable, even real-analytic functions. Hence, by differentiating along the one-parameter subgroup of \( G_0 \) given by \( t \rightarrow (tY, e) \), statement 1 follows.

Now we make the assumptions of statement 2 in the lemma. Let \( I_\sigma \) denote, for each class \([\sigma] \in \Omega(K(n))\), the Fourier component of \( I \); that is, \( I_\sigma = E_\sigma I = I E_\sigma \). If \([\sigma] \) is a \( \mu \)-admissible class, then \( I_\sigma \) is a one-to-one map from \( E_\sigma L^2_\mu(K(n), H) \) to the subspace \( E_\sigma L^2_\mu(K(n), H) \). Let \( I_\sigma^{-1} \) denote the inverse map of \( I_\sigma \). Then both \( I_\sigma \) and \( I_\sigma^{-1} \) are \( K(n) \)-module isomorphisms. Hence the map \( I_\sigma^{-1} T_\sigma I_\sigma \) is a linear transformation on the finite-dimensional space \( E_\sigma L^2_\mu(K(n), H) \) which commutes with the action of \( K(n) \). Since this action is irreducible, it follows from Schur’s lemma that \( I_\sigma^{-1} T_\sigma I_\sigma = t_n(\mu, \nu, \sigma) 1_\sigma \), where \( 1_\sigma \) is the identity map on \( E_\sigma L^2_\mu(K(n), H) \) and where \( t_n(\mu, \nu, \sigma) \) is a complex number. The remainder of the proof now follows the pattern of proof as Lemma 1, with the exception of some obvious modifications, by applying the intertwining map \( T \) to each of the equations (a) and (b) in the proof of Lemma 1. The details are left to the reader. Q.E.D.

Statement 1 of the last lemma has a useful corollary which we state as Lemma 3 below. This corollary has some implications for the theory of spherical functions on the \((n - 1)\)-sphere. For \( n = 3 \), it is known, and “explains” the fact that these functions obey three-term recursion relations, rather than four-term recursion relations.

**Lemma 3.** Let \( \omega \in \mathcal{P}(n) \), \([\omega] \in \Omega(K(n))\), and \( f \in E_\omega L^2_\mu(K(n), H) \). If \( \mu = \bar{\mu} \), then \( E_\omega \Phi_Y f = 0 \).

**Proof.** If \([\omega] \) is not a \( \mu \)-admissible class, the result is immediate. Assume that \([\omega] \) is \( \mu \)-admissible. Since \( \mu = \bar{\mu} \), the isometry in statement 1 of Lemma 2 must be a scalar. This fact follows, either from the irreducibility of the unitary representation \( U^T H^H \) (another celebrated theorem of Mackey) or from the density of the linear subspace \( SE_\omega L^2_\mu(K(n), H) \) (Lemma 5 of [10]). It follows that for some scalar \( c \) with \( |c| = 1 \), we have

\[
c E_\omega \Phi_Y f = IE_\omega \Phi_Y f = -E_\omega \Phi_Y f = -c E_\omega \Phi_Y f,
\]

for all \( Y \in \mathcal{P}(n) \). Q.E.D.
3. The infinitesimal intertwining maps. Fix a finite-dimensional irreducible representation \([\mathcal{H}, \mu]\) of the subgroup \(M(n)\). We will now construct all the intertwining maps from the \(U(G(n))\)-module \([dC_\mu(K(n), \mathcal{H}), d\Pi_\Lambda]\) to the \(U(G(n))\)-module \([dC_\mu(K(n), \mathcal{H}), d\Pi_\Lambda]\). Let \(T\) denote such a map. The Fourier components of \(T\) can then be computed from the recursion relations in Lemma 1. In order to facilitate this computation, we define some auxiliary rational functions, depending on the class \([\mu]\) and some integer parameters.

Let \(\Lambda_\omega\) be the highest weight of a class \([\omega] \in \Omega(K(n))\), and if \(n \geq 3\), let \(\Lambda_\mu\) be the highest weight of a class \([\mu] \in \Omega(M(n))\). We will assume that the class \([\omega] \in \Omega(K(n))\) is \(\mu\)-admissible. Then it follows from the branching rule that \(\Lambda_\omega = \sum_{i} \Lambda_{\omega_i} e_i\), where the components \(\Lambda_{\omega_i}\) can be expressed in the following form:

If \(n = 2p + 1\), then \(\Lambda_\mu = \sum_{i} \Lambda_{\mu_i} e_i\), where the components \(\Lambda_{\mu_i}\) are all integers or half odd integers which satisfy the inequalities:
\[
(2a) \quad \Lambda_{\mu_1} \geq \Lambda_{\mu_2} \geq \cdots \geq |\Lambda_{\mu_p}|.
\]

Then we may write \(\Lambda_{\omega_i} = m_i + |\Lambda_{\mu_i}|\), for \(1 \leq i \leq p\), where \(m_i\) is a nonnegative integer which satisfies one of the inequalities:
\[
(3a) \quad m_1 > 0, \quad 0 \leq m_i \leq |\Lambda_{\mu_i}| - \Lambda_{\mu_{i-1}} \quad (2 \leq i \leq p).
\]

If \(n = 2p\), with \(p \geq 2\), then \(\Lambda_\mu = \sum_{i=1}^{p-1} \Lambda_{\mu_i} e_i\), where, for \(1 \leq i \leq p - 1\), the components \(\Lambda_{\mu_i}\) are all integers or half odd integers which satisfy the inequalities:
\[
(2b) \quad \Lambda_{\mu_1} \geq \Lambda_{\mu_2} \geq \cdots \geq |\Lambda_{\mu_{p-1}}|.
\]

In this case we may write for the components of \(\Lambda_\omega\), \(\Lambda_{\omega_i} = m_i + \Lambda_{\mu_i}\) for \(1 \leq i \leq p - 1\), and \(\Lambda_{\omega_p} = m_p - \Lambda_{\mu_{p-1}}\), where \(m_i\) is for each index \(i\) a nonnegative integer which satisfies one of the conditions:
\[
(3b) \quad 0 \leq m_1, \quad 0 \leq m_i \leq |\Lambda_{\mu_i}| - \Lambda_{\mu_{i-1}}, \quad 2 \leq i \leq p - 1, \quad 0 \leq m_p \leq 2|\Lambda_{\mu_{p-1}}|.
\]

Now assume that \(n = 2p\), for \(p > 1\). For each class \([\mu] \in \Omega(M(n))\), index \(i\), \(1 \leq i \leq p\), and integer \(m_i\) satisfying (3b), we define a rational function \(\tau_{ni}(\mu, \cdot, m_i)\) on \(\mathbb{C}\) as follows:
\[
(4) \quad \tau_{ni}(\mu, \nu, 0) = 1, \quad \tau_{ni}(\mu, \nu, m_i) = \prod_{j=0}^{m_i-1} \frac{(\Lambda_{\mu_i} + p - i + \frac{1}{2} + j - \nu)}{(\Lambda_{\mu_i} + p - i + \frac{1}{2} + j + \nu)}
\]
if \(1 \leq i \leq p - 1\) and \(m_i > 0\), and
\[
(5) \quad \tau_{np}(\mu, \nu, m_p) = \prod_{j=0}^{m_p-1} \frac{(-\Lambda_{\mu_{p-1}} + \frac{1}{2} + j - \nu)}{(-\Lambda_{\mu_{p-1}} + \frac{1}{2} + j + \nu)},
\]
if \(m_p > 0\).
In case \( v \) is a pole for one of the meromorphic functions defined above, we define additional complex numbers as follows.

For some index \( i \) with \( 1 \leq i < p \) assume that there exists a nonnegative integer \( n_t \) which satisfies condition (3b) and such that \( n_t + 1 \) also satisfies condition (3b). Assume also that \( v \) is given by \( v = -(\Lambda_{\mu} + p - i + \frac{1}{2} + n_t) \). Then \( v \) is a pole for all \( \tau_{ni}^{\mu}(\mu, \cdot, m_i) \) with \( m_i \geq n_t + 1 \). For this value of \( v \) we set

\[
\tau_{ni}^{\mu}(\mu, v, m_i) = 0, \quad \text{for} \quad 0 \leq m_i \leq n_t,
\]

\[
\tau_{ni}^{\mu}(\mu, v, n_t + 1) = 1,
\]

(6)

Then, if \( 0 < n_p \leq 2\Lambda_{\mu_{p-1}} \) and such that \( v = n_p - \Lambda_{\mu_{p-1}} - \frac{1}{2} \). In this case there must also exist a positive integer \( n'_p \) such that \( 0 < n'_p \leq 2\Lambda_{\mu_{p-1}} \) and such that \( v = \Lambda_{\mu_{p-1}} + \frac{1}{2} - n'_p \). We must distinguish between two cases:

Case 1. \( n_p \leq n'_p \).

Case 2. \( n_p > n'_p \).

In Case 1 we have \( v = (n_p - n'_p)/2 \leq 0 \). We define two functions on the set of integers \( m_p \) which satisfy the inequality \( 0 \leq m_p \leq 2\Lambda_{\mu_{p-1}} \).

\[
\tau_{np}^-(\mu, v, 0) = 1,
\]

\[
\tau_{np}^-(\mu, v, m_p) = \tau_{np}^{\mu}(\mu, v, m_p)
\]

(7a)

\[
= \prod_{j=0}^{m_p-1} \frac{(j + 1 - n_p)}{(j + 1 - n'_p)}, \quad \text{for} \quad 0 < m_p < n'_p,
\]

\[
= 0, \quad \text{for} \quad n'_p \leq m_p \leq 2\Lambda_{\mu_{p-1}}.
\]

\[
\tau_{np}^+(\mu, v, m_p) = 0, \quad \text{for} \quad 0 \leq m_p \leq n_p,
\]

(7b)

\[
= \prod_{j=n_p}^{2\Lambda_{\mu_{p-1}}-1} \frac{(j + 1 - n'_p)}{(j + 1 - n_p)}, \quad \text{for} \quad n_p < m_p \leq 2\Lambda_{\mu_{p-1}},
\]

\[
\tau_{np}^+(\mu, v, 2\Lambda_{\mu_{p-1}}) = 1.
\]

In Case 2 we have \( v = (n_p - n'_p)/2 > 0 \), and we define one function on the set of integers which satisfy the inequality \( 0 \leq m_p \leq 2\Lambda_{\mu_{p-1}} \).
\[ \tau_{np}^F(\mu, \nu, m_p) = 0, \quad \text{for} \quad 0 \leq m_p \leq n'_p - 1, \]
\[ \tau_{np}^F(\mu, \nu, n'_p) = 1, \]
\[ \tau_{np}^F(\mu, \nu, m_p) = \prod_{j=n'_p+1}^{m_p} \frac{(j-n_p)}{(j-n_p)}, \quad \text{for} \quad n'_p < m_p \leq 2\Lambda_{\mu_p-1}. \]

Now suppose that \( n = 2; \) so that \( p = 1. \) Then for all \( [\omega] \in \Omega(K(2)), \) \( \Lambda_\omega = \Lambda_\omega' \epsilon_1, \) where \( \Lambda_\omega' \) is either an integer or a half odd integer, depending on whether \( \mu \) is the trivial or the nontrivial representation of \( M(2), \) respectively. In the latter case, we write \( \mu = -, \) and \( \Lambda_\omega = \frac{1}{2} + m, \) with \( m \in \mathbb{Z}, \) while in the former case we write \( \mu = + \) and \( \Lambda_\omega = m \in \mathbb{Z}. \) For each integer \( m \) we define a rational function \( \tau_{21}(+, \nu, m) \) on \( C \) as follows.

\[ \tau_{21}(+, \nu, 0) = 1, \]
\[ \tau_{21}(+, \nu, m) = \prod_{j=0}^{m-1} \frac{(j+\frac{1}{2}-\nu)}{(j+\frac{1}{2}+\nu)}, \quad \text{for} \quad m \neq 0. \]

For each \( m \in \mathbb{Z} \) we also define a rational function on \( C \) by

\[ \tau_{21}(-, \nu, 0) = 1, \]
\[ \tau_{21}(-, \nu, m) = \prod_{j=0}^{m-1} \frac{(j+1-\nu)}{(j+1+\nu)}, \quad \text{if} \quad m > 0, \]
\[ \tau_{21}(-, \nu, m) = \prod_{j=0}^{-m-1} \frac{(j-\nu)}{(j+\nu)}, \quad \text{if} \quad m < 0. \]

We now consider the poles of these functions. If \( \mu = +, \) a zero for \( \tau_{21}(+, \nu, m) \) occurs for some \( m \) if there exists an integer \( n \) such that \( \nu = n + \frac{1}{2}. \) In this case there exists an integer \( n' \) such that \( \nu = -(n' + \frac{1}{2}). \) This value of \( \nu \) is a pole for some \( \tau_{21}(+, \nu, m). \) Then also \( n + n' + 1 = 0. \) We must distinguish between two cases:

Case 1. \(-(n+1) = n' \geq n. \) Then \( \nu = (n-n')/2 < 0. \)

Case 2. \(-(n+1) = n' \leq n - 1. \) Then \( \nu = (n-n')/2 \geq \frac{1}{2}. \)

In Case 1 we define two functions on \( \mathbb{Z} \) as follows.

\[ \tau_{12}^-(+, \nu, m) = 0, \quad \text{if} \quad n + 1 \leq m, \]
\[ \tau_{21}^-(+, \nu, n) = \prod_{j=0}^{n-1} \frac{j-2n}{j+1} = \left( \frac{-n-m-1}{n-m} \right), \quad \text{for} \quad m \leq n - 1; \]
In Case 2, we define only one function on \( \mathbb{Z} \):

\[
\tau_{21}^F(\nu, m) = 0, \quad \text{for } m \geq n + 1 \quad \text{and} \quad m \leq -n - 1,
\]

\[
\tau_{21}^F(\nu, -n) = 1,
\]

\[
\tau_{21}^F(\nu, -n - 1) = 1,
\]

\[
\tau_{21}^F(\nu, m) = \frac{n + m - 1}{j + 1} = \left( \frac{m - n - 1}{n + m} \right), \quad \text{for } m \geq -n + 1.
\]

Similarly, if \( \mu = - \), a zero occurs for some \( \tau_{21}(\nu, m) \) when there exists an integer \( n \) such that \( \nu = n + 1 \). In that case one must also have \( \nu = -(n' + 1) \) for some integer \( n' \). We again distinguish between two cases:

Case 1. \( -(n + 2) = n' \geq n \). Then \( \nu = (n - n')/2 \leq 0 \).

Case 2. \( -(n + 2) = n' \leq n - 1 \). Then \( \nu = (n - n')/2 \geq \frac{1}{2} \).

In Case 1 we define two functions on \( \mathbb{Z} \), as before.

\[
\tau_{21}^-(\nu, m) = 0, \quad \text{for } m \geq n + 1,
\]

\[
\tau_{21}^-(\nu, n) = 1,
\]

\[
\tau_{21}^-(\nu, m) = \frac{n - m - 1}{j + 1} = \left( \frac{-n - m - 2}{n - m} \right), \quad \text{for } m \leq n - 1.
\]

\[
\tau_{21}^+(-, n, m) = 0, \quad \text{for } m \leq n' = -(n + 2),
\]

\[
\tau_{21}^+(-, n - 1, m) = 1,
\]

\[
\tau_{21}^+(-, n, m) = \frac{m + n - 1}{j + 2} = \left( \frac{m - n - 1}{m + n + 1} \right), \quad \text{for } m \geq -n.
\]

In Case 2 we define one function on \( \mathbb{Z} \):

\[
\tau_{21}^F(-, m) = 0, \quad \text{if } m \leq n' = -(n + 2) \quad \text{or} \quad m \geq n + 1,
\]

\[
\tau_{21}^F(-, -n + 1) = 1,
\]

\[
\tau_{21}^F(-, m) = \frac{m + n - 1}{j + 2} = \left( -1 \right)^{m+n} \left( \frac{2n}{m + n} \right),
\]

\[-n \leq m \leq n.\]
Now, let \( n = 2p + 1 \). Let \( i \) be an index with \( 1 \leq i \leq p \), and let \( m_i \) be an integer satisfying condition 3a. Then we define a rational function \( \nu \rightarrow \tau_{n_1}(\mu, \nu, m_i) \) on \( \mathbb{C} \) as follows. (The absolute value sign is needed only in the case when \( i = p \).)

\[
\tau_{n_1}(\mu, \nu, 0) = 1, \\
\tau_{n_1}(\mu, \nu, m_i) = \prod_{j=0}^{m_i-1} \frac{|\Lambda_{\mu l}| - i + p + 1 + j - \nu}{|\Lambda_{\mu l}| - i + p + 1 + j + \nu} \quad \text{if } m_i > 0.
\]

Suppose there exists an index \( i \) and a nonnegative integer \( n_i \) which satisfies condition 3a, and such that \( \nu = -(|\Lambda_{\mu l}| + 1 - i + p + n_i) \). Assume also that \( n_i + 1 \) also satisfies condition 3a. Then \( \nu \) is a pole for some function \( \tau_{n_1}(\mu, \nu, m_i) \).

For these values of \( \nu \) we define the function \( \tau_{n_1}(\mu, \nu, m_i) \) as follows.

\[
\tau_{n_1}(\mu, \nu, m_i) = \begin{cases} 
0, & \text{if } 0 < m_i < n_i, \\
1, & \text{if } m_i = n_i + 1.
\end{cases}
\]

We now write down some candidates for intertwining operators from the \( U(G(n))-\text{module } [dC_{\mu}(K(n), H), d\Pi_{\Lambda}] \) to \( [dC_{\mu}(K(n), H), d\Pi_{\Lambda - 1/2, 2}] \). First, if \( n = 2p \) we impose the following condition:

(C) If \( n = 2p \) and \( n \geq 4 \), and if \( \Lambda_{\mu p} \neq 0 \), then \( \nu \neq -\Lambda_{\mu p} + m + \frac{1}{2} \) for all integers \( m \) such that \( 0 \leq m < 2\Lambda_{\mu p} - 1 \). If \( n = 2 \), and \( \mu = -\), then \( \nu \notin \mathbb{Z} + \frac{1}{2} \). If \( n = 2 \), and if \( \mu = + \), then \( \nu \notin \mathbb{Z} \).

For each \( \mu \)-admissible class \( [\omega] \) we define a linear map \( T_n(\mu, \nu, \omega) \) as follows:

\[
T_n(\mu, \nu, \omega) = t_n(\mu, \nu, \Lambda_{\omega}) E_{\omega}, \quad \text{if } \mu = \bar{\mu}, \\
= w_n(\mu, \nu, \Lambda_{\omega}) I_{\omega}, \quad \text{if } \mu \neq \bar{\mu},
\]

where the complex numbers \( t_n(\mu, \nu, \Lambda_{\omega}) \) and \( w_n(\mu, \nu, \Lambda_{\omega}) \) are given by

\[
t_n(\mu, \nu, \Lambda_{\omega}) = \prod_{i=1}^{p} \tau_{n_i}(\mu, \nu, m_i); \\
w_n(\mu, \nu, \Lambda_{\omega}) = \prod_{i=1}^{p} (-1)^{m_i} \tau_{n_i}(\mu, \nu, m_i)
\]

with the integers \( m_i \) defined in terms of \( [\omega] \) at the beginning of this section.

Remark. For each class \( [\omega] \in \Omega_{\mu}(K(n)) \), \( \nu \rightarrow t_n(\mu, \nu, \Lambda_{\omega}) \) is a uniquely
defined complex valued function on $\mathbb{C}$. In fact, if $\nu$ is not a pole for any of the rational functions $\tau_n(\mu, \nu, m_i)$, then these functions are defined by formulas (4), (5), (9), (10), or (17). On the other hand, if $\nu$ is a pole of one of these functions, then the number $\tau_n(\mu, \nu, m_i)$ is defined by one of the formulas (6) or (18).

Condition C precludes the possibility that $\nu$ is a pole of the rational functions $\tau_{np}(\mu, \nu, m_p)$, when $n = 2p$.

We may now write the formal sum:

\begin{equation}
T_n(\mu, \nu) = \sum \{T_n(\mu, \nu, \omega) : [\omega] \in \Omega_\mu(K(n))\}.
\end{equation}

Note that, for each element $f \in dC_\mu(K(n), H)$, $T_n(\mu, \nu)f$ is a finite sum. Hence, $T_n(\mu, \nu)$ defines a linear map from $dC_\mu(K(n), H)$ to $dC_\mu(K(n), H)$.

Now let $n = 2p$. Assume that $\Lambda_{\mu p - 1} \neq 0$, if $p > 1$, and that condition C is violated. Then there exists a pair of integers $n_p$ and $n'_p$ such that

\begin{align*}
\nu &= n_p - \Lambda_{\mu p - 1} - \frac{1}{2} = \Lambda_{\mu p - 1} + \frac{1}{2} - n'_p \quad \text{if } p > 1, \\
&= n_1 + \frac{1}{2} = -n'_1 - \frac{1}{2} \quad \text{if } \mu = + \text{ and } p = 1, \\
&= n_1 + 1 = -n'_1 - 1 \quad \text{if } \mu = - \text{ and } p = 1.
\end{align*}

We again distinguish two cases:

Case 1. $n'_p > n_p$. Then $\nu = (n_p - n'_p)/2 < 0$.

Case 2. $n'_p < n_p$. Then $\nu = (n_p - n'_p)/2 > 0$.

In Case 1 we define for each class $[\omega] \in \Omega_\mu(K(n))$, two linear operators $T^+_n(\mu, \nu, \omega)$ and $T^-_n(\mu, \nu, \omega)$ by the formula

\begin{equation}
T^+_n(\mu, \nu, \omega) = t^+_n(\mu, \nu, \omega)E_\omega,
\end{equation}

where $t^+_n(\mu, \nu, \omega)$ is defined by the product:

\begin{equation}
t^+_n(\mu, \nu, \omega) = \tau^+_n(\mu, \nu, m_p) \prod_{i=1}^{p-1} \tau_n(\mu, \nu, m_i), \quad \text{if } p > 1,
\end{equation}

\begin{equation}
= \tau^+_2(\mu, \nu, m_1), \quad \text{if } p = 1.
\end{equation}

Again, we define the formal sums $T^+_n(\mu, \nu) = \sum \{T^+_n(\mu, \nu, \omega) : [\omega] \in \Omega_\mu(K(n))\}$, and note as before that this sum defines a linear map on $dC_\mu(K(n), H)$. In Case 2 we define the linear operator $T^F_n(\mu, \nu, \omega)$ by

\begin{equation}
T^F_n(\mu, \nu, \omega) = t^F_n(\mu, \nu, \omega)E_\omega,
\end{equation}

where $t^F_n(\mu, \nu, \omega)$ is given by the product:

\begin{equation}
t^F_n(\mu, \nu, \omega) = \tau^F_n(\mu, \nu, m_p) \prod_{i=1}^{p-1} \tau_n(\mu, \nu, m_i), \quad \text{if } p > 1,
\end{equation}

\begin{equation}
= \tau^F_2(\mu, \nu, m_1), \quad \text{if } p = 1.
\end{equation}
Again, we write the formal sum $T^F_n(\mu, \nu) = \sum \{ T_n^F(\mu, \nu, \omega): \omega \in \Omega_\mu(K(n))\}$, and point out that this sum defines a linear map on $dC_\mu(K(n), H)$.

**Theorem 1.** Let $[\mathcal{H}, \mu]$ be an irreducible finite-dimensional representation of the subgroup $M(n)$. Let $\Lambda$ be a complex character of the subgroup $S(n)$. We write $\nu = d\Lambda(H) - (n - 1)/2$; so that $-\nu = d\Lambda'(H) - (n - 1)/2$, where $\Lambda'$ is the Weyl conjugate character $\Lambda' = \Lambda^{-1}\rho^2$.

1) If condition C holds, then the space of intertwining maps:

$$V = \text{Hom}_{U(G(n))}([dC_\mu(K(n), H), d\Pi_{\Lambda}], [dC_\mu(K(n), H), d\Pi_{\Lambda}])$$

has complex dimension 1, and is spanned by the linear map $T_n(\mu, \nu)$.

2) Assume $n = 2p$, and that if $n \geq 4$, $\Lambda_{\mu p - 1} \neq 0$. Assume also that condition C does not hold. Then in Case 1, the complex dimension of $V$ is equal to 2, and is given by the span:

$$V = \text{span}_C \{ T_n^+(\mu, \nu), T_n^-(\mu, \nu) \}.$$ 

In Case 2 the space of intertwining maps has complex dimension equal to 1 and is given by $V = CT_n^F(\mu, \nu)$.

**4. Proof of Theorem 1.** We state and prove some simple lemmas which will be needed in the proof of Theorem 1, as well as in the subsequent discussion. Again, $[\mathcal{H}, \mu]$ is a finite-dimensional irreducible representation of the subgroup $M(n)$, and $\nu$ is the parameter defined in terms of the character $\Lambda$ in the last section.

**Lemma 4.** If $n = 2p + 1$, let $i$ be an index with $1 < i < p$. If $n = 2p$, and $n \geq 4$, let $i$ be an index with $1 < i < p$.

(a) Assume that for all integers $n_i$ such that $n_i$ and $n_i + 1$ both satisfy condition 3a or 3b, we have $\nu \neq -(\Lambda_{\mu i} - i + (n + 1)/2 + n_i)$. (In order for such integers $n_i$ to exist, we must have $i = 1$, or $\Lambda_{\mu i - 1} \neq \Lambda_{\mu i}$.) Then for any complex number $\alpha$, the sequence:

$$\{ z(m_i) = \alpha \tau_{n_i}(\mu, \nu, m_i): m_i \text{ satisfies } 3a, b \}$$

is the unique solution sequence of the difference equations 1a such that $z(0) = \alpha$.

(b) Assume the hypotheses of (a). Assume moreover, that there does exist an integer $n_i$ such that both $n_i$ and $n_i + 1$ satisfy the conditions 3a, b. Then the solution $\tau_{n_i}(\mu, \nu, m_i)$ is equal to zero for all $m_i \geq n_i + 1$, where $m_i$ satisfies 3a, b, and this solution is different from zero for all $0 \leq m_i \leq n_i$.

(c) Assume that there exists an integer $n_i$ such that both $n_i$ and $n_i + 1$ satisfy conditions 3a, b, and such that $\nu = -(\Lambda_{\mu i} - i + (n + 1)/2 + n_i)$. Then for any complex number $\alpha$, $Z(\cdot) = \alpha \tau_{n_i}(\mu, \nu, \cdot)$ is the unique solution of the
difference equation 1a such that $Z(n_i + 1) = \alpha$. In this case $\tau_{n_i}(\mu, \nu, m_i) = 0$ for all $m_i$ such that $0 \leq m_i \leq n_i$.

**Proof.** If $i > 1$, and $\Lambda_{\mu i} = \Lambda_{\mu i-1}$, then 0 is the only integer which satisfies conditions 3a, b. Then by the definition in equations (4) and (18), $\alpha \tau_{n_i}(\mu, \nu, 0) = \alpha$, and there is nothing to prove.

The equations (1) can be written in the following form, if $m_i$ is an integer such that $m_i$ and $m_i + 1$ both satisfy conditions 3a, b:

$$(\Lambda_{\mu i} + m_i - i + (n + 1)/2 - \nu)z(m_i) = (\Lambda_{\mu i} + m_i - i + (n + 1)/2 + \nu)z(m_i + 1).$$

The condition of statement (a) guarantees that the coefficient on the right-hand side of this equation is never equal to zero. Hence statement (a) follows by a simple induction argument. Statement (b) is obvious from the explicit formula for $\tau_{n_i}(\mu, \nu, m_i)$. If the hypothesis of statement (c) holds, then the coefficient of the left-hand side of the above equation is never equal to zero. Hence, the last sentence follows by downward recursion, while the remaining conclusion follows by upward recursion, and substitution of the value of $\nu$. Q.E.D.

**Lemma 5.** Assume that $n \geq 3$. Let $i$ be an index with $1 < i < p$. Suppose $n_i$ is an integer such that $n_i$ and $n_i + 1$ both satisfy conditions 3a, b, and such that

$$\nu = \pm(\Lambda_{\mu i} + n_i - i + (n + 1)/2), \quad \text{or} \quad \nu = \pm(\Lambda_{\mu p - 1} + n_p + \frac{1}{2})$$

in case $n = 2p$ and $i = p$. Then this index is unique.

**Proof.** The proof of this lemma is contained in the proofs of Theorems 3, 4, and 5 of [10]. Q.E.D.

**Lemma 6.** Suppose $n = 2p \geq 4$. Assume that $\Lambda_{\mu p - 1} \neq 0$, and assume that there exists an integer $n_p$ such that $0 < n_p \leq 2\Lambda_{\mu p - 1}$, and such that

$$\nu = n_p - \Lambda_{\mu p - 1} - \frac{1}{2}.$$ 

Then there exists an integer $n'_p$ such that $\nu = \Lambda_{\mu p - 1} + \frac{1}{2} - n'_p$. In Case 1, $n'_p \geq n_p$, and every sequence $\{z(m_p): 0 \leq m_p \leq 2\Lambda_{\mu p - 1}\}$ which satisfies the difference equation:

$$(-\Lambda_{\mu p - 1} + m_p + \frac{1}{2} - \nu)z(m_p) = (-\Lambda_{\mu p - 1} + m_p + \frac{1}{2} + \nu)z(m_p + 1)$$

lies in the two-dimensional sequence space

$$\{\alpha \tau_{n_p}^+(\mu, \nu, m_p) + \beta \tau_{n_p}^-(\mu, \nu, m_p): 0 \leq m_p \leq 2\Lambda_{\mu p - 1}, \quad \alpha, \beta \in \mathbb{C}\}.$$ 

In Case 2, $n'_p < n_p$, and every sequence $\{z(m_p): 0 \leq m_p \leq 2\Lambda_{\mu p - 1}\}$ which satisfies the above difference equation must be proportional to the sequence $\{\tau_{n_p}^E(\mu, \nu, m_p): 0 \leq m_p \leq 2\Lambda_{\mu p - 1}\}$. 
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In Case 1, \( \tau_{np}(\mu, \nu, m_p) = 0 \) for all integers \( m_p \) such that \( n_p \leq m_p \leq 2\Lambda_{\mu p - 1} \) and \( \tau_{np}(\mu, \nu, m_p) = 0 \) for all \( m_p \) such that \( 0 \leq m_p \leq n'_p \).

In Case 2, \( \tau_{np}^F(\mu, \nu, m_p) = 0 \) for all integers \( m_p \) such that \( 0 \leq m_p \leq n'_p \) and \( n_p \leq m_p \leq 2\Lambda_{\mu p - 1} \).

Finally, suppose \( n = 2p \geq 2 \), and condition C holds; then for \( i = p, \nu \in C \), the sequence \( \{z(m_p)\} = \{\alpha \tau_{np}(\mu, \nu, m_p)\} \) is the unique solution sequence of (1a) with \( m_p \) satisfying 3b, and \( z(0) = \alpha \).

**Proof.** The first remark of the lemma was already indicated in the discussion preceding equation (7), and is trivial. Next note that by eliminating the parameter \( \nu \), one can write the equation of the lemma in the form:

\[
(-n_p + 1 + j)z(j) = (j + 1 - n'_p)z(j + 1).
\]

Let \( \{z(j): 0 \leq j \leq 2\Lambda_{\mu p - 1}\} \) be a solution sequence to this equation. In Case 1 we write \( \alpha = z(0) \), and \( \beta = z(2\Lambda_{\mu p - 1}) \). By upward recursion one can solve equation (*) for all integers \( m_p \) such that \( 0 \leq m_p < n'_p \), since for those integers the coefficient of the right-hand side of (*) is never equal to zero. For those integers we get \( z(m_p) = \alpha \tau_{np}(\mu, \nu, m_p) \). By downward recursion, one can solve equation (*) for all integers \( m_p \) such that \( n_p \leq m_p \leq 2\Lambda_{\mu p - 1} \), since for those integers the left-hand side of (*) is never zero. In this case we have \( z(m_p) = \beta \tau_{np}(\mu, \nu, m_p) \). Now it is obvious from the explicit formulas in equation (7), that \( \tau_{np}(\mu, \nu, m_p) = 0 \) for \( m_p \leq n'_p \), and that \( \tau_{np}(\mu, \nu, m_p) = 0 \) for all \( m_p \) such that \( n_p \leq m_p \leq 2\Lambda_{\mu p - 1} \). Hence,

\[
z(m_p) = \alpha \tau_{np}(\mu, \nu, m_p) + \beta \tau_{np}^+(\mu, \nu, m_p)
\]

for all integers \( m_p \) such that \( 0 \leq m_p \leq 2\Lambda_{\mu p - 1} \). We have also proved, by the last remark, the last statement of the lemma concerning the function \( \tau_{np}(\mu, \nu, \cdot) \).

In Case 2, let \( \alpha = z(n'_p) \). Since the right-hand side of equation (*) is equal to zero when \( j = n'_p - 1 \), it follows by downward recursion, that \( z(m_p) = 0 \) for all integers \( m_p \) such that \( 0 \leq m_p \leq n'_p - 1 \). On the other hand, \( m_p - n'_p + 1 \neq 0 \) for all \( m_p \) such that \( n'_p \leq m_p \leq 2\Lambda_{\mu p - 1} \). Hence, by upward recursion, we must have \( z(m_p) = \alpha \tau_{np}^F(\mu, \nu, m_p) \) for all integers \( m_p \) such that \( n'_p \leq m_p \leq 2\Lambda_{\mu p - 1} \). Hence, by the definition in equation (8), the last equation is true for all integers \( m_p \) which satisfy the inequality \( 0 \leq m_p \leq 2\Lambda_{\mu p - 1} \). The last statement of the lemma concerning the function \( \tau_{np}^F(\mu, \nu, \cdot) \) is now obvious from the explicit formula in equation (8).

The proof of the last statement is similar to the proof of statement 1 of Lemma 4. The details are left to the reader. Q.E.D.

The singular cases for \( n = 2 \) are treated in the following lemma.
Lemma 7. Suppose $\mu = +$ and $\nu \notin \mathbb{Z}$, or $\mu = -$, and $\nu \in \mathbb{Z} + \frac{1}{2}$. Then for any complex number $\alpha$, the sequence $\{z(m) = \tau_{21}(\pm, \nu, m): m \in \mathbb{Z}\}$ is the unique solution of the recursion relation (1a), with $i = p = 1$, and $\Lambda_{\omega_1} = m$ if $\mu = +$, or $\Lambda_{\omega_1} = m + \frac{1}{2}$ if $\mu = -$, and such that $z(0) = \alpha$.

Suppose that $\nu - \frac{1}{2} \in \mathbb{Z}$. If $\mu = +$, set $n' = n - 1$. If $\mu = -$, set $n' = -n - 2$. In Case 1, $\nu = (n - n')/2 \leq 0$. In this case every sequence $\{z(m): m \in \mathbb{Z}\}$ which satisfies the difference equation

\[(m + \frac{1}{2} - \nu)z(m) = (m + \frac{1}{2} + \nu)z(m + 1)\]

must be in the two-dimensional sequence space:

$$\{\alpha r_{21}(+, \nu, m) + \beta r_{21}(-, \nu, m): m \in \mathbb{Z}, \alpha, \beta \in \mathbb{C}\},$$

and every sequence $\{z(m): m \in \mathbb{Z}\}$ which satisfies the difference equation

\[(m + 1 - \nu)z(m) = (m + 1 + \nu)z(m + 1)\]

lies in the two-dimensional sequence space:

$$\{\alpha r_{21}(-, \nu, m) + \beta r_{21}(+, \nu, m): m \in \mathbb{Z}, \alpha, \beta \in \mathbb{C}\}.$$

In Case 2 we have $\nu = (n - n')/2 > 0$. In this case, every sequence $\{z(m)\}$ which satisfies equation (19) must be proportional to the sequence $\{r_{21}^F(+, \nu, -n)\}$, and every sequence which satisfies equation (20) must be proportional to the sequence $\{r_{21}^F(-, \nu, -n)\}$.

Finally, in Case 1, the factors $\tau_{21}^+(\pm, \nu, m)$, $\tau_{21}^-(\pm, \nu, m)$ are zero on the following sets of integers $m$:

$$\tau_{21}^+(+, \nu, m) = 0 \text{ for } m \leq -(n + 1), \quad \tau_{21}^+(-, \nu, m) = 0 \text{ for } m \leq -(n + 2),$$

$$\tau_{21}^-(+, \nu, m) = 0 \text{ for } m \geq (n + 1), \quad \tau_{21}^-(-, \nu, m) = 0 \text{ for } m \geq n + 1.$$

In Case 2 the factors $\tau_{21}^F(\pm, \nu, m)$ are zero for the following integers $m$:

$$\tau_{21}^F(+, \nu, m) = 0 \text{ for } m \geq n + 1 \text{ or } m \leq -n - 1,$$

$$\tau_{21}^F(-, \nu, m) = 0 \text{ for } m \leq -(n + 2) \text{ or } m \geq n + 1.$$

Proof. The proof of this lemma is similar to the proof of Lemma 6, with some obvious simplifications. The details are left to the reader. Q.E.D.

We now turn to the proof of the theorem in the case when $n = 2p$. The following result is known from Theorem 1 in [10]. Let $Y \in \mathcal{P}(n)$, $[\omega], [\omega'] \in \Omega_{\mu}(K(n))$ and $f \in dC_{\mu}(K(n), \mathcal{H})$. Then $E_\omega d\Pi_{\Lambda}(Y) E_\omega f = 0$, unless $\sigma = \Lambda_{\omega} - \Lambda_{\omega'}$ is a weight in the $K(n)_{\mathcal{C}}$-module $[\mathcal{P}(n)_{\mathcal{C}}$, ad]. If $\sigma$ is such a weight, then we have $\sigma = \pm e_i$ with $1 \leq i \leq p$. and
\[ E_\omega d_{\Pi_\Lambda}(Y)E_\omega f = [\Lambda_{\omega i} + \nu + (n + 1)/2 - i] E_\omega \Phi_Y E_\omega f, \quad \text{if } \sigma = \epsilon_i, \]

\[ E_\omega d_{\Pi_\Lambda}(Y)E_\omega f = [-\Lambda_{\omega i} + \nu - (n - 1)/2 + i] E_\omega \Phi_Y E_\omega f, \quad \text{if } \sigma = -\epsilon_i. \]

Now suppose condition C is true. Then the operator \( T_n(\mu, \nu) \) is defined. Assume now that \( f \) lies in the subspace \( E_\omega dC_\mu(K(n), \mathcal{H}) \). We then have from equations (19) and (21), the following expression for \( T_n(\mu, \nu)d_{\Pi_\Lambda}(Y)f \) with \( Y \in \mathcal{P}(n) \):

\[ T_n(\mu, \nu)d_{\Pi_\Lambda}(Y)f = \sum_{i=1}^{p} T_n(\mu, \nu)E_{\Lambda_{\omega i} + \epsilon_i}d_{\Pi_\Lambda}(Y)f + \sum_{i=1}^{p} T_n(\mu, \nu)E_{\Lambda_{\omega i} - \epsilon_i}d_{\Pi_\Lambda}(Y)f \]

\[ = \sum_{i=1}^{p} t_n(\mu, \nu, \Lambda_{\omega i} + \epsilon_i)E_{\Lambda_{\omega i} + (n + 1)/2 - i - \nu}E_{\Lambda_{\omega i} + \epsilon_i} \Phi_Y f + \sum_{i=1}^{p} t_n(\mu, \nu, \Lambda_{\omega i} - \epsilon_i)E_{\Lambda_{\omega i} - (n - 1)/2 + i + \nu}E_{\Lambda_{\omega i} - \epsilon_i} \Phi_Y f. \]

If \([\omega']\) is a class in \( \Omega(K(n)) \) which is not \( \mu \)-admissible, then by the Frobenius reciprocity theorem, \( E_\omega dC_\mu(K(n), \mathcal{H}) = 0 \). On the other hand, if \([\omega'] = [\Lambda_{\omega i} \pm \epsilon_i] \in \Omega_\mu(K(n)) \), then by equation (20) and the last statement of Lemma 6, if \( i = p \), or Lemma 4 if \( i < p \), we have

\[ (\nu + (n + 1)/2 - i + \Lambda_{\omega i})t_n(\mu, \nu, \Lambda_{\omega i} + \epsilon_i) = (\Lambda_{\omega i} - i + (n + 1)/2 - \nu)t_n(\mu, \nu, \Lambda_{\omega i}), \]

\[ (\nu - (n + 1)/2 + i - \Lambda_{\omega i})t_n(\mu, \nu, \Lambda_{\omega i} - \epsilon_i) = (\Lambda_{\omega i} + i + (n - 1)/2 + \nu)t_n(\mu, \nu, \Lambda_{\omega i}). \]

Hence for all \( Y \in \mathcal{P}(n) \), and \( f \in E_\omega L^2(K(n), \mathcal{H}), \)

\[ T_n(\mu, \nu)d_{\Pi_\Lambda}(Y)f = t_n(\mu, \nu, \Lambda_{\omega i}) \sum_{i=1}^{p} (E_{\Lambda_{\omega i} + \epsilon_i} - i + (n + 1)/2 - \nu) \Phi_Y f + E_{\Lambda_{\omega i} - \epsilon_i}(-\Lambda_{\omega i} + i - (n - 1)/2 + \nu) \Phi_Y f. \]

By equation (28) and the definition of the Fourier component \( T_n(\mu, \nu, \omega) \),

\[ T_n(\mu, \nu)d_{\Pi_\Lambda}(Y)f = d_{\Pi_{\Lambda - 1}P^2(\mathcal{Y})}T_n(\mu, \nu)f. \]

Hence \( T_n(\mu, \nu) \) is an intertwining operator, that is, a \( \mathcal{U}(G(n)) \)-module homomorphism. The statement concerning the dimension of the space of homomorphisms follows immediately from the dimensionality of the sequence of factors \( \tau_n(\mu, \nu, m_i) \) as stated in Lemmas 4 and 6.

Now suppose \( n = 2p \), and that condition C is violated. In Case 1 the two operators \( T_n^k(\mu, \nu) \) are defined. An argument formally identical to the above
argument shows that these operators have the intertwining property. If \(1 \leq i < p\), then the sequence of factors \(\{\tau_{n_i}(\mu, \nu, m_i)\}\) is unique up to a constant, by Lemma 4, while by Lemma 6, the sequence spaces spanned by the factor sequences: \(\{\tau_{np}(\mu, \nu, m_p)\}\) has dimension 2. (In case \(n = 2\), Lemma 6 in the last statement must be replaced by Lemma 7.) It follows that for each \(\mu\)-admissible class \([\omega]\), the space spanned by \(T_n(\mu, \nu, \omega)\) has dimension 2. Hence, the space spanned by the operators \(T_n(\mu, \nu)\) also has dimension 2.

In Case 2, the operator \(T_{n}^F(\mu, \nu)\) is defined. An obvious modification of the above argument shows that this operator is unique up to a complex constant multiple. Hence the theorem follows for the groups with even \(n\).

Now we turn to the case with \(n = 2p + 1\). In this case, \(\sigma = 0\) is also a weight in the \(\mathbb{K}(n)\)-module \([P(\mathbb{K}), \text{ad}]\), in addition to the weights \(\sigma = \epsilon_i\), with \(1 \leq i \leq p\). Then by Theorem 1 of [10], there is in addition to the pair of equations (28), also the equation

\[(28a) \quad E_\omega d\Pi_\Lambda(Y)E_\omega f = \nu E_\omega \Phi Y E_\omega f,\]

for \(f \in d\mathbb{C}_\mu(K(n), H)\), and \(Y \in P(n)\).

Again, let \(f \in E_\omega d\mathbb{C}_\mu(K(n), H)\), and let \(Y \in P(n)\). First assume that \(\mu = \bar{\mu}\). Then by Lemma 3, and by equation (28a) we have \(E_\omega d\Pi_\Lambda(Y)E_\omega = 0\). As before, we compute \(T_n(\mu, \nu)d\Pi_\Lambda(Y)f\), and obtain a sequence of equations identical to (29). Hence the intertwining property of \(T_n(\mu, \nu)\) follows as before.

Next, assume \(\mu \neq \bar{\mu}\). Then we have by the second formulas in (19) and (20),

\[
T_n(\mu, \nu)d\Pi_\Lambda(Y)f = \sum_{i=1}^{p} w_n(\mu, \nu, \Lambda_\omega + \epsilon_i)(\Lambda_\omega i + (n + 1)/2 - i + \nu)E_{\omega + \epsilon}f \Phi Y f
\]

Now apply Lemmas 2 and 4, as before. It follows that \(w_n(\mu, \nu, \Lambda_\omega)\) and \(w_n(\mu, \nu, \Lambda_\omega + \epsilon_i)\) satisfy equation (1b). We also use, in particular, statement 1 of Lemma 2, and obtain:

\[
T_n(\mu, \nu)d\Pi_\Lambda(Y)f
= w_n(\mu, \nu, \Lambda_\omega)\left(\sum_{i=1}^{p} E_{\Lambda_\omega + \epsilon_i}(\Lambda_\omega i - i + (n + 1)/2 - \nu)\Phi Y f
\]
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where again we apply equations (28) and (28a).

The theorem now follows in this case also.

5. Subrepresentations and subquotients. In this section we point out how the results of [10] can be interpreted in terms of the kernels and images of the intertwining maps constructed here. One by-product of this analysis is the result that every subquotient $U(G(n))$-module in the induced representation modules considered here is equivalent to a submodule of an induced representation module.

As before, let $[H, \mu]$ be a fixed finite-dimensional irreducible representation of the subgroup $M(n)$. Let $\Lambda$ denote a complex character of the subgroup $S(n)$, and let $\Lambda'$ denote the Weyl reflected character $\lambda' = d\Lambda'(H) = -d\Lambda(H) + n - 1 = -\lambda + n - 1$. The parameter $\nu$ is defined in terms of $\lambda$ by the formula $\nu = \lambda - (n - 1)/2$. Expressed in terms of the parameter $\nu$, a necessary and sufficient condition for the irreducibility of the $U(G(n))$-module $[dC_\mu(K(n), H), d\Pi_\lambda]$ is the following one (see [10, Theorem 6]):

(D) If $i$ is an index such that $1 \leq i \leq p$, then $\nu + \Lambda \omega_i + (n + 1)/2 - i \neq 0$, for all $[\omega] \in \Omega_\mu(K(n))$ such that $[\Lambda_\omega + \epsilon_i]$ is also in $\Omega_\mu(K(n))$, and $\nu - \Lambda \omega_i - (n - 1)/2 + i \neq 0$ for all $[\omega] \in \Omega_\mu(K(n))$ such that $[\Lambda_\omega - \epsilon_i]$ is also in $\Omega_\mu(K(n))$.

We remark that this condition implies the condition C stated in §3. The following theorem “explains” this irreducibility criterion in terms of intertwining homomorphisms.

Theorem 2. (1) Assume that $n \geq 3$, and that $i$ is an integer index with $1 \leq i \leq p$. Assume also, that if $n = 2p$, then $i \neq p$. Assume that there exists a $\mu$-admissible class $[\omega'] \in \Omega_\mu(K(n))$ such that $0 = \lambda - \Lambda \omega' - n + i$, and such that $[\Lambda \omega' + \epsilon_i]$ is also a $\mu$-admissible class. Let $s = \Lambda \omega'$. Then, with $\nu = \lambda - (n - 1)/2$, we have $\ker(T_n(\mu, \nu)) = D^+_\lambda dC_\mu(K(n), H)$, where $D^+_\lambda$ is the projection defined as in [10] by the sum:

$$D^+_\lambda = \sum \{ E_\omega : [\omega] \in \Omega_\mu(K(n)), \Lambda \omega_i > s \}.$$  

We recall from [10] the definition of the projection $D^-_\lambda$ by

$$D^-_\lambda = \sum \{ E_\omega : [\omega] \in \Omega_\mu(K(n)), \Lambda \omega_i \leq s \}.$$  

Then we have $D^-_\lambda = 1 - D^+_\lambda$. Then also,

$$\text{range}(T_n(\mu, \nu)) = D^-_\lambda dC_\mu(K(n), H),$$

$$\ker(T_n(\mu, -\nu)) = D^-_\lambda dC_\mu(K(n), H),$$

$$\text{range}(T_n(\mu, -\nu)) = D^+_\lambda dC_\mu(K(n), H).$$
Now assume that \( n = 2p \). Assume also that there exists a \( \mu \)-admissible class \([\omega'] \in \Omega_\mu(K(n))\) such that \([\Lambda_{\omega'} + \epsilon_p] \) is also \( \mu \)-admissible, and such that \( \lambda + \Lambda_{\omega'} - p + 1 = 0 \), or equivalently, \( \nu + \Lambda_{\omega'} + \frac{1}{2} = 0 \). Set \( s = \Lambda_{\omega'} \). We distinguish two cases:

Case 1': \( -s > s \). Then \( \nu = -s - \frac{1}{2} \geq 0 \).

Case 2': \( -s \leq s \). Then \( \nu = -s - \frac{1}{2} < 0 \).

As in Theorem 5 of [10] we define the following projections:

\[
D^+_{\lambda_p} = \sum \{E_\omega : [\omega] \in \Omega_\mu(K(n)), \Lambda_{\omega_p} \geq -s\},
\]

\[
D^-_{\lambda_p} = \sum \{E_\omega : [\omega] \in \Omega_\mu(K(n)), \Lambda_{\omega_p} \leq s\},
\]

\( D^+_{\lambda_p} = 1 - D^-_{\lambda_p} \), and \( D^-_{\lambda_p} = 1 - D^+_{\lambda_p} \). In addition, in Case 1' we define as in [10], \( D^F_{\lambda_p} = D^-_{\lambda_p} D^+_{\lambda_p} = D^+_{\lambda_p} D^-_{\lambda_p} \), and in Case 2', \( D^F_{\lambda_p} = D^-_{\lambda_p} D^+_{\lambda_p} = D^+_{\lambda_p} D^-_{\lambda_p} \).

Then in Case 1' the linear map \( T^F_n(\mu, -\nu) \) is defined, and we have:

\[
k_{er}(T^F_n(\mu, -\nu)) = D^-_{\lambda_p} dC_\mu(K(n), \mathfrak{h}),
\]

\[
range(T^F_n(\mu, -\nu)) = D^+_{\lambda_p} dC_\mu(K(n), \mathfrak{h}),
\]

\[
k_{er}(T^-_n(\mu, -\nu)) = D^+_{\lambda_p} dC_\mu(K(n), \mathfrak{h}),
\]

\[
range(T^-_n(\mu, -\nu)) = D^-_{\lambda_p} dC_\mu(K(n), \mathfrak{h}).
\]

In Case 2' the linear map \( T^F_n(\mu, -\nu) \) is defined, and we have:

\[
k_{er}(T^F_n(\mu, -\nu)) = (D^+_{\lambda_p} + D^-_{\lambda_p}) dC_\mu(K(n), \mathfrak{h}),
\]

\[
range(T^F_n(\mu, -\nu)) = D^F_{\lambda_p} dC_\mu(K(n), \mathfrak{h}).
\]

(3) The map \( T_n(\mu, \nu) \) is a linear isomorphism from \( dC_\mu(K(n), \mathfrak{h}) \) onto \( dC_\mu(K(n), \mathfrak{h}) \) if and only if condition D holds.

Remarks. Under the Weyl reflection: \( \Lambda \rightarrow \Lambda' = \Lambda^{-1} P^2 \) the equation \( \lambda + s - p + 1 \) goes over into the equation \( \lambda' + s' - p + 1 = 0 \), where \( s' \) is given by \( s' = -s - 1 \). Hence the equalities between the projections: \( D^+_{\lambda_p} = 1 - D^F_{\lambda_p} \) follow from the definitions of the projections \( D^+_{\lambda_p} \) by replacing \( \lambda \) by \( \lambda' \) and \( s \) by \( s' \) in those definitions. A similar remark applies to the projections defined in statement 1.

Next we remark that in case \( p \geq 2 \), the condition in statement 2 implies that the component \( \Lambda_{\mu_p - 1} \) is positive.

Finally, we remark that the above theorem may be deduced from Theorem 6 of [10]. However, we shall now show that this theorem follows easily from the results established in the last section.

Proof of the Theorem. First, we note that if there does exist an index
$i$, with $1 \leq i \leq p$, and such that condition $D$ is violated, then by Lemma 5 this index is unique. Assume now that the condition of statement 1 holds; so that we have $v = s + (n + 1)/2 - i$ for a unique index $i$. Write $s = \Lambda_{\mu_i} + n_i$. Then $n_i$ is a nonnegative integer, and by the condition of statement 1, both $n_i$ and $n_i + 1$ satisfy conditions 3a, b. From the definition of the functions $\tau_{n_i}(\mu, v, m_i)$ in equations (4) or (17), it follows that $\tau_{n_i}(\mu, v, m_i) = 0$ for precisely those integers $m_i$ which satisfy the conditions 3a, b and the condition $m_i \geq n_i + 1$. Moreover, the factors $\tau_{n_j}(\mu, v, m_i)$ which occur in the definition of $T_n(\mu, v)$, are different from zero when $j \neq i$. The last fact follows from the explicit formulas for these factors and from the uniqueness of the index $i$. Hence the kernel of $T_n(\mu, v)$ is spanned by those subspaces $E^\omega dC_\mu(K(n), H)$ such that $\Lambda_{\omega, i} \geq n_i + 1 + \Lambda_{\mu, i}$. Since such classes exist, this kernel is nontrivial. Since the map $T_n(\mu, v)$ commutes with the projections $E^\omega$, the range of this map is spanned by the complementary set of subspaces: $\{E^\omega dC_\mu(K(n), H): [\omega] \in \Omega_\mu(K(n)), \Lambda_{\omega, i} \leq s\}$. Hence, the first conclusion of the statement follows.

By the last remark of statement c in Lemma 4, the factor $\tau_{n_j}(\mu, -v, m_i)$ is equal to zero for precisely those $m_i$ which satisfy 3a, b and the condition $m_i \leq n_i$. Hence by reasoning in a manner similar to the above argument, we have

$$\ker(T_n(\mu, -v)) = \{E^\omega dC_\mu(K(n), H): \Lambda_{\omega, i} \leq n_i + \Lambda_{\mu, i} = D^\omega dC_\mu(K(n), H)\},$$

and this kernel is nontrivial. The statement concerning the range of the map $T_n(\mu, -v)$ follows in a similar manner as the statement concerning the range of the map $T_n(\mu, v)$. Hence, statement 1 is proved.

Under the assumptions of statement 2 of the theorem, condition C of §3 is violated. Hence, condition D is violated for the unique index $i = p$. First, let us assume that $p > 2$. Then $\tau_{n_j}(\mu, v', m_i) \neq 0$ for all indices $j$ such that $1 \leq j < p$, and integers $m_j$ which satisfy conditions 3b. Hence the kernel of the map $T_n(\mu, -v)$ may be read off from Lemma 6. First assume Case 1' of statement 2. This case corresponds to Case 1 of Lemma 6 with the parameter in that lemma replaced by the parameter $v' = -v$. Write $\lambda' = n_p - \Lambda_{\mu_p} - 1 < 1 = s + 1$. Thus, in terms of $n_p$ and $n_p'$ of Lemma 6, we have $s = -\Lambda_{\mu_p} - n_p - 1$, and $-s = -\Lambda_{\mu_p} + n_p'$. Then the factor $\tau_{n_p}(\mu, v', m_p)$ is defined for all integers $m_p$ which satisfy the inequality: $0 \leq m_p \leq 2\Lambda_{\mu_p}$. If $n \geq 4$, it follows from Lemma 6 that $\tau_{n_p}(\mu, v', m_p) = 0$ if and only if $-\Lambda_{\mu_p} - n_p \leq -\Lambda_{\mu_p} + m_p \leq -s - 1$. Hence, the map $T_n(\mu, v')$ is defined, and its kernel is correctly indicated in the conclusion of statement 2. It also follows from Lemma 6 that $\tau_{n_p}(\mu, v', m_p) = 0$, if and only if $s + 1 = -\Lambda_{\mu_p} + n_p \leq -\Lambda_{\mu_p} + m_p \leq \Lambda_{\mu_p}$. It follows that the kernel of the map $T_n(\mu, v')$ is the range of the projection $D^\lambda_{\mu_p}$. The statements concerning the ranges of the maps $T_n(\mu, -v)$ again
follow from the fact that these maps commute with the projections $E_\omega$, $[\omega] \in \Omega_\mu(K(n))$, as before.

Assume Case 2' holds. This case corresponds to the Case 2 of Lemma 6, when the parameter $\nu$ in that lemma is replaced by the parameter $\nu' = -\nu$.

Hence the factor $T^{Fp}_{mp}(\mu, -\nu, m_p)$ is defined for all $m_p$ which satisfy the inequalities in 3b. Hence the map $T^n_{\nu}(\mu, -\nu)$ is defined. By arguing as above, it follows from Lemma 6 that the kernel of this map consists of the span of $E_\omega dC_\mu(K(n), H)$ with $-\Lambda_{\mu - 1} \leq \Lambda_{\omega_p} \leq -s - 1$ or with $s + 1 \leq \Lambda_{\omega_p} \leq \Lambda_{\mu - 1}$. Hence, the kernel of $T^n_{\nu}(\mu, \nu')$ consists of the subspace $(D^{\mu}_{\omega_p} + D^{-\mu}_{\omega_p})dC_\mu(K(n), H)$.

The statement concerning the range of the map $T^n_{\nu}(\mu, \nu')$ follows from an argument similar to one used above.

In case $n = 2$, and $p = 1$, statement 2 follows from Lemma 7, by modifying the above argument in an obvious manner.

By the proof of statement 1 the map $T^n_{\nu}(\mu, \nu)$ has a nontrivial kernel, if and only if statement D is false. Hence, if statement D is true, the map $T^n_{\nu}(\mu, \nu)$ exists and is one to one. Moreover, since this map is onto each of the subspaces $E_\omega dC_\mu(K(n), H)$, in this case, $T^n_{\nu}(\mu, \nu)$ maps $dC_\mu(K(n), H)$ onto $dC_\mu(K(n), H)$. Q.E.D.

The following facts are known from [10, Theorem 6].

If the assumptions of statement 1 of the last theorem hold, then the $U(G(n))$-modules $[D^{\mu}_{\lambda}dC_\mu(K(n), H), d\Pi_\lambda]$ and $[D^{-\mu}_{\lambda}dC_\mu(K(n), H), d\Pi_\lambda]^{-1}$ are proper irreducible submodules of the $U(G(n))$-modules $[dC_\mu(K(n), H), d\Pi_\lambda]$, and $[dC_\mu(K(n), H), d\Pi_\lambda]^{-1}$ respectively. If the assumptions of statement 2 in the above theorem hold, then $[D^{\mu}_{\lambda}dC_\mu(K(n), H), d\Pi_\lambda]$ are both $U(G(n))$-submodules. These submodules are both irreducible if condition 1' holds. If Case 2' applies, then the submodule $[D^{Fp}_{\lambda}dC_\mu(K(n), H), d\Pi_\lambda]$ is irreducible. Similarly, under the assumptions of statement 2, the subspaces $D^{\mu}_{\lambda}dC_\mu(K(n), H)$ are submodules under the action $d\Pi_\lambda$, and are irreducible in Case 2'. In Case 1', $[D^{Fp}_{\lambda}dC_\mu(K(n), H), d\Pi_\lambda]^{-1}$ is irreducible. Finally, if condition D holds, then the $U(G(n))$-modules $[dC_\mu(K(n), H), d\Pi_\lambda]$ and $[dC_\mu(K(n), H), d\Pi_\lambda]^{-1}$ are both irreducible.

Now, let $T$ be an intertwining map from the $U(G(n))$-module $[dC_\mu(K(n), H), d\Pi_\lambda]$ into the $U(G(n))$-module $[dC_\mu(K(n), H), d\Pi_\lambda]^{-1}$. From a standard theorem on homomorphisms of modules, we may identify the quotient module $[dC_\mu(K(n), H), d\Pi_\lambda]/[\ker(T), d\Pi_\lambda]$ with the submodule of $[dC_\mu(K(n), H), d\Pi_\lambda]^{-1}$ given by range $(T)$. Hence, by combining the above results with Theorem 2, we obtain with a slight abuse of terminology, the following result.

**Corollary 1.** If condition D holds, then $T^n_{\nu}(\mu, \nu)$ is an isomorphism.
from the $U(G(n))$-module $[dC^K_{\mu}(K(n), H), d\Pi_{\Lambda}]$ onto the $U(G(n))$-module $[dC^K_{\overline{\mu}}(K(n), H), d\Pi_{\Lambda}]$.

If the assumptions of statement 1 hold, then $T_n(\mu, \nu)$ is a $U(G(n))$-module isomorphism from the quotient module $[dC^K_{\mu}(K(n), H), d\Pi_{\Lambda}]$ onto the submodule $[dC^K_{\overline{\mu}}(K(n), H), d\Pi_{\Lambda}]$. Under the same assumptions, $T_n(\mu, -\nu)$ is a $U(G(n))$-module isomorphism from the quotient module $[dC^K_{\mu}(K(n), H), d\Pi_{\Lambda}]$ onto the submodule $[dC^K_{\overline{\mu}}(K(n), H), d\Pi_{\Lambda}]$.

As in [10], the subquotient theorem of Harish-Chandra [3b], Theorem 4, leads immediately to the following corollary.

**Corollary 2.** Every irreducible quasi-simple representation of $G(n)$ is infinitesimally equivalent to a subrepresentation of a nonunitary principal series representation.

6. *Infinitesimally pseudo-unitary representations.* A preliminary step in the classification of the irreducible unitary representations is the study of the infinitesimally pseudo-unitary $U(G(n))$-representations. This study, which is undertaken in this section, involves some remarks on linear algebra.

We continue the notation of the last section. Let $[H, d\Pi_{\Lambda}]$ be a nonzero $U(G(n))$-submodule of the $U(G(n))$-module $[dC^K_{\mu}(K(n), H), d\Pi_{\Lambda}]$. Let $A$ be an Hermitian (not necessarily positive definite) bilinear form on $H$; so that $A(x, y) = A(y, x)$, for all $x$ and $y \in H$. The $U(G(n))$-module $[H, d\Pi_{\Lambda}]$ will be called *infinitesimally pseudo-unitary* with respect to the Hermitian form $A$, or if $A$ is understood, *infinitesimally pseudo-unitary*, provided the following relation holds for all $F \in G(n)$, and $x, y \in H$:

$$A(d\Pi_{\Lambda}(Y)x, y) = -A(x, d\Pi_{\Lambda}(Y)y).$$

In other words, for each $Y \in G(n)$, the linear transformation $d\Pi_{\Lambda}(Y)$ is skew-Hermitian with respect to the form $A$.

Following Harish-Chandra, we call the $U(G(n))$-module *infinitesimally unitary*, if it is infinitesimally pseudo-unitary with respect to some positive definite Hermitian form.

As in [10], we let $\langle \cdot, \cdot \rangle$ denote the standard inner product on $L^2_{\mu}(K(n), H)$ defined by means of the Haar integral

$$\langle f, g \rangle = \int_{K(n)} (f(k), g(k)) \, dk,$$

for all $f$ and $g \in L^2_{\mu}(K(n), H)$, where $(\cdot, \cdot)$ is an inner product on $H$ with
respect to which \([H, \mu]\) is a unitary representation of \(M(n)\).

Note that the restriction of the form \(\langle , \rangle\) to the linear subspace \(H\) is non-degenerate since \(\langle , \rangle\) is positive definite.

Finally, as in [10], we denote complex conjugations on \(L^2(K(n), H)\) by \(\phi \rightarrow \bar{\phi}\).

Let \(H^*\) denote the linear dual space of \(H\), and let \(H_F\) denote the subset of \(H^*\) defined by \(H_F = \{f \in H^*: f(E_\omega H) = 0\ \text{for all but a finite number of classes } [\omega] \in \Omega_\mu(K(n))\}\). It is clear that \(H_F\) is a linear subspace of \(H^*\).

The next lemma will justify calling this subspace the subspace of \(K(n)\)-finite vectors in \(H^*\). If \(f \in H^*\), let \(\bar{f}\) denote the conjugate linear functional defined by \(\bar{f}(x) = \bar{f}(x)\). Then let \(H_F\) denote the linear space of conjugate linear functionals defined by the expression: \(H_F = \{f: f \in H_F\}\).

**Lemma 8.** If \(f \in H_F\), then there exists an element \(x_f \in H\) such that \(f(y) = \langle y, x_f \rangle\) for all \(y \in H\). If \(f \in \overline{H_F}\), then there exists an element \(x_f \in H\) such that \(f(y) = \langle x_f, y \rangle\), for all \(y \in H\). The map \(f \rightarrow x_f, f \in H_F\), is a conjugate linear isomorphism from \(H_F\) onto \(H\). The map \(f \rightarrow x_f, f \in \overline{H_F}\) is a linear isomorphism from \(\overline{H_F}\) onto \(H\).

**Proof.** Let \(f \in H_F\), and let \(\mathcal{B}_f\) denote the linear span:

\[
\mathcal{B}_f = \text{span} \{E_{\omega}H: f(E_{\omega}H) \neq 0, [\omega] \in \Omega_\mu(K(n))\}.
\]

Then \(\mathcal{B}_f\) has finite dimension and is a Hilbert space under the restriction of the Hermitian form \(\langle , \rangle\). Consequently, by the standard Riesz representation theorem, there exists an element \(x_f \in \mathcal{B}_f \subset H\), such that \(f(y) = \langle y, x_f \rangle\) for all \(y \in \mathcal{B}_f\). However, for all \(y \in \mathcal{B}_f \subset H\) we have \(f(y) = 0 = \langle y, x_f \rangle\). Hence \(f(y) = \langle y, x_f \rangle\) for all \(y \in H\). The fact that the map \(f \rightarrow x_f\) is conjugate linear and one to one follows from a standard calculation. The fact that this map is onto follows in a standard way from the nondegeneracy of the Hermitian form \(\langle , \rangle\).

The second half of the lemma follows by an analogous argument. Q.E.D.

**Corollary 3.** The spaces \(H, H_F, \overline{H_F}\) are all linearly isomorphic.

**Lemma 9.** Let \(A\) be an Hermitian form on \(H\). Then there exists a linear map \(T: H \rightarrow H\) such that \(A(x, y) = \langle Tx, y \rangle\), for all \(y\) and \(x \in H\).

Suppose moreover, that \([H, d\Pi_\Lambda]\) is an infinitesimally pseudo-unitary \(U(G(n))\)-module with respect to \(A\). Then \(T\) is an intertwining map from this \(U(G(n))\)-module into \([d\Pi_\Lambda, K(n), H], d\Pi_{\Lambda^{-1}P^2}\].

**Remark.** Note, that the character \(\Lambda^{-1}P^2\) is equal to the Weyl-conjugate character of \(\Lambda\) only if \(\Lambda\) is real.

**Proof of the Lemma.** Fix \(x \in H\). Then the map \(f_x: y \rightarrow A(x, y)\) is conjugate linear. It is obviously \(K(n)\)-finite, and hence in \(\overline{H_F}\). Therefore, we
may apply Lemma 8. Accordingly, the map \( f_x \rightarrow x f_x \) is linear, and writing \( x \rightarrow T x \) for the composition of the linear maps \( x \rightarrow A(x, \cdot) = f_x \) with \( f_x \rightarrow x f_x \), we get a linear map \( T: H \rightarrow H \). Thus from Lemma 8 we have

\[
A(x, y) = f_x(y) = \langle x f_x, y \rangle = \langle T x, y \rangle,
\]

for all \( x, y \in H \).

Next, we prove the second statement of the lemma. By Theorem 8 of [10], we have for all \( x, y \in H \) and \( g \in G(n) \),

\[
\langle \Pi^{-1} \Lambda P^2 g x, y \rangle = \langle x, \Pi \Lambda (g^{-1}) y \rangle.
\]

Let \( Y \in G(n) \). Then by differentiating the above equation along the one parameter subgroup \( t \rightarrow \exp t Y \), we obtain:

\[
\langle d \Pi^{-1} \Lambda P^2 (Y)x, y \rangle = - \langle x, d \Pi \Lambda(Y)y \rangle,
\]

for all \( x \) and \( y \in H \).

Now assume that \( [H, d \Pi \Lambda] \) is infinitesimally pseudo-unitary with respect to \( A \). Then we have for all \( x, y \in H \) and \( Y \in G(n) \),

\[
\langle T d \Pi \Lambda(Y)x, y \rangle = A(d \Pi \Lambda(Y)x, y) = -A(x, d \Pi \Lambda(Y)y) = -\langle T x, d \Pi \Lambda(Y)y \rangle = \langle d \Pi^{-1} \Lambda P^2(Y)T x, y \rangle.
\]

By the nondegeneracy of the form \( \langle \cdot, \cdot \rangle \), we have for all \( x \in H \), \( T d \Pi \Lambda(Y)x = d \Pi^{-1} \Lambda P^2(Y)T x \). Q.E.D.

**Corollary 4.** In order that \( [H, d \Pi \Lambda] \) be infinitesimally pseudo-unitary it is necessary that either \( \bar{\Lambda}^{-1} P^2 = \Lambda \), or that \( \bar{\Lambda} = \Lambda \) and \( \mu = \bar{\mu} \). In the first case \( \nu \) is imaginary, and in the second case \( \nu \) is real.

**Proof.** The proof is immediate from the definitions, the above lemma, and Lemma 3.

It now becomes a routine matter to list all the pseudo-unitary representations by making use of Theorem 1. We will not do this here, but turn now to the classification of the unitary representations.

**7. The unitary representations.** Let \( A \) be an Hermitian form on \( H \). Suppose that the \( U(G(n)) \)-module \( [H, d \Pi \Lambda] \) is infinitesimally pseudo-unitary with respect to \( A \). A key point in our argument is the following simple observation.

**Lemma 10.** Under the above assumptions, \( A \) is positive definite, if and only if \( A \) is positive definite on each nontrivial subspace \( E_\omega H, [\omega] \in \Omega_\mu(K(n)) \).

**Proof.** The "only if" part is obvious. The "if" part follows immediately
from the following observation. If \( x \in E_\omega H \), and \( y \in E_\omega H \), and if \([\omega] \neq [\omega']\), then \( A(x, y) = 0\). However, this observation follows from the fact that the \( K(n)\)-representation \( k \mapsto R(k) = \Pi_A(k) \) on \( H \) is unitary with respect to \( A \), and the following computation:

Let \( x \in E_\omega H \), and \( y \in E_\omega H \) with \([\omega] \neq [\omega']\). Then

\[
A(x, y) = A(x, y) = \int_{K(n)} \overline{x_\omega(k)} A(R(k)x, E_\omega y) = \int_{K(n)} \overline{x_\omega(k)} A(x, R(k)y) = A(x, E_\omega E_\omega y) = 0. \text{ Q.E.D.}
\]

We call an infinitesimal intertwining map \( T \) positive definite, if the corresponding Hermitian form: \((x, y) \mapsto \langle Tx, y \rangle\) is positive definite. It is clear from the above lemma that an infinitesimal intertwining map is positive definite, if and only if the coefficient in each of its Fourier components is positive.

The next lemma is basic and concerns the positivity of the factors which occur in the definition of the maps \( T_n(\mu, \nu, \omega) \). In accordance with Corollary 4, we need only consider the case of \( \nu \) real. Hence we now assume that \( \nu \) is real.

**Lemma 11.** Let \( i \) be an integer index with \( 1 \leq i \leq p \).

1. First, assume that \( n \geq 3 \), and that if \( n = 2p \), then \( i \neq p \). Then the factor \( \tau_{ni}(\mu, \nu, m_i) \) is positive for all positive integers \( m_i \) which satisfy conditions 3a, b, if and only if

\[
0 < |\nu| < |\Lambda_{\mu_i}| + (n + 1)/2 - i.
\]

(Recall that the integer \( m_i \) satisfies conditions 3a, b if and only if \( m_i + \Lambda_{\mu_i} \) is the \( i \)th component of a \( \mu \)-admissible highest weight of \( K(n) \).) Suppose \( n_i \) and \( n_i + 1 \) satisfy condition 3a, b, and suppose that \( \nu = -(\Lambda_{\mu_i} + (n + 1)/2 - i + n_i) \). Then \( \tau_{ni}(\mu, \nu, m_i) \geq 0 \), for all \( m_i \) which satisfy 3a, b.

2. Let \( n = 2p \), and \( i = p \). Assume condition C of §3 is satisfied. Then the factor \( \tau_{np}(\mu, \nu, m_p) \) is never zero for any integer \( m_p \) satisfying condition 3b. Moreover, this factor is positive for all \( m_p \) satisfying 3b if and only if \( 2\Lambda_{\mu_p - 1} \) is an even integer, and \( 0 < |\nu| < \frac{1}{2} \), when \( n \geq 4 \), and if and only if \( \mu = + \) and \( 0 < |\nu| < \frac{1}{4} \), when \( n = 2 \).

3. Let \( n = 2p \) and \( i = p \). Assume condition C is violated. Then as usual, we consider two cases:

Case 1. \( \nu = (n_p - n'_p)/2 \leq 0 \). (We use the notation of §3.) Then the factors \( \tau_{np}^\pm(\mu, \nu, m_p) \) are defined, and are positive or zero for all \( m_p \) satisfying 3b. (The zeros are given by Lemma 6, or Lemma 7 in case \( p = 1 \).)

Case 2. \( \nu = (n_p - n'_p)/2 > 0 \). Then the factor \( \tau_{np}^F(\mu, \nu, m_p) \) is defined for all \( m_p \) satisfying 3b. It is positive or zero for all such \( m_p \), if and only if
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\[ n_p = n'_p + 1; \text{ hence } v = \frac{1}{2} \text{ and } \Lambda_{\mu p - 1} \text{ is an integer. In case } n = 2, \text{ the last condition must be replaced by the condition that } \mu = +, \text{ and } v = \frac{1}{2}. \]

**Proof of statement 1.** If \( i > 1 \), and if \( \Lambda_{\mu i - 1} = \Lambda_{\mu i} \), then every \( \mu \)-admissible class \([\omega]\) must have the property that \( \Lambda_{\mu i} = \Lambda_{\omega i} \). Consequently, in this case \( m_i = 0 \) is the only integer for which \( \tau_{n_i}(\mu, v, m_i) \) is defined. This factor is by definition equal to 1. Now, if \( i = 1 \), or if \( \Lambda_{\mu i} \neq \Lambda_{\mu i - 1} \), then there is more than one integer \( m_i \) which satisfies the conditions 3a, b. It follows from equation (17) that for all these integers, \( \tau_{n_i}(\mu, v, m_i) > 0 \), if and only if

\[
\frac{|\Lambda_{\mu i}| + (n + 1)/2 - i + m_i - v}{|\Lambda_{\mu i}| + (n + 1)/2 - i + m_i + v} > 0,
\]

for all integers \( m_i \) which satisfy the conditions 3a, b. (We remark again, that the absolute value sign is needed only in the case where \( n = 2p + 1 \) and \( i = p \).)

The condition (*) is equivalent to the condition that

\[
(|\Lambda_{\mu i}| + (n + 1)/2 - i + m_i)^2 > v^2.
\]

The left-hand side of the last inequality attains its minimum for \( m_i = 0 \). Similarly, the condition that \( \tau_{n_i}(\mu, v, m_i) > 0 \) for all \( m_i > n_i \), and satisfying 3a, b is equivalent to the condition that

\[
(|\Lambda_{\mu i}| + (n + 1)/2 - i + m_i)^2 > v^2,
\]

which under the second hypothesis of statement 1 is satisfied automatically for \( m_i \geq n_i + 1 \). For \( m_i \leq n_i \), \( \tau_{n_i}(\mu, v, m_i) = 0 \), by Lemma 4. The statement follows.

**Proof of statement 2.** Let \( n = 2p \) and \( i = p \). First suppose that \( n \geq 4 \). If \( \Lambda_{\mu p - 1} = 0 \), then \( m_p = 0 \) is the only integer for which the factor \( \tau_{n_p}(\mu, v, m_p) \) is defined, and by definition, this factor is equal to 1. Now suppose that \( \Lambda_{\mu p - 1} > 0 \). Then it follows from equation (5) that \( \tau_{n_p}(\mu, v, m_p) > 0 \), for all \( m_p \) for which this factor is defined (inequality 3b) if

\[
(- \Lambda_{\mu p - 1} + \frac{1}{2} + m_p)^2 > v^2
\]

for all integers \( m_p \) which satisfy the inequalities 3b. Now if \( 2\Lambda_{\mu p - 1} \) is an odd integer, then one possibility for \( m_p \) is \( m_p = \Lambda_{\mu p - 1} - \frac{1}{2} \). For this integer we have \( 0 > v^2 \), which is impossible. Hence, \( 2\Lambda_{\mu p - 1} \) must be an even integer. In this case the minimum of the left-hand side of inequality (***)) is attained when \( m_p = \Lambda_{\mu p - 1} \). Hence statement 2 follows for this case.

Next assume that \( n = 2 \). If \( \mu = - \), we find from equation 10 that

\[
\tau_{21}(-, v, -1) = (-)v/v = -1, \text{ for all } v \neq 0. \text{ Hence, we must have } \mu = +. \text{ On}
\]
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the other hand, we see that \( \tau_{21}(+, \mu, m) > 0 \) for all \( m \in \mathbb{Z} \), if and only if \((j + \frac{1}{2})^2 - \nu^2 > 0\) for all \( j \in \mathbb{Z} \). Hence, the statement follows in this case as well.

Statement 3 follows easily from the explicit formulas given in equations (7) and (8), in case \( n \geq 4 \), and from equations (12), (13), (14), and (15), in the case when \( n = 2 \).

From our point of view the irreducible unitary representations fall into two broad classes I and II:

I. The principal series. These representations are the representations on \( L^2_u(K(n), H) \) with \([H, \mu]\) an arbitrary irreducible finite-dimensional representation of \( M(n) \), and \( \nu \) pure imaginary or zero. Note that it follows from the irreducibility conditions of [10, Theorem 6], or in §5, that the only nonirreducible case of the principal series occurs if \( \nu = 0, n = 2p \geq 4 \), and the component \( \Lambda_{\mu p - 1} \) is a half odd integer, or in case \( n = 2, \nu = 0 \), and \( \mu \) is the nontrivial representation of \( M(2) \). In these cases the principal series splits into two irreducible components.

II. Representations with a redefined inner product on \( dC_\mu(K(n), H) \). In this case one defines an inner product on \( dC_\mu(K(n), H) \) such that for some character \( \Lambda \) on \( S(n) \) the representation \([dC_\mu(K(n), H), d\Pi_\Lambda]\) is infinitesimally unitary with respect to this inner product. Then the unitary representation of \( G(n) \) is supposed to act on the Hilbert space completion, with respect to the norm defined by this inner product, of the quotient space \( dC_\mu(K(n), H)/(radical(A)) \), where \( A \) is the inner product. This second class of representations splits up into two subclasses:

IIA. Irreducible complementary series. In this case the radical of the inner product \( A \) is equal to the zero space.

IIB. Nonirreducible case; the end point and isolated point representations. In this case the radical of \( A \) is nontrivial.

First, we discuss the class IIA in more detail. For this class there is no substantial difference between the case \( n = 2p \) and the case \( n = 2p + 1 \). By Corollary 4, we must have \( \mu = \bar{\mu} \), and \( \nu \) a real number, where \( \nu = d\Lambda(H) - (n - 1)/2 \). By Lemma 9, the inner product \( A \) which makes \([dC_\mu(K(n), H), d\Pi_\Lambda]\) infinitesimally unitary can be given as follows:

\[
(x, y) \mapsto A_n(\mu, \nu; x, y) = \langle T_n(\mu, \nu)x, y \rangle.
\]

By Lemma 10, this Hermitian form is positive definite provided that the scalar \( t_n(\mu, \nu, \omega) \) is positive for each \( \mu \)-admissible class \([\omega]\). By formula (20) in §3, this last condition is equivalent to the condition that each of the factors \( \tau_{ni}(\mu, \nu, m_i) \) is positive for \( 1 \leq i \leq p \), and \( m_i \) given by \( m_i = \Lambda_{\omega_i} - \Lambda_{\mu_i} \), if
1 \leq i < p, and \( m_p = \Lambda_{\omega p} - |\Lambda_{\mu p}| \), if \( n = 2p + 1 \), or \( m_p = \Lambda_{\omega p} - \Lambda_{\omega p - 1} \), if \( n = 2p \).

Now assume first that \( n = 2p + 1 \). Then the condition that \( \mu = \bar{\mu} \) implies that the component \( \Lambda_{\mu p} = 0 \). Suppose that there is an index \( j \) such that 1 \( \leq j < p \), and such that \( \Lambda_{\mu p} = 0 \). Then \( 0 = \Lambda_{\mu j} = \Lambda_{\mu j + 1} = \cdots = \Lambda_{\mu p} \). Then only the integers \( m_{j+1} = \cdots = m_p = 0 \) are possible. In this case, the factors \( \tau_{j+1}(\mu, \nu, 0) = \cdots = \tau_p(\mu, \nu, 0) = 1 \). Let \( j \) be the first integer such that \( \Lambda_{\mu j} = 0 \). Then by statement 1 of Lemma 11 we find that the positivity condition becomes

\[
|\nu| \in \bigcap_{i=1}^{j} [0, \Lambda_{\mu i} + (n + 1)/2 - i] = [0, (n + 1)/2 - j].
\]

This condition is both necessary and sufficient for the component \( t_n(\mu, \nu, \omega) \) to be positive for each \( \mu \)-admissible class \([\omega] \in \Omega_{\mu}(K(n))\).

Now let \( n = 2p \). If \( \Lambda_{\mu p - 1} = 0 \), then as before, we let \( j \) be the smallest integer such that \( \Lambda_{\mu j} = 0 \), and we have as before, the positivity condition:

\[
|\nu| \in \bigcap_{i=1}^{j} [0, \Lambda_{\mu i} + (n + 1)/2 - i] = [0, (n + 1)/2 - j].
\]

That is, the above condition is both necessary and sufficient for the Hermitian form \( A_n(\mu, \nu; \cdot, \cdot) \) to be positive definite. Now assume that \( \Lambda_{\mu p - 1} \neq 0 \). Then by statement 2 of Lemma 11 and the above reasoning we must have that \( 2\Lambda_{\mu p - 1} \) is an even integer and that \( |\nu| \in [0, \frac{1}{2}) \). Now this interval is contained in the interval

\[
\bigcap_{i=1}^{p-1} [0, \Lambda_{\mu i} + (n + 1)/2 - i].
\]

Hence, the condition that \( |\nu| \in [0, \frac{1}{2}) \) and \( \Lambda_{\mu p - 1} \in \mathbb{Z} \) is both necessary and sufficient for the positiveness of \( A_n(\mu, \nu; \cdot, \cdot) \), when \( \Lambda_{\mu p - 1} \neq 0 \).

Remark 1. If \( n = 2p \), then the above analysis implies that one cannot have a complementary series if \([H, \mu]\) is a faithful representation of \( M(n) \).

Now assume that the above conditions for positive definiteness are satisfied. Thus we assume that \( A_n(\mu, \nu; \cdot, \cdot) \) is a positive definite inner product on the space \( dC_{\mu}(K(n), H) \). Let \( H_{\mu \nu} \) denote the Hilbert space completion of this space with respect to the Hilbert space norm defined by this inner product. We wish to argue that there exists a globally defined unitary representation of \( G(n) \) whose differential is the infinitesimally unitary representation \([dC_{\mu}(K(n), H), d\Pi_{\Lambda}]\). For this purpose, we may invoke a theorem of Nelson (see the discussion below). However, we shall give a simpler argument which is valid in the case of the complementary series, and which generalizes an argument due to Bargmann [1, p. 619].
Proposition 1. Let \( \nu \geq 0 \), and assume that \( \nu \) satisfies one of the above conditions for the positive definiteness of the form \( A_n(\mu, \nu; \cdot, \cdot) \). The \( T_n(\mu, \nu) \) may be extended to a bounded positive operator on \( L^2_\mu(K(n), \mathcal{H}) \) with operator norm \( \| T_n(\mu, \nu) \| \leq 1 \). The last inequality is strict unless \( \nu = 0 \). Hence, \( L^2_\mu(K(n), \mathcal{H}) \) may be embedded as a dense subspace of \( H_{\mu \nu} \).

Proof. An examination of the formulas (17), or the formulas (4) and (5) shows that \( T_\nu(\mu, \nu, \omega) \leq 1 \) for all \( [\omega] \in \Omega_\mu(K(n)) \). The inequality is strict unless \( \nu = 0 \). Now \( \{E_\omega: [\omega] \in \Omega_\mu(K(n))\} \) is a complete orthogonal family of projections on the Hilbert space \( L^2_\mu(K(n), \mathcal{H}) \). Hence, the proposition follows directly from the definition of the operator \( T_n(\mu, \nu) \). Q.E.D.

Now since the action of \( G(n) \) is already globally defined on the space \( L^2_\mu(K(n), \mathcal{H}) \), by \( \Pi_\Lambda \), this action extends, by continuity, to an action of \( G(n) \) on the Hilbert space completion \( H_{\mu \nu} \).

If the conditions for positive definiteness of the form \( A_n(\mu, \nu) \) are satisfied, but now \( \nu < 0 \), then we note that \( [L^2_\mu(K(n), \mathcal{H}), \Pi_\Lambda] \) is infinitesimally equivalent to the representation \( [L^2_\mu(K(n), \mathcal{H}), \Pi_\Lambda] \). Hence, by the above argument, this case is unitarizable as well.

Next, we turn to a discussion of the case IIB. Again, by Lemma 9, we may assume that the inner product \( A \) is given by:

\[
(x, y) \rightarrow A_n(\mu, \nu; x, y) = \langle T_n(\mu, \nu)x, y \rangle,
\]

where now the radical of \( A_n(\mu, \nu; \cdot, \cdot) \), which is the same as the kernel of \( T_n(\mu, \nu) \), is assumed to be nontrivial. (In case \( n = 2p \), and in case the operators \( T_n^F(\mu, \nu) \) of \( T_n^F(\mu, \nu) \) are defined, we use the notation \( A_n^F(\mu, \nu; \cdot, \cdot) \) or \( A_n^F(\mu, \nu; \cdot, \cdot) \) to denote the corresponding inner products.) By the discussion of Theorem 2 in §5, and by the fact that \( \mu = \overline{\mu} \), we have that \( T_n(\mu, \nu) \) is one to one on its range. Hence, if \( T_n(\mu, \nu) \) is positive semidefinite, then \( A_n(\mu, \nu; \cdot, \cdot) \) is positive definite on range \( (T_n(\mu, \nu)) \). Now, by Theorem 2, condition D of §5 must be violated. Accordingly, we first assume that

\[
\nu = (\Lambda_{\mu i} + (n + 1)/2 - i + n_j),
\]

for some index \( i \) such that \( 1 \leq i \leq p \), and we first assume that if \( n = 2p \), then \( i \neq p \). (The case with \( n = 2p \) and \( i = p \) will be handled separately.)

Here \( n_j \) is a nonnegative integer such that \( \Lambda_{\omega i} = n_i + \Lambda_{\mu i} \) for some \( \mu \)-admissible class \( [\omega] \), and \( 1 + n_i + \Lambda_{\mu i} \) is also assumed to be the \( i \)-th component of some \( \mu \)-admissible class. By Lemma 11, statement 1, if \( j > i \), then the factors \( \tau_{nj}(\mu, \pm \nu, m_j) \) cannot all be positive, unless there is only one, namely \( \tau_{nj}(\mu, \pm \nu, 0) \). Thus, \( 0 = \Lambda_{\mu i} = \Lambda_{\mu i+1} = \cdots \). On the other hand, if \( i \neq 1 \), then we must have \( \Lambda_{\mu i} \neq 0 \), for \( j < i \). (Otherwise, we would have \( \Lambda_{\omega i} = 0 \) for all \( \mu \)-admissible...
classes \([\omega]\). For such indices \(j\), the condition of statement 1 in Lemma 11 is satisfied automatically. Hence, the positivity of \(t_n(\mu, \pm \nu, \omega)\) hinges upon the positivity of the factor \(\tau_n(\mu, \pm \nu, m_i)\) for each integer \(m_i\) for which this factor is defined.

Now by Lemma 11, statement 2, and Lemma 4c, we have \(\tau_n(\mu, -\nu, m_i) = 0\), for \(0 \leq m_i \leq n_i\), while \(\tau_n(\mu, -\nu, m_i) > 0\), for \(n_i < m_i\). On the other hand, assume that \(n_i > 0\). Then we have \(\tau_n(\mu, \nu, 0) = 1\). However, \(\tau_n(\mu, \nu, 1) = -n_i/(n + 1 - 2i + n_i) < 0\), as can be established by substitution into the formula (4) or the formula (17). Hence, \(T_n(\mu, \nu)\) is not positive unless \(n_i = 0\). By Theorem 2, \(\text{ker} (T_n(\mu, -\nu)) = \text{range} (D^{\Delta'}_\Lambda)\), while \(\text{ker} (T_n(\mu, \nu)) = \text{range} (D^\mu_\Lambda)\). Thus we have established the following result.

If \(\nu = (n + 1)/2 - i + n_i\), and the above stated conditions on the index \(i\) and the integer \(n_i\) hold, then the quotient \(U(G(n))\)-module

\[
[dC_\mu(K(n), H), d\Pi_\Lambda : \text{ker} (T_n(\mu, -\nu)) = \text{range} (D^{\Delta'}_\Lambda), \text{ker} (T_n(\mu, \nu)) = \text{range} (D^\mu_\Lambda)].
\]

is infinitesimally unitary with respect to the inner product \((x, y) \mapsto A_n(\mu, -\nu; x, y) = \langle T_n(\mu, -\nu)x, y \rangle\). While the “supplementary” quotient module

\[
[dC_\mu(K(n), H), d\Pi_\Lambda : \text{ker} (T_n(\mu, -\nu)) = \text{range} (D^{\Delta'}_\Lambda), \text{ker} (T_n(\mu, \nu)) = \text{range} (D^\mu_\Lambda)].
\]

is infinitesimally unitary with respect to the inner product \((x, y) \mapsto A_n(\mu, \nu; x, y) = \langle T_n(\mu, \nu)x, y \rangle\), if and only if \(n_i = 0\).

**Remark 2.** The quotient module \([dC_\mu(K(n), H), d\Pi_\Lambda : \text{ker} (T_n(\mu, -\nu)) = \text{range} (D^{\Delta'}_\Lambda), \text{ker} (T_n(\mu, \nu)) = \text{range} (D^\mu_\Lambda)]\) is infinitesimally equivalent to the submodule \([D^{\Delta'}_\Lambda dC_\mu(K(n), H), d\Pi_\Lambda]\) (see [10, Theorem 6]). This infinitesimal equivalence can be implemented directly with the map \(T_n(\mu, -\nu)\) (see Theorem 2). This submodule can be made infinitesimally unitary directly with the inner product defined by \((x, y) \mapsto B_n(\mu, -\nu; x, y) = \langle T_n(\mu, -\nu)^{-1}x, y \rangle\), where \(x, y \in \text{range} (D^\mu), \) and \(T_n(\mu, -\nu)^{-1}\) is the inverse of \(T_n(\mu, -\nu)\) defined only on this range. It is clear that \(B_n(\mu, -\nu; \cdot, \cdot)\) is positive definite. Moreover, it follows from the intertwining property of \(T_n(\mu, -\nu)\) that for all \(Y \in G(n)\), and \(x \in \text{range} (D^\mu_\Lambda),
\[
T_n(\mu, -\nu)^{-1}d\Pi_\Lambda(Y)x = d\Pi_\Lambda(Y)T_n(\mu, -\nu)^{-1}x, \mod (1 - D^\mu_\Lambda = D^{-1}_{\Delta'}).
\]
The skew-symmetry of the representation follows as in the calculation in the proof of Lemma 9.

Similarly, if \(n_i = 0\), the \(U(G(n))\)-module \([\text{range} (D^{-1}_{\Delta'}), d\Pi_\Lambda]\) can be made infinitesimally unitary directly by defining on the range of \(D^{-1}_{\Delta'}\) an inner product \(B_n(\mu, \nu; \cdot, \cdot)\) by the formula

\[
B_n(\mu, \nu; x, y) = \langle T_n(\mu, \nu)^{-1}x, y \rangle.
\]
for all \(x, y \in \text{range}(D^\mu_N)\). Again, the map \(T_n(\mu, \nu)^{-1}\) is the inverse of \(T_n(\mu, \nu)\) defined only on the range of \(T_n(\mu, \nu)\), namely \(D^\mu_N\).

**Remark 3.** In the nonsingular cases, namely when \(\ker(T_n(\mu, \nu)) = \{0\}\), we have the following simple formula for the inverse of \(T_n(\mu, \nu): T_n(\mu, \nu)^{-1} = T_n(\mu, -\nu)\). This formula can be established easily from the definition in formulas (19) and (20), and from the definitions of the factors \(\tau_{nj}(\mu, \nu, m_j)\).

**Remark 4.** In case \(n_i = 0\) we have explicitly:

\[
D^\lambda_N = \{E_{\omega}: [\omega] \in \Omega(\mu(K(n))), \Lambda_{\omega_i} = 0\}.
\]

Now, if \(i = 1\), then \(\Lambda_{\mu} = 0\). Hence, \([H, \mu]\) is the trivial representation of the subgroup \(M(n)\) on \(C\). In this special case, \(D^\lambda_N\) reduces to the projection onto the subspace of constant functions, and the corresponding unitary representation is the trivial unitary representation of \(G(n)\).

Now we turn to the case when \(n = 2p\), and \(i = p\). The discussion is similar to the above one, except now we must use statement 3 of Lemma 11 to determine the positivity conditions for the factors \(\tau_{np}(\mu, \nu, m_p)\) which occur in the definition of the intertwining maps.

First, we assume that Case 1' of Theorem 2 holds. This case is equivalent to the Case 1 in Lemma 11 for the parameter \(-\nu\). Thus, we have \(\nu = -s - \frac{1}{2} \geq 0\), and \(-s > s\). If \(n \geq 4\), then all the factors \(\tau_{nj}(\mu, \nu, m_j)\) for \(j < p\) are positive because of statement 1 of Lemma 11, and because of the estimate:

\[
0 \leq |\nu| = |s + \frac{1}{2}| \leq \Lambda_{\mu p} - 1 + \frac{1}{2}
\]

\[
< \Lambda_{\mu p} - 1 + (n - 1)/2 - j \leq \Lambda_{\mu j} + (n + 1)/2 - j.
\]

It follows from Lemma 11 and from Theorem 2 that \(T_n^\pm(\mu, -\nu)\) are positive operators with kernels given by \(\text{range}(D^\pm_{\lambda p})\). Hence, these operators are positive definite on the ranges of the projections \(D^\pm_{\lambda p}\). Hence, in particular, the inverses \(T_n^\pm(\mu, -\nu)^{-1}\) are defined on the ranges of the projections \(D^\pm_{\lambda p}\). Now, from Theorem 2, the quotient modules \([dC_{\mu}(K(n), H), d\Pi_{\lambda}] / \text{range}(D^\pm_{\lambda p}), d\Pi_{\lambda}]\) are isomorphic, via the maps \(T_n^\pm(\mu, -\nu)\), to the submodules \(\text{range}(D^\pm_{\lambda p}), d\Pi_{\lambda}]\).

(Throughout this discussion the upper signs go with upper signs, and the lower signs go with the lower signs.) By an argument similar to the above one, the above quotient modules are infinitesimally unitary with respect to the inner products \((x, y) \rightarrow A_n(\mu, -\nu) = \langle T_n(\mu, -\nu)x, y \rangle\). Then it follows from an argument similar to the one in Remark 2, that the above subrepresentations are infinitesimally unitary with respect to the inner product \((x, y) \rightarrow B_n(\mu, -\nu, x, y) = \langle T_n(\mu, -\nu)^{-1}x, y \rangle\).

Now let us assume that Case 2' of Theorem 2 holds. Equivalently, Case 2 with \(\nu\) replaced by \(-\nu\) holds. Then, by the above discussion and by statement 3 of Lemma 11, \(T_n^\pm(\mu, -\nu)\) is a positive operator if and only if there is precisely
one factor $r_{np}(\mu, -\nu, m_p)$ different from zero. This situation can only occur if
$\nu = -\frac{1}{2}$, and $n_p = n'_p + 1$ (see §3). We must then have $\Lambda_{\mu p - 1} = n'_p$, in case
$n \geq 4$. Thus $\Lambda_{\mu p - 1}$ must be a nonnegative integer. If $n = 2$, this last condition
must be replaced by the condition that $\mu$ is the trivial representation of $M(2)$.

Now assume that these conditions hold. Then $T^F_n(\mu, -\nu)$ is positive, and
is positive definite on range $(D^F_{\lambda_p})$. Moreover, by Theorem 2, we have
ker $(T^F_n(\mu, -\nu)) = \text{range } (D^F_{\lambda_p} + D^F_{\lambda'_{p}})$. Then by arguments similar to the above
ones, we have that $[dC_{\mu}(K(n), H), d\Pi_{\Lambda}\cdot]/(\text{range } (D^F_{\lambda_p} + D^F_{\lambda'_{p}}), d\Pi_{\Lambda}\cdot)$ is infinitesimally
unitary with respect to the inner product $(x, y) \rightarrow A^F_n(\mu, -\nu; x, y) = 1 \times (T_n(\mu, -\nu)x, y)$. Then the subrepresentation $[\text{range } (D^F_{\lambda_p}), d\Pi_{\Lambda}\cdot]$, which is
equivalent to the above quotient module, is infinitesimally unitary with respect to the
inner product $(x, y) \rightarrow B_n(\mu, -\nu; x, y) = (T_n(\mu, -\nu)^{-1}x, y)$.

In order to prove that there exist globally defined unitary group representa-
tions for each of the infinitesimally unitary representations listed above for Case
IIB, one could argue as with Proposition 1 above. A modification of this argument
is valid for the above representations in the subrepresentation picture rather than
in the quotient picture. However we shall instead apply a theorem of Nelson [6,
Theorem 5]. According to the hypotheses of that theorem it will be sufficient to
show that for each of the representations listed above, the differential operator
d$\Pi_{\Lambda}(\nabla)$, with

$$\nabla = \sum_{i=2}^{n} Y^2_{o_i} + H^2 + \sum_{i=1}^{n-1} \sum_{j=2}^{n} X^2_{ij} = \Omega + \Omega_K,$$

is essentially selfadjoint. Here $\Omega$ and $\Omega_K$ are the Casimir operators of $G(n)$
and $K(n)$, respectively, in the normalization of [10, Lemma 6]. However, this
fact follows immediately from the fact that this operator is symmetric for any
infinitesimally unitary representation, and from the fact that the ranges of the
projections $E_\omega, [\omega] \in \Omega_{\mu}(K(n))$, are eigenspaces of this operator.

By Theorem 8 of Harish-Chandra [3a], every infinitesimal equivalence class
of quasi-simple representations contains at most one unitary equivalence class of
unitary representations. Second, every irreducible unitary representation is quasi-
simple. Third, every irreducible quasi-simple representation is infinitesimally
equivalent to a subrepresentation of a principal series representation (possibly non-
unitary), by Corollary 2. If we combine the above analysis with the computation
of the eigenvalues of the Casimir operator in [10, Lemma 6], we have proved the
following result.

**Theorem 3.** Every irreducible unitary representation of $G(n)$ is unitarily
equivalent to one of the following unitary representations.
I. The irreducible principal series. Let \([H, \mu]\) be an irreducible finite-dimensional representation of the subgroup \(M(n)\). Let \(\nu = d\Lambda(H) - (n - 1)/2\). The representations in this class are the representations \([L^2_\Lambda(K(n), H), \Pi_\Lambda]\) with \(\nu\) pure imaginary, with \(\nu \neq 0\), in case \(n = 2p\), and \(\mu\) is a faithful representation of \(M(n)\). (The last condition is equivalent to the condition that \(2\Lambda_{\mu p-1}\) is odd, if \(n \geq 4\), and \(\mu\) is nontrivial if \(n = 2\)). We also have

\[
d\Pi_\Lambda(\Omega) = \nu^2 - \frac{(n-1)^2}{4} + \sum_{i=1}^{p-1} (\Lambda_{\mu i} + n - 2i - 1)\Lambda_{\mu i}, \quad \text{if } n = 2p \\
= \nu^2 - \frac{1}{4}, \quad \text{if } n = 2,
\]

\[
= \nu^2 - \frac{(n-1)^2}{4} + \sum_{i=1}^{p} (\Lambda_{\mu i} + n - 2i - 1)\Lambda_{\mu i}, \quad \text{if } n = 2p + 1.
\]

IIA. The irreducible complementary series. Again, set \(\nu = d\Lambda(H) - (n - 1)/2\). Let \([H, \mu]\) be an irreducible finite-dimensional representation of the subgroup \(M(n)\). If \(n = 2p + 1\) then we must have \(\Lambda_{\mu p} = 0\). Let \(j\) be the smallest integer such that \(\Lambda_{\mu j} = 0\). Then \(\nu\) is real and \(\nu \in (-\frac{n+1}{2} + j, (n+1)/2 - j)\). Similarly, if \(n = 2p \geq 4\), and \(\Lambda_{\mu p-1} = 0\), let \(j\) be the smallest integer such that \(\Lambda_{\mu j} = 0\). Then \(\nu\) must be real and \(\nu \in (-\frac{n+1}{2} + j, (n+1)/2 - j)\). If \(\Lambda_{\mu p-1} \neq 0\), then this component must be an integer, and \(\nu\) is real and in the interval \((-\frac{n+1}{2}, \frac{n+1}{2})\). If \(n = 2\), then \(\mu\) must be the trivial representation of \(M(2)\) and \(\nu\) is real and in the interval \((-\frac{1}{2}, \frac{1}{2})\). With the above conditions the form \((x, y) \rightarrow \langle A_n(\mu, \nu; x, y) = \langle \langle T_n(\mu, \nu)x, y \rangle \rangle = \langle \langle dC_\mu(K(n), H) \rangle \rangle\) is positive definite on \(dC_\mu(K(n), H)\). Let \(H_{\mu\nu}\) denote the Hilbert space completion of \(dC_\mu(K(n), H)\), with respect to the above form. There exists a unique unitary representation \(U\) on this completion, and \(dU = d\Pi_\Lambda\). Moreover,

\[
d\Pi_\Lambda(\Omega) = \nu^2 - (n-1)^2/4 + \sum_{i=1}^{p-1} (\Lambda_{\mu i} + n - 2i - 1)\Lambda_{\mu i}, \quad \text{if } n > 3,
\]

\[
= \nu^2 - 1, \quad \text{if } n = 3,
\]

\[
= \nu^2 - \frac{1}{4}, \quad \text{if } n = 2.
\]

The representations corresponding to the pairs \((\mu, \nu)\) and \((\mu, -\nu)\) are unitarily equivalent. Moreover, the complementary series as defined here overlaps with the principal series in case \(\nu = 0\). Here, the operator \(T_n(\mu, 0)\) reduces to the identity, and \(H_{\mu 0} = L^2_\mu(K(n), H)\).

IIB. Nonirreducible cases; end point and isolated point representations.

1) Suppose \(n = 2p + 1\), and the irreducible representation \([H, \mu]\) has highest weight components \(0 = \Lambda_{\mu j} = \Lambda_{\mu j+1} = \cdots = \Lambda_{\mu}, \) or suppose \(n = 2p \geq 4\), and the representation \([H, \mu]\) has highest weight components \(0 = \Lambda_{\mu j} = \cdots = \Lambda_{\mu} = \cdots =\)
\[ \Lambda_{\mu_{j-1}}. \text{ Assume that } j \text{ is the smallest integer such that } \Lambda_{\mu_j} = 0. \text{ Let } n_j \text{ be a nonnegative integer such that } \Lambda_{\mu_{j-1}} \geq n_j, \text{ in case } j \neq 1. \text{ Then the inner product } (x, y) \mapsto B_n(\mu, -\nu; x, y) = \langle T_n(\mu, -\nu)^{-1}x, y \rangle \text{ is positive definite, with } \nu = d\Lambda(H) - (n - 1)/2 = (n + 1)/2 - j + n_j, \text{ on the space:} \]

\[ D_{\lambda_{\omega_j}}^+ dC_{\mu}(K(n), H) = \text{span } \{ E_{\omega} L_{\mu}(K(n), H) : \Lambda_{\omega_j} \geq n_j \}. \]


Let \( H_{\mu\nu}^+ \) denote the Hilbert space completion of the above space with respect to the norm defined by this inner product. Then there exists a uniquely defined unitary action of \( G(n) \) on this space, and \( dU = d\Pi_{\Lambda} \). The eigenvalue of \( \Omega \) is

\[ d\Pi_{\Lambda}(\Omega) = (n_j + 1 - j)(n_j + n - j) + \sum_{i=1}^{j} (\Lambda_{\mu_i} + n - 2i - 1)\Lambda_{\mu_i}. \]

(2) Make the assumptions in 1 above. In addition, assume that \( n_j = 0 \). Let \( H_{\mu\nu}^- \) be the Hilbert space completion of the space

\[ D_{\lambda_{\omega_j}}^- dC_{\mu}(K(n), H) = \text{span } \{ E_{\omega} L_{\mu}^2(K(n), H) : \Lambda_{\omega_j} = 0 \}, \]

with respect to the norm defined by the inner product \( B_n(\mu, \nu; \cdot, \cdot) \). The latter is positive definite, and is given by \( (x, y) \mapsto B_n(\mu, \nu; x, y) = \langle T_n(\mu, \nu)^{-1}x, y \rangle \).

The unitary action is uniquely defined, and for this action \( U \) we have \( dU = d\Pi_{\Lambda'} \), where \( \Lambda' \) is determined by \( d\Lambda'(H) = -\nu + (n - 1)/2 = j - 1 \). The eigenvalue of \( \Omega \) is obtained by substituting \( n_j = 0 \) into the last formula for this eigenvalue. We remark that in case \( j = 1 \), then \( \mu \) is the trivial representation of \( M(n) \), and \( U \) is a one-dimensional representation on the space of constant functions.

(3) Now assume that \( n = 2p \) and \( \nu = -\frac{1}{2} \). If \( n \geq 4 \) assume that \( \Lambda_{\mu_{p-1}} \) is a nonnegative integer. If \( n = 2 \) assume that \( \mu \) is the trivial representation of \( M(2) \). (Thus, in both cases, \( [H, \mu] \) is not a faithful representation of the subgroup \( M(n) \).) Let \( H_{\mu^{1/2}}^- \) be the Hilbert space completion of the space

\[ D_{\mu_{p-1}, p}^+ dC_{\mu}(K(n), H) = \text{span } \{ E_{\omega} L_{\mu}^2(K(n), H) : \Lambda_{\omega_p} = 0 \}, \]

with respect to the norm defined by the inner product \( B_n(\mu, \frac{1}{2}; \cdot, \cdot) \). The latter is positive definite, and is defined by \( (x, y) \mapsto B_n(\mu, \nu; x, y) = \langle T_n^{1/2}(\mu, \frac{1}{2})^{-1}x, y \rangle \).

Then there is a uniquely defined unitary action \( U \) on this space with \( dU = d\Pi_{\Lambda} \), with \( d\Lambda(H) = -\frac{1}{2} + (n - 1)/2 = n/2 - 1 \), and

\[ d\Pi_{\Lambda}(\Omega) = \frac{1}{2}n(n^2 - 1) + \sum_{i=1}^{p-1} \Lambda_{\mu_i}(\Lambda_{\mu_i} + n - 2i - 1), \text{ if } n = 2p \geq 4, \]

\[ = 0, \text{ if } n = 2. \]
We remark that in case $n = 2$, this representation is the one-dimensional representation of $G(2)$ on the space of constant functions.

(4) If $n = 2p$, let $[H, \mu]$ be an irreducible representation of $M(n)$ such that, in case $n \geq 4$, $\Lambda_{\mu_p-1} \neq 0$. Write $\nu = -s - \frac{1}{2}$. Assume $\nu \geq 0$, and that $s$ is a number such that $-\Lambda_{\mu_p-1} \leq s \leq \Lambda_{\mu_p-1}$, and $s - \Lambda_{\mu_p-1} \in \mathbb{Z}$, if $n \geq 4$, and if $n = 2$, $2s$ is an even (odd) integer if $\mu$ is trivial (nontrivial). Then let $H^\pm_{\mu \nu}$ be the Hilbert space completions of the spaces

\[
D^+_\lambda dC_\mu(K(n), H) = \text{span} \{E_{L_\lambda}(K(n), H) : \Lambda_{\mu_l} \geq -s \},
\]

\[
D^-_\lambda dC_\mu(K(n), H) = \text{span} \{E_{L_\lambda}(K(n), H) : \Lambda_{\mu_l} \leq s \},
\]

with respect to the norm defined by the inner products $B^\pm_n(\mu, -\nu; \cdot, \cdot)$. The latter is positive definite on space $D^\pm_\lambda dC_\mu(K(n), H)$, and is defined by $(x, y) \mapsto B^\pm_n(\mu, -\nu; x, y) = \langle T_n(\mu, -\nu)^{-1}x, y \rangle$. There is a unitary action $U$ defined on each of these spaces which is unique and has the property that $dU = d\Pi_{\Lambda}$, with $d\Lambda(H) = \nu + (n-1)/2$. Moreover,

\[
d\Pi_{\Lambda}(\Omega) = (s + n/2)(s - n/2 + 1) + \sum_{i=1}^{p-1} \Lambda_{\mu_i}(\Lambda_{\mu_i} + n - 2i - 1), \quad \text{if } n \geq 4,
\]

\[
= (s + 1)s, \quad \text{if } n = 2.
\]

8. Concluding remarks. As indicated in the introduction, the irreducible complementary series were first given completely by Knapp and Stein [5]. A different parameter is used in [5], amounting to a change in the logarithmic base, and is given in terms of ours by the formula $(n - 1)\alpha/2 = \nu$. The existence of the isolated point and end point representations in the general case seems to be a new result. There are of course some known special cases which we now point out.

For $n = 4$, the class of representations given in II(3) correspond to the representations $\Pi_{m_0}$, in Dixmier [2], where $m = \Lambda_{\mu_1}$. Also, the representations in II(4), namely $[D^+_{\lambda 2} dC_\mu(K(4), H), d\Pi_{\Lambda}]$, correspond to the representations $\Pi^T_{m, -s}$ in Dixmier’s notation, where $m = \Lambda_{\mu_1}$. These facts were already pointed out in [10], although we did not prove unitarizability there for the case of general $n$.

We remark next that the one case of the reducible principal series is contained in the cases II(4). This situation occurs when $\nu = 0$, and $\mu$ is a faithful representation of $M(n)$. In this case we have $s = -\frac{1}{2}$; so that the projections $D^+_\lambda$ and $D^-_\lambda$ have the property that $D^+_\lambda + D^-_\lambda = 1$. The inner products $B^+_n(\mu, 0; \cdot, \cdot)$ reduce to the restrictions of the inner product $\langle \cdot, \cdot \rangle$ to the ranges of these projections. Hence, we have for this case: $L^2(\mu, K(n), H) = H^+_{\mu \nu} \oplus H^-_{\mu \nu}$. This is a precise generalization of what happens in the case of SL(2, R).
Because of the last remark and because of the formal analogy of the cases IIB(4) to the known cases of $n = 4$, and $n = 2$, we conjecture that IIB(4) comprises the square integrable representations for $\text{Spin}(1, 2p)$. These square integrable representations are known to exist, because of Theorem 16 in [3c]. We hope to present a proof of this conjecture in a later paper. Knapp and Okamoto [5] have discovered generalizations of the split principal series in the case of the isometry groups of the Hermitian symmetric spaces. IIB(4) provides such a generalization in the direction of the Lorentz groups. A proof of the above conjecture would also provide a similar generalization of the limits of the holomorphic discrete series of Knapp and Okamoto.

For general $n$, the existence of the representations in IIB(1) were pointed out in Takahashi [9], for the special case when $j = 1$, and $\Lambda_\mu = 0$. In the quotient realization of these representations, (Remark 2, of the last section) these representations are the quotient representations of nonunitary principal series by the finite-dimensional representations having $K(n)$-fixed vectors. Takahashi noted in [9] that for $n = 3$, these representations are equivalent to certain principal series representations. More precisely, if $j = 1, n = 3$, the representation in IIB(1) is unitarily equivalent to the irreducible principal series representation $[L_\mu^2(K(3), H), \Pi_{\Lambda}]$ with $\nu = 0, d\Lambda(H) = -1$, and $\Lambda_{\mu_1} = n_1 + 1$. This result can also be verified by computing the eigenvalues of an element in the center of $U(G(3))$ algebraically independent of $\Omega$, and noting that the $K(3)$-module structures of the two representations are the same.

The last observation of Takahashi brings us to the question of coincidence of the unitary representations listed in Theorem 3. An examination of the $K(n)$-module structure and the eigenvalues of $\Omega$ shows that if there are any coincidences other than those indicated in the statement of Theorem 3, they must occur in the Takahashi representations cited above. It should be possible to settle the question of coincidence then by computing the center of $U(G(n))$ in this case. However, we have not done this yet.
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