STABLE POSITIVE DEFINITE FUNCTIONS

BY

K. R. PARTHASARATHY AND K. SCHMIDT(1)

ABSTRACT. This paper investigates the stability of positive definite functions on locally compact groups under one parameter groups of automorphisms. As an application of this it is shown that the only probability distributions on $\mathbb{R}^n$ which are stable under the full automorphism group $GL(n, \mathbb{R})$ of $\mathbb{R}^n$ are the nondegenerate Gaussian distributions. It is furthermore shown that there are no nondegenerate probability distributions of $\mathbb{R}^n$ which are stable under $SL(n, \mathbb{R})$.

1. Introduction. P. Levy [1] introduced the notion of a stable probability distribution on the real line and obtained a representation for the Fourier transform of such distributions. As a natural generalization of this idea one can introduce the concept of a stable positive definite function on a general locally compact group $G$. The stability is always with respect to a suitable group of automorphisms of $G$. We are far from obtaining a general representation theorem for this case. The main aim of this article is to obtain a representation of positive definite functions on $G$ which are stable under a one parameter group of automorphisms. As a corollary we are able to show that the only probability distributions on $\mathbb{R}^n$ which are stable under the full automorphism group $GL(n, \mathbb{R})$ are Gaussian, and that there are no probability distributions on $\mathbb{R}^n$ which are stable under the group $SL(n, \mathbb{R})$ of all $n \times n$ matrices with determinant 1.

2. Stable positive definite functions. Let $G$ be a locally compact second countable group with identity $e$. We start with a few definitions.

Definition 2.1. A continuous complex valued function $\phi$ on $G$ with $\phi(g) = \overline{\phi(g^{-1})}$ for every $g \in G$ is called positive definite if

(1) $\phi(e) = 1$,

(2) for any $n \geq 1$, $c_1, \ldots, c_n \in \mathbb{C}$ (the complex numbers) and any $g_1, \ldots, g_n \in G$, we have

\begin{equation}
\sum_{i,j=1}^{n} c_i \overline{c_j} \phi(g_j^{-1}g_i) \geq 0.
\end{equation}
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\( \phi \) is called \textit{conditionally positive definite} if

1' \( \phi(e) = 0 \),
2' \( \phi \) holds whenever \( \sum_{i=1}^{n} c_i = 0 \).

\textbf{Definition 2.2.} A positive definite function \( \phi \) on \( G \) is called \textit{infinitely divisible} if, for any \( n > 1 \), there exists a positive definite function \( \phi_n \) and a continuous homomorphism \( \chi_n \) from \( G \) into the group \( T \) of complex numbers of modulus 1 such that \( \phi = \chi_n \cdot \phi_n^* \).

The following lemma establishes a close connection between infinitely divisible positive definite functions and conditionally positive definite functions:

\textbf{Lemma 2.3.} Let \( G \) be connected and locally connected. A positive definite function \( \phi \) on \( G \) is infinitely divisible if and only if it is of the form
\[
\phi = \exp \psi
\]
where \( \psi \) is a conditionally positive definite function on \( G \). \( \psi \) is determined uniquely by (2.2).

This is proved in [2, Theorem 12.9].

In classical probability theory, a positive definite function \( \phi \) on the real line \( R \) is called stable if for any two positive real numbers \( c_1, c_2 \) there exists a positive real number \( c_3 \) and a character \( \chi \) of \( R \) such that
\[
\phi(c_1 t) \cdot \phi(c_2 t) = \chi(t) \cdot \phi(c_3 t)
\]
for every \( t \in R \). Obviously \( \phi \) must be infinitely divisible if it satisfies (2.3). A natural generalization of this notion of stability is the following:

\textbf{Definition 2.4.} Let \( G \) be a locally compact second countable group and let \( A \) be a locally compact second countable group of automorphisms of \( G \) such that the map \( (\alpha, g) \mapsto \alpha g, \alpha \in A, g \in G, \) is continuous. A positive definite function \( \phi \) on \( G \) is called \textit{stable under} \( A \) if for any \( \alpha_1, \alpha_2 \in A \) there exists an \( \alpha_3 \in A \) and a continuous homomorphism from \( G \) to \( T \) such that
\[
\phi(\alpha_1 g) \cdot \phi(\alpha_2 g) = \chi(g) \cdot \phi(\alpha_3 g)
\]
for every \( g \in G \).

It is again obvious that any \( \phi \) which is stable under \( A \) must also be infinitely divisible. In particular we have:

\textbf{Lemma 2.5.} Let \( G \) be connected and locally connected, and let \( \phi \) be a positive definite function on \( G \) which is stable under \( A \). Let \( \psi \) be the conditionally positive definite function on \( G \) satisfying
\[
\phi = \exp \psi.
\]
Put

\[(2.6) \quad K(g, h) = \psi(h^{-1}g) - \psi(h^{-1}) - \psi(g)\]

for every \( g, h \in G \). Then the following is satisfied: For any \( \alpha_1, \alpha_2 \in A \) there exists an \( \alpha_3 \in A \) such that

\[(2.7) \quad K(\alpha_1 g, \alpha_1 h) + K(\alpha_2 g, \alpha_2 h) = K(\alpha_3 g, \alpha_3 h)\]

for every \( g, h \in G \).

**Proof.** The existence of \( \psi \) satisfying (2.5) follows from Lemma 2.3. To prove (2.7) we note that, by (2.3),

\[\exp(K(\alpha_1 g, \alpha_1 h) + K(\alpha_2 g, \alpha_2 h)) = \exp K(\alpha_3 g, \alpha_3 h)\]

for every \( g, h \in G \). Since \( K \) is continuous and since \( K(e, e) = 0 \), the connectedness of \( G \times G \) implies (2.7). The lemma is proved.

**Lemma 2.6.** Let \( G, A \) and \( K \) be given as in Lemma 2.5. Then the following hold:

1. For every positive rational number \( r \) there exists an element \( \alpha(r) \in A \) such that

\[(2.8) \quad K(\alpha(r)g, \alpha(r)h) = r \cdot K(g, h)\]

for every \( g, h \in G \).

2. The set \( B \) of all \( \beta \in A \) with the property that there exists a constant \( c(\beta) \) with

\[(2.9) \quad K(\beta g, \beta h) = c(\beta) \cdot K(g, h), \quad g, h \in G,\]

is a closed subgroup of \( A \).

**Proof.** Putting \( \alpha_1 = \alpha_2 = I \) (the identity element in \( A \)) we see the existence of \( \alpha(2) \) from (2.7). Next we put \( \alpha_1 = \alpha(2), \alpha_2 = I, \) and get \( \alpha(3) \). In this manner we can define \( \alpha(n) \) for every \( n = 1, 2, \ldots \). Putting \( \alpha(1/n) = \alpha(n)^{-1} \) and \( \alpha(p/q) = \alpha(1/q)^p \) for every positive rational number \( p/q \) we can assign an \( \alpha(r) \) to every rational \( r > 0 \), even though the choice will in general not be unique. The second part of the lemma follows from the fact that \( B \) coincides with the set of all \( \alpha \in A \) for which the map

\[(g, h) \rightarrow K(\alpha g, \alpha h)/K(g, h)\]

from \( \{(g, h): g, h \in G, K(g, h) \neq 0\} \) to \( C \) is constant in \( g, h \). The lemma is proved.

**Remark 2.7.** The map \( \beta \rightarrow c(\beta) \) defined by (2.9) is a homomorphism from \( B \) into the multiplicative group of positive real numbers. If, in particular,
\( A = R \), then \( B = A \) and the map \( c(\cdot) \) is of the form \( c(t) = \exp c_1 t \) for some real constant \( c_1 \neq 0 \).

3. Positive definite functions on \( R^\nu \) which are stable under \( R \). Throughout this section we shall assume \( G \) to be a finite dimensional real vector space \( R^\nu, \nu \geq 1 \), and \( A = \{ \alpha_t, t \in R \} \) a continuous 1-parameter group of matrices on \( R^\nu \). For each \( t \in R \) we denote by \( \alpha_t^* \) the adjoint matrix of \( \alpha_t \), and put \( \beta_t = \alpha_t^{-1} \). Then \( \{ \beta_t, t \in R \} \) is again a continuous 1-parameter group of automorphisms of \( R^\nu \).

**Definition 3.1.** We call the action \( (t, v) \rightarrow \alpha_t v, \ t \in R, \ v \in R^\nu, \) smooth, if the action \( (t, v) \rightarrow \beta_t v, \ t \in R, \ v \in R^\nu, \) has the following property: There exists an analytic subset \( S \) of \( R^\nu \) which intersects each orbit in exactly one point.

Let us now choose and fix a 1-parameter group \( A = \{ \alpha_t, t \in R \} \) which acts smoothly on \( R^\nu \), and let \( \phi \) be a positive definite function on \( R^\nu \) which is stable under \( A \). As remarked in Lemma 2.5, \( \phi \) is infinitely divisible. We put

\[
(3.1) \quad \phi = \exp \psi
\]

where \( \psi \) is the conditionally positive definite function given in Lemma 2.3, and write

\[
(3.2) \quad K(v_1, v_2) = \psi(v_1 - v_2) - \psi(v_1) - \psi(-v_2), \quad v_1, v_2 \in R^\nu.
\]

The classical Levy-Khinchine formula on \( R^\nu \) (see, for example, [3, §16]) tells us that

\[
\psi(v) = -\frac{1}{2}(\langle P v, v \rangle + i(v, a))
\]

\[
+ \int_{R^\nu \setminus \{0\}} \left( \exp i\langle w, v \rangle - 1 - i \frac{\langle w, v \rangle}{1 + \|w\|^2} \right) dF(w),
\]

where \( P \) is a positive semidefinite matrix on \( R^\nu, \) \( \langle \cdot, \cdot \rangle \) denotes the inner product on \( R^\nu, \) \( \|w\|^2 = \langle w, w \rangle, \) \( a \) is a fixed element in \( R^\nu, \) and where \( F \) is a \( \sigma \)-finite measure on \( R^\nu \setminus \{0\} \) such that

\[
(3.4) \quad \int (1 - \cos \langle w, w \rangle) \, dF(w) < \infty
\]

for every \( v \in R^\nu. \) \( a, P \) and \( F \) are all uniquely determined by formula (3.3).

Conversely, if \( a, P \) and \( F \) are given as above and if \( F \) satisfies (3.4), then the function \( \psi \) defined by (3.3) exists and is conditionally positive definite. Substituting (3.3) into (3.2) we have

\[
K(v_1, v_2) = \langle P v_1, v_2 \rangle
\]

\[
+ \int_{R^\nu \setminus \{0\}} \left( \exp i\langle v_1 - v_2, w \rangle - \exp i\langle v_1, w \rangle - \exp i\langle -v_2, w \rangle + 1 \right) dF(w).
\]
Lemma 3.2. There exists a continuous homomorphism \( t \rightarrow \exp ct \) from \( \mathbb{R} \) to \( \mathbb{R}^+ \), the multiplicative group of positive real numbers, satisfying

\[
K(\alpha_t v, \alpha_t w) = \exp ct K(v, w)
\]

for every \( v, w \in \mathbb{R}^\nu \). Hence the measure \( F \) given in (3.3) satisfies

\[
\exp ct F(\beta_t^{-1}) = F
\]

for every \( t \in \mathbb{R} \). If \( c \neq 2 \), then \( P \) must be zero.

Proof. The existence of the homomorphism \( t \rightarrow \exp ct \) was pointed out in Corollary 2.7. (3.7) and the conditions on \( P \) both follow from (3.5) and (3.6). The lemma is proved.

Lemma 3.3. Let \( S \) be an analytic subset of \( \mathbb{R}^\nu \) which intersects each orbit of \( \{\beta_t, t \in \mathbb{R}\} \) in exactly one point. Then there exists a \( \sigma \)-finite measure \( \mu \) on \( S - \{0\} \) such that

\[
\int \left( \exp i\omega, w \right) - 1 - i \frac{\left\langle \omega, w \right\rangle}{1 + \|w\|^2} dF(w)
\]

(3.8)

\[
= \int_{S - \{0\}} \int_\mathbb{R} \exp ct \left( \exp i\omega, \beta_t s \right) - 1 - i \frac{\left\langle \omega, \beta_t s \right\rangle}{1 + \|\beta_t s\|^2} dt d\mu(s).
\]

Proof. \( F \) is quasi-invariant under \( \{\beta_t, t \in \mathbb{R}\} \), by (3.7). Applying standard decomposition theory we decompose \( F \) into \( \sigma \)-finite measures which are ergodic under \( \{\beta_t, t \in \mathbb{R}\} \). Under our assumptions every ergodic measure is supported by a single orbit of \( \{\beta_t, t \in \mathbb{R}\} \). We can thus write

\[
\int_{\mathbb{R}^\nu - \{0\}} (\exp i\omega_1 - v_2, w) - \exp i\omega_1, w) - \exp i(-v_2, w) + 1) dF(w)
\]

(3.9)

\[
= \int_{S - \{0\}} (\exp i\omega_1 - v_2, w) - \exp i\omega_1, w)
\]

\[
- \exp i(-v_2, w) + 1) dF_s(w) d\widetilde{\mu}(s),
\]

where each \( F_s \) is a \( \sigma \)-finite measure concentrated on the orbit \( \{\beta_s, t \in \mathbb{R}\} \) in \( \mathbb{R}^\nu - \{0\} \), and where \( \widetilde{\mu} \) is a probability measure on \( S - \{0\} \). From (3.6) and (3.7) we see that, for any \( t \in \mathbb{R}, s \in S - \{0\}, \)

\[
c(t) \cdot F_s(\beta_{-t}) = F_s.
\]

This implies the following formula: If \( E \) is any Borel subset of \( \mathbb{R}^\nu - \{0\} \) and \( s \in S - \{0\} \), then
F_s(E) = f(s) \int_{E \cap \{ \beta_{\rho t}, t \in R \}} c(t) \, dt,

where \( f(s) \) is a nonnegative constant, and where the map \( s \mapsto f(s), s \in S - \{0\} \), is \( \tilde{\mu} \)-measurable. We put \( d\mu(s) = f(s) \, d\tilde{\mu}(s) \) and conclude (3.8) from the remarks about the Levy-Khinchine formula preceding Lemma 3.2. The proof is complete.

Combining these results in form of a theorem we get

**Theorem 3.4.** Let \( \{\alpha_t, t \in R\} \) be a continuous 1-parameter group of \( \nu \times \nu \) matrices. Put \( \beta_t = \alpha_t^* \), for every \( t \in R \), and assume that there exists an analytic set \( S \) in \( R^\nu \) which intersects each orbit of \( \{\beta_t, t \in R\} \) in \( R^\nu \) in exactly one point. Let \( \phi \) be a positive definite function on \( R^\nu \) which is stable under \( \{\alpha_t, t \in R\} \). Then \( \phi \) is of the form

\[
\phi = \exp \psi,
\]

where \( \psi \) is a conditionally positive definite function on \( R^\nu \). Furthermore there exists a nonzero real constant \( \gamma \), an element \( a \in R^\nu \), a \( \sigma \)-finite measure \( \mu \) on \( S - \{0\} \), and a positive semidefinite \( \nu \times \nu \) matrix \( P \) such that, for any \( v \in R^\nu \),

\[
\psi(v) = -\frac{1}{2} \langle P v, v \rangle + i \cdot \langle v, a \rangle + \int_{S - \{0\}} \int_{R} (\exp i \langle v, \beta_t s \rangle - 1 - i \frac{\langle v, \beta_t s \rangle}{1 + \|\beta_t s\|^2}) \cdot \exp \gamma t \, dt \, d\mu(s).
\]

If \( \gamma \neq \pm 2 \), then \( P \) vanishes.

Conversely, any nonzero constant \( \gamma \in R \), any \( a \in R^\nu \), any \( \sigma \)-finite measure \( \mu \) on \( S - \{0\} \), and - if \( |\gamma| = 2 \) - any positive semidefinite \( \nu \times \nu \) matrix \( P \) together define a positive definite function \( \phi \) on \( R \) which is given by (3.11) and (3.12) and which is stable under \( \{\alpha_t, t \in R\} \), if only

\[
\int_{S - \{0\}} \int_{R} (1 - \cos \langle v, \beta_t s \rangle) \cdot \exp \gamma t \, dt \, d\mu(s) < \infty
\]

for every \( v \in R^\nu \).

**Proof.** The first part of the theorem is already contained in Lemmas 3.2 and 3.3. The converse follows immediately from (3.4). In particular we can choose \( A \) to be the 1-parameter group \( \{e^{it}, t \in R\} \), where \( I \) is the identity matrix on \( R^\nu \). An application of Theorem 3.4 together with a well-known computation (see e.g. [2]) leads to the following classical result:

**Theorem 3.5.** Let \( \phi \) be any positive definite function on \( R^\nu \) which is stable under \( A = \{e^{it}, t \in R\} \). Then we have \( \phi = \exp \psi \) where \( \psi \) is a conditionally positive definite function on \( R^\nu \) given by any of the following three expressions:
(3.14) \( \psi(v) = \langle v, a \rangle - \frac{1}{2} \langle Pu, v \rangle, \quad v \in \mathbb{R}^n \),
where \( a \in \mathbb{R}^n \) and \( P \) is a nonnegative definite \( n \times n \) matrix,

(3.15) \( \psi(v) = \langle v, a \rangle + \text{sgn}(\gamma - 1) \cdot \int \exp(- \frac{1}{2} \text{im} \gamma \text{sgn}(\mathbf{w}, \mathbf{w})) \langle \mathbf{v}, \mathbf{w} \rangle \mu(\mathbf{w}), \quad \mathbf{v} \in \mathbb{R}^n \),
where \( a \in \mathbb{R}^n \), \( \gamma \) is a constant satisfying either \( 0 < \gamma < 1 \) or \( 1 < \gamma < 2 \), and \( \mu \) is a totally finite measure concentrated on \{\mathbf{w}: \|\mathbf{w}\| = 1\} in \( \mathbb{R}^n \). (The symbol \( \text{sgn} \) stands for "sign".)

(3.16) \( \psi(v) = \langle v, a \rangle - \int \frac{\pi}{2} \langle \mathbf{v}, \mathbf{w} \rangle + \langle \mathbf{v}, \mathbf{w} \rangle \log \|\mathbf{v}, \mathbf{w}\| \mu(\mathbf{w}), \quad \mathbf{v} \in \mathbb{R}^n \),
where \( a \in \mathbb{R}^n \) and where \( \mu \) is a totally finite measure on \{\mathbf{w}: \|\mathbf{w}\| = 1\}. Conversely, any function \( \phi = \exp \psi \) with \( \psi \) given by any of the formulas (1)–(3) above will be a positive definite function on \( \mathbb{R}^n \) which is stable under \( A \).

4. Stable positive definite functions on a type I group. In this section we shall give a brief account of the analysis of positive definite functions on a type I group which are stable under a suitable 1-parameter group of automorphisms. The results are similar to the ones in the abelian case, and since the methods are quite well known and involve little more than the usual measure theoretic techniques used in decomposition theory we shall not include any proofs. Our assumptions are the following:

Let \( G \) be a locally compact second countable type I group which is connected and locally connected. We denote by \( \hat{G} \) the dual of \( G \), i.e. the set of all unitary equivalence classes of continuous irreducible representations of \( G \) in a Hilbert space, furnished with the Mackey-Borel structure. If \( A = \{\alpha_t, t \in \mathbb{R}\} \) is a continuous 1-parameter group of continuous automorphisms of \( G \), we can define the adjoint \( \{\beta_t, t \in \mathbb{R}\} \) as the 1-parameter group of Borel transformations of \( \hat{G} \) given by \( \beta_t = \alpha_t^* \), \( t \in \mathbb{R} \). Here \( \alpha_t^* \) denotes the map which sends any element \( x \in \hat{G} \) containing a representation \( g \mapsto V_g \) of \( G \) to the element \( \alpha_t^*x \) containing \( g \mapsto V_{\alpha_t g} \). Again we assume that there exists an analytic subset \( S \) of \( \hat{G} \) which intersects each orbit of \( \{\beta_t, t \in \mathbb{R}\} \) in \( \hat{G} \) in exactly one point.

Under these assumptions we have

**Theorem 4.1.** Let \( \phi \) be a positive definite function on \( G \) which is stable under \( A \). Then there exists a conditionally positive definite function \( \psi \) on \( G \) with \( \phi = \exp \psi \). Furthermore there exist a nonzero real constant \( \gamma \), a standard Borel space \( X \), a probability measure \( \mu \) on \( X \), a Borel subset \( Y \) of \( X \), \( \mu \)-measurable families \( \{H_x, x \in X\} \) of complex separable Hilbert spaces, \( \{V_x, x \in X\} \) of continuous unitary irreducible representations \( V_x \) of \( G \) in \( H_x \), and \( \{\delta(x, \cdot), x \in X\} \) of continuous maps \( \delta(x, \cdot) : G \to H_x \), which satisfy:
The proof makes use of results contained in [3], in particular of the Theorems 12.12 and 13.2 there.

5. Stability under $\text{GL}(v, R)$ and a characterization of Gaussian positive definite functions. Let again $G = R^v$ and let $A$ be a locally compact group of $v \times v$ matrices. Assume $\phi$ is a positive definite function on $R^v$ which is stable under $A$. Since $\phi$ is infinitely divisible, we can write it as $\phi = \exp \psi$, where $\psi$ is conditionally positive definite. Again we put

\[(5.1) \quad K(u, v) = \psi(u - v) - \psi(u) - \psi(-v), \quad u, v \in R^v.\]

Let

\[(5.2) \quad A_0 = \{\alpha \in A : K(\alpha u, \alpha v) = K(u, v) \text{ for all } u, v \in R^v\}.\]

Clearly $A_0$ is a closed subgroup of $A$.

**Lemma 5.1.** Let $B$ be a finite subgroup of $A$. Then there exists a $\xi \in A$ such that $\xi B_0^{-1} \subset A_0$.

**Proof.** By (2.7) there exists a $f \in A$ such that

\[\sum_{\beta \in B} K(\beta v, \beta w) = K(\xi v, \xi w)\]

for every $v, w \in R$. Hence $K(\xi \beta v, \xi \beta w) = K(\xi v, \xi w)$ for every $v, w \in R^v$ and every $\beta \in B$. The lemma is proved.

**Lemma 5.2.** Assume there exist an element $v_0$ in $R^v$ and a sequence $(\alpha_n)$ in $A$ such that

\[(5.3) \quad (1) \quad \sup_n |\text{Re} \psi(\alpha_n v)| < \infty \text{ for every } v \in R^v, \]

\[(5.4) \quad (2) \quad \lim_n ||\alpha_n v_0|| = \infty.\]

Then the set $D = \{v : |\phi(v)| = 1\}$ contains a nonzero subspace of $R^v$.

**Proof.** By Lemma 2.5 there exists a sequence $(\beta_n)$ in $A$ such that

\[(5.5) \quad K(\beta_n v, \beta_n w) = \frac{1}{n} K(v, w)\]
for every $n = 1, 2, \cdots$ and every $v, w \in \mathbb{R}^n$ ($K$ is given by (6.1)). In particular,

$$\Re \psi(\beta_n v) = \frac{1}{n} \Re \psi(v)$$

for every $n = 1, 2, \cdots$ and every $v \in \mathbb{R}^n$. We choose a sequence $1 \leq k(1) \leq k(2) \leq \cdots \leq k(n) \leq \cdots$ of integers with

$$\lim_n k(n) = \infty, \quad \lim_n \|\beta_{k(n)}\alpha_n v_0\| = \infty.$$  \hfill (5.6)

Let, for any $\varepsilon > 0$, $S(\varepsilon)$ denote the set $S(\varepsilon) = \{v : |\Re \psi(v)| < \varepsilon\}$, and put $B(1) = \{v : \|v\| = 1\}$. (5.6) implies that

$$\lim_n \Re \psi(\beta_n \alpha_n v) = 0$$  \hfill (5.7)

for every $v \in \mathbb{R}^n$. (5.7) and the compactness of $B(1)$ together imply that, for every $\varepsilon, \delta > 0$, there exists an integer $N(\varepsilon, \delta)$ such that, for any $n > N(\varepsilon, \delta)$,

$$\beta_{k(n)}\alpha_n B(1) \subset S(\varepsilon), \quad \text{and} \quad \|\beta_{k(n)}\alpha_n v_0\| \geq \delta.$$  

$\beta_{k(n)}\alpha_n B(1)$ is a connected set for every $n \geq 1$, and contains 0 and $\beta_{k(n)}\alpha_n v_0$. We conclude that, for every $n \geq N(\varepsilon, \delta)$, $\beta_{k(n)}\alpha_n B(1)$ contains some element of norm $\delta$. In other words, $S(\varepsilon) \cap \{v : \|v\| = \delta\}$ and hence $D \cap \{v : \|v\| = \delta\}$ are nonempty sets for every $\delta > 0$. $D$ is therefore uncountable. Since $D$ is a closed subgroup of $\mathbb{R}^n$, $D$ must contain a nontrivial linear subspace of $\mathbb{R}^n$. The lemma is proved.

**Lemma 5.3.** Let $B$ be a subset of $A$ such that

$$\sup_{a \in B} \log |\Re \psi(a v)| < \infty$$  \hfill (5.8)

for every $v \in \mathbb{R}^n - \{0\}$. Then either $B$ is relatively compact or $D = \{v : |\phi(v)| = 1\}$ contains a nonzero subspace of $\mathbb{R}^n$.

**Proof.** The subset $B$ is relatively compact if and only if $\{\alpha v, \alpha \in B\}$ is relatively compact in $\mathbb{R}^n - \{0\}$ for every $v \neq 0$. (5.8) implies that $\{\alpha v, \alpha \in B\}$ is bounded away from 0 for every $v \neq 0$. If $B$ is not relatively compact, then there exists at least one $v_0$ with $\sup_{\alpha \in B} \|\alpha v_0\| = \infty$. Choosing a sequence $(\alpha_n)$ in $B$ with $\lim_n \|\alpha_n v_0\| = \infty$ and applying Lemma 5.2 we have proved the lemma.

**Lemma 5.4.** Let $B$ be a closed subgroup of $A$ such that

$$\sup_{a \in B} |\Re \psi(a v)| < \infty$$  \hfill (5.9)

for every $v \in \mathbb{R}^n$. Then either $B$ is compact or $D$ contains a nonzero subspace of $\mathbb{R}^n$.
Proof. All we have to show is that, if $B$ is not compact, there exists an element $v_0 \in R^v$ and a sequence $(\alpha_n)$ in $B$ such that $\lim_n \|\alpha_n v_0\| = \infty$. Indeed, if no such $v_0$ exists, and if $B$ is noncompact, then there exists a sequence $(\alpha_n)$ in $B$ and a $w_0 \in R^v$ with $\|w_0\| = 1$ and $\lim_n \alpha_n w_0 = 0$. Since $\sup_n \|\alpha_n^{-1}v\| < \infty$ for every $v \in R^v$ and hence $\sup_n \sup_{\|u\| \leq 1} \|\alpha_n^{-1}u\| = c_0 < \infty$, we get

$$1 = \|\alpha_n^{-1}\alpha_n w_0\| \leq c_0 \cdot \|\alpha_n w_0\| \to 0$$

which is impossible. An application of Lemma 5.1 concludes the proof.

Lemma 5.5. Let $\phi$ be a positive definite function on $R^v$ which is stable under $A$ and which has the additional property that $D = \{v : |\phi(v)| = 1\} = \{0\}$. Then the following holds: For any compact subgroup $B$ of $A$ there exists a $\xi$ in $A$ such that $\xi B \xi^{-1} \subset A_0$ ($A_0$ was defined at the beginning of this section).

Proof. If $\alpha$ is an element in $A$ then we denote by $p_\alpha$ the probability measure on $A$ concentrated in $\alpha$. For any $n \geq 1$ we choose points $\alpha_{n1}, \ldots, \alpha_{nn}$ in $B$ such that the sequence $\lambda_n = n^{-1} \sum_{k=1}^n p_{\alpha_{nk}}$ tends weakly to the Haar measure $\lambda$ of $B$. By equation (2.6) we can find a sequence $(\beta_n)$ in $A$ with

$$\sum_{k=1}^n K(\alpha_{nk} v, \alpha_{nk} w) = K(\xi_n v, \xi_n w)$$

for every $v, w \in R^v$, where $K$ is defined as in (5.1). Defining $(\beta_n)$ by (5.5) we get, for every $v, w \in R^v$, $n = 1, 2, \ldots$

$$(5.10) \quad K(\beta_n \xi_n v, \beta_n \xi_n w) = \int K(\alpha w, \alpha w) d\lambda_n(\alpha).$$

$B$ is compact, and hence $\sup_{\alpha \in B} \log |\Re \phi(\alpha w)| < \infty$ for every $v \neq 0$. This implies that

$$\sup_n \log |\Re \psi(\beta_n \xi_n v)| < \infty,$$

for every $v \in R^v - \{0\}$. We conclude from Lemma 5.3 that $(\beta_n \xi_n)$ has a convergent subsequence $(\beta_{nk} \xi_{nk})$, say, whose limit is $\xi$. From (5.10) we obtain

$$K(\xi w, \xi w) = \int_B K(\alpha w, \alpha w) d\lambda(\alpha)$$

and thus, for any $\alpha \in B$, $K(\xi w, \xi w) = K(\xi w, \xi w)$ for every $v, w \in R^v$. In other words we have $\xi B \xi^{-1} \subset A_0$. The lemma is proved.

Even though there is—at least at the moment—little hope of obtaining a complete description of all positive definite functions on $R^v$ which are stable under an arbitrary group $A$ of automorphisms of $R^v$, the Lemmas 5.1—5.5 make
it possible to solve the problem in certain special cases when \( A \) has a sufficiently large compact subgroup. As an illustration we choose \( A \) to be \( \text{GL}(\nu, R) \), the group of all automorphisms of \( R^\nu \), and determine the stable positive definite functions in this case. The result leads to quite an interesting characterization of the Gaussian probability measures on \( R^\nu \).

**Theorem 5.6.** Let \( \phi \) be a positive definite function on \( R^\nu, \nu \geq 2 \), which is stable under \( \text{GL}(\nu, R) \). Then \( \phi \) is either degenerate (i.e. everywhere of modulus 1), or \( \phi \) is given by

\[
\phi(u) = \exp \left( \langle u, a \rangle - \frac{1}{2} \langle Pu, u \rangle \right), \quad u \in R^\nu,
\]

where \( a \in R^\nu \), and where \( P \) is a positive definite \( \nu \times \nu \) matrix. Conversely, if \( a \in R^\nu \) and if \( P \) is a positive definite \( \nu \times \nu \) matrix, then (5.11) defines a positive definite function on \( R^\nu \) which is stable under \( \text{GL}(\nu, R) \).

**Proof.** If \( \phi \) is stable under \( \text{GL}(\nu, R) \) then \( |\phi| \) is also stable. We put \( D = \{v: |\phi(v)| = 1\} \) and \( A_1 = \{\alpha \in \text{GL}(\nu, R): |\phi(\alpha v)| = |\phi(v)| \text{ for all } v \in R^\nu\} \). The classical inequality

\[
1 - |\phi(u_1 + u_2)| \leq (1 - |\phi(u_1)|) + (1 - |\phi(u_2)|) \quad \text{for all } u_1, u_2 \in R^\nu,
\]

implies that \( D \) is a subgroup of \( R^\nu \). Our first aim is to show that \( D \) is either equal to \( \{0\} \) or to the whole of \( R^\nu \). We take \( Q \) to be the subgroup of \( \text{GL}(\nu, R) \) consisting of all permutations and reflections of the coordinates. Since \( Q \) is finite we conclude from Lemma 5.1 that there exists a \( \xi_1 \in \text{GL}(\nu, R) \) with \( \xi_1 Q \xi_1^{-1} \subseteq A_1 \). Hence \( Q \) leaves \( \xi_1^{-1}D \) invariant. Let us assume that \( D \neq \{0\} \). If \( u \neq 0 \) is an element of \( D \), then \( w = \xi_1^{-1}u = (w_1, \ldots, w_\nu) \) is nonzero. We assume without loss of generality that \( w_1 \neq 0 \). The invariance of the group \( \xi_1^{-1}D \) under \( Q \) implies that \( (w_1, -w_2, \ldots, -w_\nu) \) and \( (2w_1, 0, \ldots, 0) \) are both elements of \( \xi_1^{-1}D \). Using again invariance under \( Q \) we see that all points of the form \( (2k_1w_1, \ldots, 2k_\nu w_1) \) are contained in \( \xi_1^{-1}D \), where \( (k_1, \ldots, k_\nu) \) is any \( \nu \)-tuple of integers. This implies that the quotient \( R^\nu/\xi_1^{-1}D \) is compact. Since furthermore \( \phi \) is infinitely divisible and hence everywhere nonzero, we conclude from the inequality (5.12) that \( |\phi| \) is bounded away from zero. Writing \( \phi = \exp \psi \), where \( \psi \) is conditionally positive definite (see Lemma 2.3) we see that \( \text{Re} \psi \) is bounded. Assume now that \( \text{Re} \psi(v_0) \neq 0 \) for some \( v_0 \in R^\nu \), i.e. that \( D \neq R^\nu \). By Lemma 2.6 we can find an \( \alpha(r) \in \text{GL}(\nu, R) \) for every positive rational \( r \), such that \( \text{Re} \psi(\alpha(r)v_0) = r \cdot \text{Re} \psi(v_0) \), which contradicts the boundedness of \( \text{Re} \psi \). In other words: If \( D \) is not equal to \( \{0\} \) then \( D = R^\nu \), in which case \( \phi \) is degenerate.

Let us therefore assume from now on that \( D = \{0\} \), and let us investigate the size of \( A_1 \). It follows from Lemma 5.5 that there exists a \( \xi_2 \) such that
\[ \mathcal{O}(\nu)^{-1} \subset A_0 \subset A_1, \] where \( \mathcal{O}(\nu) \) is the orthogonal group on \( \mathbb{R}^\nu \). In particular, \( \phi(\nu) = |\phi(x_2\nu)| \) is a function of \( \|\nu\| \) alone.

Our next step will be to reduce the problem to one dimension. Choose a fixed orthonormal basis \((e_1, \ldots, e_p)\) in \( \mathbb{R}^\nu \) and consider the subgroup \( \Sigma \) of all matrices in \( \text{GL}(\nu, \mathbb{R}) \) which are diagonal in this basis and of the form

\[
\begin{bmatrix}
\lambda \\
\lambda^{-1} \\
1 \\
\vdots \\
1
\end{bmatrix}, \quad \lambda > 0.
\]

For any \( \lambda_1, \lambda_2 > 0 \) there exists an \( \alpha \) in \( \text{GL}(\nu, \mathbb{R}) \) such that

\[
\phi(\lambda_1 \alpha e_1) \phi(\lambda_2 \alpha e_1) = \phi(\alpha e_1)
\]

for every \( t \in \mathbb{R} \). Since \( \phi \) is only dependent on the norm of its argument, we can replace \( \alpha \) by some element in \( \Sigma \). We thus get: For any \( \lambda_1, \lambda_2 > 0 \) there exists a \( \lambda_3 > 0 \) such that

\[
\phi(\lambda_1 \alpha e_1) \phi(\lambda_2 \alpha e_1) = \phi(\lambda_3 \alpha e_1)
\]

for every \( t \in \mathbb{R} \). Hence \( t \mapsto \phi(\alpha e_1) \) is a real valued positive definite function on \( \mathbb{R} \) which is stable under the group \( \{e^t, t \in \mathbb{R}\} \). Applying Theorem 3.5 we see that \( \phi(\nu) = \exp -c \|\nu\|^{\gamma} \) for every \( \nu \in \mathbb{R}^\nu \), where \( c \) is a positive constant and where \( \gamma \) satisfies \( 0 < \gamma < 2 \).

Let us finally prove that \( \gamma = 2 \). The stability of \( \phi \) under \( \text{GL}(\nu, \mathbb{R}) \) implies that for any \( \alpha_1, \alpha_2 \in \text{GL}(\nu, \mathbb{R}) \) there exists an \( \alpha_3 \in \text{GL}(\nu, \mathbb{R}) \) such that

\[
\|\alpha_1 \nu\|^{\gamma} + \|\alpha_2 \nu\|^{\gamma} = \|\alpha_3 \nu\|^{\gamma}
\]

for every \( \nu \in \mathbb{R}^\nu \). Choosing

\[
\alpha_1 = \begin{bmatrix}
\lambda \\
\lambda^{-1} \\
1 \\
\vdots \\
1
\end{bmatrix}, \quad \lambda > 0.
\]

\( \alpha_2 = I \) (the identity matrix), and \( \nu = xe_1 + ye_2, x, y \in \mathbb{R} \), we see that

\[
(\lambda x^2 + \lambda^{-1} y^2)^{\gamma/2} + (x^2 + y^2)^{\gamma/2} = (a_1 x^2 + a_2 xy + a_3 y^2)^{\gamma/2}
\]

for every \( x, y \in \mathbb{R} \), where \( a_1, a_2, a_3 \) are real numbers. Differentiating with
respect to $x$ and putting $x = 0$ we see that $a_2 = 0$. We get $(\gamma/2 = \eta)$

$$(\lambda x^2 + \lambda^{-1} y^2)^n + (x^2 + y^2)^n = (a_1 x^2 + a_3 y^2)^n$$

for every $x, y \in R$, and for every $\lambda > 0$. Hence $a_4 = (\lambda^n + 1)^{1/n}$, $a_3 = (\lambda^{-n} + 1)^{1/n}$, and

$$(\lambda x^2 + \lambda^{-1} y^2)^n + (x^2 + y^2)^n = ((\lambda^n + 1)^{1/n} x^2 + (\lambda^{-n} + 1)^{1/n} y^2)^n$$

for every $\lambda > 0, x, y \in R$. Putting $y^2 = \lambda$ we have

$$(\lambda x^2 + 1)^n + (x^2 + \lambda)^n = (\lambda^n + 1)(x^2 + 1)^n.$$ 

If we differentiate twice with respect to $x$ and put $x = 0$ afterwards we get $(\lambda + 1)(\lambda^{n-1} - 1) = 0$ for every $\lambda > 0$, and hence $\gamma/2 = \eta = 1$. Thus we have

$$\tilde{\phi}(w) = |\phi(\xi w)| = \exp - \|w\|^2$$

for every $w \in R^n$, and for some positive constant $c$. Hence

$$(5.13) \quad |\phi(w)| = \exp - \frac{1}{2} \|Pw\|^2,$$

where $P = 2I - 1$. A well-known theorem of probability theory states that any positive definite function $\phi$ whose modulus is of the form (5.13) satisfies (5.11) for some $a \in R^n$. The theorem is proved, since the converse is obvious.

**Theorem 5.7.** There are no nondegenerate positive definite functions on $R^n$ which are stable under $SL(n, R)$.

**Proof.** Assume there exists a nondegenerate positive definite function $\phi$ on $R^n$ which is stable under $SL(n, R)$. We can use the proof of Theorem 5.6 to show that $|\phi(w)| = \exp - \frac{1}{2} \|Pw\|^2$, where $P$ is a positive definite $n \times n$ matrix (note that all elements of $GL(n, R)$ which were used in the proof of Theorem 5.6 were actually elements of $SL(n, R)$). We conclude that, for any $\alpha_1, \alpha_2 \in SL(n, R)$ there exists an $\alpha_3 \in SL(n, R)$ such that

$$\|\alpha_1 w\|^2 + \|\alpha_2 w\|^2 = \|\alpha_3 w\|^2$$

for every $w \in R^n$. We put $\alpha_1, \alpha_2 = I$ and see immediately that $\alpha_3$ cannot be an element of $SL(n, R)$, which contradicts the earlier assumption that $\phi$ is stable under $SL(n, R)$. The theorem is proved.

**Remark 5.8.** To give another application of these methods one might take $G = C$ (the additive group of complex numbers), and $A = C_0$, the multiplicative group of nonzero complex numbers, which acts on $C$ by multiplication. Any positive definite function $\phi$ on $C$ which is stable under $C_0$ must be rotation invariant as a consequence of Lemma 5.5, if it is not degenerate. Applying once
again Theorem 3.5 we see that \( \phi \) must be given by 
\[
\phi(z) = \exp - c|z|^{\gamma}, \quad z \in C,
\]
where \( 0 < \gamma \leq 2 \), and \( c > 0 \).
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