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ABSTRACT. This paper is concerned with obtaining information about the Nielsen equivalence classes and T-systems of certain two-generator HNN groups, and in particular of certain two-generator one-relator groups. The theorems presented here extend results of the author appearing in the Proceedings of the Second International Conference on the Theory of Groups. In particular it is shown here that if \( G = \langle a, r; a^{\alpha_1}E_r^{-1}a^{\beta_1}E_r \cdots a^{\alpha_3}E_r^{-1}a^{\beta_3}E_r \rangle \) where the \( \alpha_j \) are positive, the \( \beta_i \) are nonzero, \( E_r \) has the form \([a^{e_1}, [a^{e_2}, \cdots, a^{e_r}, r, \cdots]]\) with \( |e_1| = |e_2| = \cdots = |e_r| = 1 \), then in a large number of cases \( G \) has one Nielsen equivalence class. Similar results are also obtained for certain groups with more than one relator. A fair proportion of the paper is given to developing a method for reducing pairs of elements in HNN groups. This method has some of the features of Nielsen's reduction theorem for free groups. One other interesting result obtained here is that a one-relator group with torsion which has one \( T \)-system is Hopfian. The early part of the paper is discursive. It contains most of the known results concerning \( T \)-systems of one-relator groups, and highlights several open problems, some of which have been raised by other authors.

The paper is divided into three sections. The first section is fairly informal and contains all the main results. The second section is devoted to proving two reduction theorems used in \( \S 1 \). The third section is given to establishing that various groups satisfy conditions enumerated in \( \S 1 \). (These conditions ensure that one can determine the Nielsen equivalence classes of certain HNN extensions of the groups in question.) Each section is subdivided, and has a short introduction explaining its contents more fully.

The standard reference for notation and background material used throughout this paper will be the book [12] by Magnus, Karrass and Solitar. Additional concepts and notation will be needed as follows. Let \( G \) be a group. If \( A \) is a sub-
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set of $G$ then $\text{sgp } A$ will denote the subgroup of $G$ generated by $A$. An ordered $r$-tuple $(g_1, g_2, \ldots, g_r)$ of elements of $G$ will be said to generate $G$, or to be a generating $r$-tuple of $G$, if $\text{sgp} \{g_1, g_2, \ldots, g_r\} = G$.

Suppose $G = \langle a, b, c, \ldots; P, Q, R, \ldots \rangle$, and let $W, W'$ be words in the generators $a, b, c, \ldots$ of $G$. Then $W \equiv W'$ will mean that $W$ and $W'$ are the same word. If $W$ and $W'$ define the same element of $G$ then it will be said that $W$ is equal to $W'$ in $G$, written $W = W'$ in $G$ (or simply $W = W'$ if $G$ is understood). The generator $a$ of $G$ will be said to occur to exponent $e$ in $W$ if $W = s_a^e T$ where neither the last symbol of $S$ nor the first symbol of $T$ is $a$ or $a^{-1}$. If $a$ occurs to an exponent different from zero in $W$ then it will be said that $W$ involves $a$, or equivalently that $a$ occurs in $W$. The number of symbols in the word $W$ will be called the length of $W$ and be denoted by $L(W)$. A word $V$ will be said to be more than half of $W$ if $V$ is a subword of $W$ and $L(V) > L(W)/2$. Concepts such as more than $5/6$, exactly half etc. are defined in an analogous manner.

When a group $G$ is given in terms of generators $a, b, c, \ldots$ and defining relators, words in $a, b, c, \ldots$ will often be identified with the elements of $G$ which they represent. The context should make it clear when this identification is being made. In particular, it will nearly always be made if $G$ is free on $a, b, c, \ldots$. In this case the length of an element of $G$ will be taken to be the length of the unique freely reduced word defining that element.

The functions $[\ ]$ and $\text{sg}$ will be needed. These are defined for a real number $\nu$ as follows: $[\nu]$ is the greatest integer less than or equal to $\nu$;

$$
\text{sg}(\nu) = \begin{cases} 
-1 & \text{if } \nu < 0, \\
0 & \text{if } \nu = 0, \\
1 & \text{if } \nu > 0. 
\end{cases}
$$

Throughout the paper $e$ (or some variation such as $e', e_1, e_2$) will denote an integer of modulus 1.

1. $T$-systems of one-relator groups. There is a certain way of partitioning the generating $r$-tuples of a group which is useful when considering the isomorphism and other problems. This partition is discussed in §1.1, with particular reference to one-relator groups. It is shown that if $G$ is a one-relator group on $r$-generators having only one element in the partition then the isomorphism problem is solvable for $G$ in various instances. Moreover, if $G$ has torsion then $G$ is Hopfian. Some open problems are also raised in §1.1.

In §1.2 a theorem is obtained which enables one to calculate the number of elements in the partition of the generating pairs of certain two-generator groups. This theorem is then applied in §§1.3, 1.4, paying particular attention to one-relator groups.
1.1 On T-systems. Let \( r \) be a positive integer and let \( G \) be an \( r \)-generator group. Two generating \( r \)-tuples

\[
\mathbf{g} = (g_1, g_2, \ldots, g_r) \quad \text{and} \quad \mathbf{g}' = (g_1', g_2', \ldots, g_r')
\]

are said to be Nielsen equivalent if there is an automorphism

\[
x_i \rightarrow Y_i(x_1, x_2, \ldots, x_r), \quad i = 1, 2, \ldots, r,
\]

of the free group \( F_r \) on \( x_1, x_2, \ldots, x_r \) such that \( g'_i = Y_i(g_1, g_2, \ldots, g_r) \) for \( i = 1, 2, \ldots, r \). The \( r \)-tuples \( \mathbf{g} \) and \( \mathbf{g}' \) are said to lie in the same T-system \([19]\) if there is an automorphism \( \rho \) of \( G \) such that \( \mathbf{g}' \) is Nielsen equivalent to \( \rho \mathbf{g} = (\rho(g_1), \rho(g_2), \ldots, \rho(g_r)) \).

The concept of a T-system is of importance in classifying the different \( r \)-generator presentations of \( G \), and therefore has some bearing on the isomorphism and related problems. Let \( \langle x_1, x_2, \ldots, x_r; R_1, R_2, \ldots, R_m \rangle \) be a presentation of the group \( G \) associated with the \( r \)-tuple \( \mathbf{g} \). (That is, the kernel of the homomorphism of \( F_r \) onto \( G \) defined by \( x_i \rightarrow g_i \) for \( i = 1, 2, \ldots, r \) is the normal subgroup of \( F_r \) generated by \( \{R_1, R_2, \ldots, R_m\} \).) Then it is not difficult to show that \( \mathbf{g}' \) is in the same T-system as \( \mathbf{g} \) if and only if there is an automorphism \( \psi \) of \( F_r \) such that \( \langle x_1, x_2, \ldots, x_r; \psi(R_1), \psi(R_2), \ldots, \psi(R_m) \rangle \) is a presentation of \( G \) associated with \( \mathbf{g}' \). This does not in general imply that the relators in every \( m \)-relator presentation \( \langle x_1, x_2, \ldots, x_r; S_1, S_2, \ldots, S_m \rangle \) of \( G \) associated with \( \mathbf{g}' \) are very closely connected to the words \( \psi(R_1), \psi(R_2), \ldots, \psi(R_m) \).

However, in the special case when \( m = 1 \) it follows from the Conjugacy Theorem for Groups with One Defining Relation \([12, p. 261]\) that \( S_1 \) must be a conjugate of \( \psi(R_1) \) or its inverse. Or put another way:

**Lemma 1.** Two one-relator presentations \( \langle x_1, x_2, \ldots, x_r; R \rangle, \langle x_1, x_2, \ldots, x_r; S \rangle \) of a group \( G \) are associated with elements from the same T-system of \( G \) if and only if \( S \) is equal in \( F_r \) to the image of \( R \) or \( R^{-1} \) under an automorphism of \( F_r \).

This fact can be used to solve the isomorphism problem for \( G \) in certain instances. The meaning of the isomorphism problem is the following. Let \( G = \langle a_1, a_2, \ldots, a_p; P_1, P_2, \ldots, P_n \rangle \) where \( p \) and \( n \) are finite, and let \( S \) be a recursive set of finite presentations of groups. The isomorphism problem \((\text{IsoP})\) for \( G \) (or more precisely for this presentation of \( G \)) relative to \( S \) is the algorithmic problem of deciding for any element of \( S \) whether or not it is a presentation of \( G \).

**Theorem 1.** Let \( G = \langle x_1, x_2, \ldots, x_r; R \rangle \).

(i) Suppose that if \( \langle x_1, x_2, \ldots, x_r; S \rangle \) is a presentation of \( G \) then...
\langle x_1, x_2, \ldots, x_r; R \rangle \text{ and } \langle x_1, x_2, \ldots, x_r; S \rangle \text{ are associated with elements from the same } T\text{-system of } G. \text{ Then } \text{IsoP} \text{ is solvable for } G \text{ relative to every recursive set of one-relator presentations.}

(ii) Suppose that \( G \) has one \( T\)-system. Assume that there is an element of finite order \( n \) \((n > 1)\) in \( G \), and let \( S \) be a recursive set of finite presentations of the form \( \langle x_1, x_2, \ldots, x_r; P_1, P_2, \ldots, P_m \rangle \). Suppose that there is an algorithm which when applied to any element \( \langle x_1, x_2, \ldots, x_r; P_1, P_2, \ldots, P_m \rangle \) of \( S \) enables one to decide for any word \( W \) in \( x_1, x_2, \ldots, x_r \) whether or not \( W^n \) is a consequence of \( P_1, P_2, \ldots, P_m \). Then \( \text{IsoP} \) is solvable for \( G \) relative to \( S \).

Part (i) of this theorem is well-known. To prove it, first assume that \( R \) is empty. Then it follows from Theorem N3 of [12] that \( \langle x_1, x_2, \ldots, x_s; S \rangle \) is a presentation of \( G \) if and only if either \( s = r \) and \( S \) is empty, or \( s = r + 1 \) and \( S \) is a primitive element of \( F_{r+1} \). Since there is an algorithm for determining whether an element of a free group is a primitive or not [12, Theorem N2] the result follows in this case. Next suppose that \( R \) is primitive. Then again by Theorem N3 of [12], \( \langle x_1, x_2, \ldots, x_s; S \rangle \) is a presentation of \( G \) if and only if either \( s = r \) and \( S \) is primitive or \( s = r - 1 \) and \( S \) is empty, so the result holds in this case (using Theorem N2 of [12]). Finally, suppose \( R \) is neither empty nor primitive. Then by Corollary 5.14.2 of [12], Theorem N3 of [12], and Lemma 1 above, \( \langle x_1, x_2, \ldots, x_s; S \rangle \) is a presentation of \( G \) if and only if \( s = r \) and \( S \) is equal in \( F_r \) to an automorphic image of \( R \) or \( R^{-1} \). The solution of the isomorphism problem therefore follows using Theorem N2 of [12].

Now consider part (ii) of the theorem. Since \( G \) has elements of order \( n \) there is a word \( Q \) such that \( R \equiv Q^n \) [12, §4.4]. Also, since \( G \) has one \( T\)-system, an element \( \langle x_1, x_2, \ldots, x_r; P_1, P_2, \ldots, P_m \rangle \) of \( S \) is a presentation of \( G \) if and only if there is a cyclically reduced word \( S \) which is an automorphic image of \( Q \) or \( Q^{-1} \) such that the normal subgroups of \( F_r \) generated by \( \{P_1, P_2, \ldots, P_m\} \) and \( \{S^n\} \) are the same. Now observe that if the words \( P_1, P_2, \ldots, P_m \) (assumed nonempty and freely reduced) are consequences of a cyclically reduced word \( S^n \) then

\[ L(S) < (n - 1)^{-1} \min \{L(P_1), L(P_2), \ldots, L(P_m)\} \]

by Newman's Spelling Theorem [20, Theorem 3]. Therefore consider the set \( \mathcal{W} \) of cyclically reduced words of length less than

\[(n - 1)^{-1} \min \{L(P_1), L(P_2), \ldots, L(P_m)\}, \]

and let \( \mathcal{U} \) be the subset of \( \mathcal{W} \) consisting of those words whose \( n \)th power is a consequence of \( \{P_1, P_2, \ldots, P_m\} \). By assumption there is an algorithm to determine
the elements of \( \mathcal{U} \), and the algorithm is the same no matter which element of \( \mathcal{S} \) is chosen at the outset. Let

\[
\mathcal{V} = \{ V : V \in \mathcal{U}, \text{each of } P_1, P_2, \ldots, P_m \text{ is a consequence of } V^n \}. 
\]

It follows from Magnus’ solution to the word problem for one-relator groups [12, §4.4] that there is an algorithm to determine \( \mathcal{V} \), and that the algorithm is independent of the choice of element of \( \mathcal{S} \) (see also Corollary 1 of [20]). Now \( \langle x_1, x_2, \ldots, x_r; P_1, P_2, \ldots, P_m \rangle \) is a presentation of \( G \) if and only if there is an element \( V_0 \) of \( \mathcal{V} \) which is an automorphic image of \( R \) or \( R^{-1} \) (by Lemma 1), and the existence of the algorithm required in part (ii) follows using Theorem N2 of [12]. This completes the proof of Theorem 1.

Part (i) of Theorem 1 is obviously of importance, in relation to Problem 19 of [27] (see also the first problem mentioned in [2]). It is worth commenting that there are groups with more than one \( \mathcal{T} \)-system which satisfy the assumptions of Theorem 1(i). An example is provided by the group \( G = \langle x_1, x_2; x_2 = x_2^2 \rangle \), which actually has infinitely many \( \mathcal{T} \)-systems [24], [6]. It should also be pointed out that, contrary to a conjecture of Magnus, not every one-relator group satisfies the assumptions of Theorem 1(i) ([4], [13], and §1.3 below).

If a one-relator group has one \( \mathcal{T} \)-system then not only can the isomorphism problem be solved in various instances, but other important information can often be deduced.

**Theorem 2.** Let \( G = \langle x_1, x_2, \ldots, x_r; R^n \rangle \) where \( n > 1 \), and suppose \( G \) has one \( \mathcal{T} \)-system. Then \( G \) is Hopfian.

This theorem is of importance in view of the conjecture of Baumslag [1] that every one-relator group with torsion is Hopfian.

To prove Theorem 2 it can be assumed that \( R \) is nonempty, for otherwise the result is well-known [12, Theorem 2.13]. Moreover, it is no loss of generality to assume that \( R \) is not a true power.

Suppose that \( N \) is a normal subgroup of \( F_r \) such that \( F_r/N \) is isomorphic to \( G \). Since \( G \) has one \( \mathcal{T} \)-system there is an automorphism \( \psi \) of \( F_r \) such that \( N \) is generated as a normal subgroup by \( \psi(R^n) \). To prove the theorem, therefore, it suffices to show that if \( \psi_1 \) and \( \psi_2 \) are automorphisms of \( F_r \) and \( \psi_1(R^n) \) is a consequence of \( \psi_2(R^n) \), then \( \psi_1(R) \) is a conjugate of \( \psi_2(R) \) or its inverse. Let \( \psi_1(R) = U \) and \( \psi_2(R) = V \). Clearly it can be assumed that \( V \) is cyclically reduced, and that no automorphic image of \( U \) has length less than \( U \) (so in particular \( L(U) < L(V) \)).

Consider first the case \( n > 2 \). If \( U^n \) is a consequence of \( V^n \) then by Newman’s Spelling Theorem, there are cyclic permutations \( S \) and \( T \) of \( U \) and \( V \) respectively such that \( S^n \equiv T^{n-1} T_1 X \) where \( T \equiv T_1 T_2 \) and \( T_1 \) is nonempty. Thus
$T_2^{-1}X$ is a consequence of $V^n$. Since $L(T_2) + L(X) < (n - 1)L(V)$, it follows from Newman's Spelling Theorem that $T_2^{-1}X$ is freely equal to the empty word, and so $U$ is a cyclic permutation of $V$ or $V^{-1}$ as required.

Now assume $n = 2$, and suppose $U^2$ is a consequence of $V^2$. Then Newman's Spelling Theorem implies that there are cyclic permutations $S$ and $T$ of $U$ and $V^e$ respectively, such that $T$ is an initial segment of $S^2$. Consequently $T = T'UT'$ and $S = T'U$, and $U$ cannot be empty since it was assumed that $R$ is not a true power. Now $U^2$ is a consequence of $(T'U^T')^2$ and $(T'U)^2$, and so $T'$ must be empty. For otherwise the above argument could be repeated with $U$ in place of $U$ to obtain a word $\overline{U}$ where $0 < L(\overline{U}) < L(U)$ and $\overline{U}^2$ is a consequence of $V^2$. And then the argument could be repeated with $\overline{U}$ in place of $U$, and so on. Obviously this leads to a contradiction, for there are only finitely many words having length less than that of $U$. The proof of the theorem is now complete.

As a corollary of the proof of Theorem 2, the following result is obtained.

Let $F$ be a finitely generated free group and let $N$ be the smallest normal subgroup of $F$ containing the $n$th power, $n > 1$, of an element of $F$. Then $N$ cannot be mapped onto a proper supergroup by an automorphism of $F$.

This result should be compared with Theorem 22.1 of [17].

Theorem 2, when used in conjunction with results obtained in §§1.3, 1.4 below (see also Theorem 1 of [22]), establishes the Hopficity of groups in a class larger than that considered by Baumslag in [1].

There are several questions of interest concerning $T$-systems of groups in general, and of one-relator groups in particular. Probably the most important of these (in view of Theorems 1 and 2) is the problem of showing that every (finitely generated) one-relator group $G$ with torsion has one $T$-system. In fact, it might reasonably be expected that, except when the relator of $G$ is a power of a primitive, $G$ has one Nielsen equivalence class.

A less ambitious question is prompted by the following considerations. Let $G = \langle x_1, x_2, \ldots, x_r; R^n \rangle$ and let $N(G)$ denote the subgroup of $G$ generated by the elements of finite order. Then it sometimes happens that a property which holds for $G/N(G)$ also holds for $G$. (See, for example, Theorem 3 of [1] and Corollary 4.13.1 of [12].) One is led to ask, therefore, whether the fact that $G/N(G)$ has one Nielsen equivalence class ($T$-system) implies a similar conclusion for $G$ itself.

A third question, due to Rosenberger [25], concerns automorphisms. It is not difficult to show that if the $T$-system and Nielsen equivalence class containing a generating $r$-tuple $g$ of a group $G$ coincide, then every automorphism of $G$ can be represented as a free automorphism acting on $g$. (The converse is also true.) Consequently there is a homomorphism of a subgroup $B$ of the automorphism
group $A$ of $F_r$ onto the automorphism group of $G$. Now in general $G$ may have more than one Nielsen equivalence class (or what amounts here to the same thing, more than one $T$-system), but can this be the case if $B = A$? Rosenberger [25] has shown the answer to be "no" if $G$ is a one-relator group.

1.2 Nielsen equivalence classes of certain HNN groups. The previous subsection shows that a determination of the Nielsen equivalence classes and $T$-systems of a group, particularly a one-relator group, is of considerable importance, and this problem has received the attention of several authors (see, for example, [4]—[6], [13], [16], [18], [19], [22]—[26]). In this subsection a theorem is obtained which will be used in §1.3 below to show that certain two-generator one-relator groups with torsion have one Nielsen equivalence class. The theorem is also applicable to some torsion-free one-relator groups, as well as to certain two-generator groups with more than one relator.

It is now well established that a fruitful approach to one-relator groups is to use the fact that they are HNN groups, and this viewpoint will be adopted here. It is therefore convenient to list some of the information about HNN groups which will be needed in the sequel.

Let $G = \langle a, b, c, \ldots, t; P, Q, R, \ldots, t^{-1}U_j t = V_j \ (j \in J) \rangle$ where $P, Q, R, \ldots, U_j, V_j \ (j \in J)$ are words in $a, b, c, \ldots, and let $H = \langle a, b, c, \ldots; P, Q, R, \ldots \rangle$. Then $G$ is called an HNN group with base $H$ and stable letter $t$ if the mapping $U_j \rightarrow V_j, j \in J$, defines an isomorphism $\theta$ of the subgroup $K_{-1}$ of $H$ generated by the $U_j$ onto the subgroup $K_1$ of $H$ generated by the $V_j$. It is usual to call $K_{-1}$ and $K_1$ the associated subgroups of $G$. A theorem of Higman, Neumann and Neumann [9] asserts that if $G$ is an HNN group then $H$ is embedded in $G$ by the mapping $a \rightarrow a, b \rightarrow b, c \rightarrow c, \ldots,$ and so $H$ can be regarded as a subgroup of $G$ in the natural way. This will be done in the sequel.

Let $W$ be a word in the generators $a, b, c, \ldots, t$ of $G$. The $t$-length of $W$ is the number of $t$-symbols appearing in $W$; this number is denoted by $|W|$. If $|W| = 0$ then $W$ is said to be $t$-free. The $t$-length of a pair $(W_1, W_2)$ of words is the sum $|W_1| + |W_2|$ and is denoted by $|(W_1, W_2)|$.

A word in the generators $a, b, c, \ldots, t$ of $G$ is said to be $t$-reduced if and only if it has no subword of the form $t^{-e}k t^e$ where $k$ is $t$-free and belongs to $K_{-e}$. The importance of $t$-reduced words stems from the following result.

BRITTON'S LEMMA. Let $G$ be an HNN group with stable letter $t$. A $t$-reduced word in the generators of $G$ which involves $t$ is not equal in $G$ to a $t$-free word.

For a proof see [3] or [14].

Given a word $W$ in the generators of $G$ it is reasonably obvious that by
repeating finitely often the operation of replacing a subword of the form \( t^{-e}kt^e \) by \( \theta^e(k) \), a word \( U \) can be obtained from \( W \), with \( |U| \leq |W| \), such that \( U \) is \( t \)-reduced and \( U = W \) in \( G \). Since one of the concerns of this paper is with decidability questions, a specific procedure for obtaining a \( t \)-reduced word from \( W \) will be given. This procedure is algorithmic provided the following two conditions are satisfied.

(i) The set \( J \) indexing the generators of \( K_{-1} \) and \( K_1 \) is finite.

(ii) The generalized word problem is solvable for \( K_{-1} \) and \( K_1 \) in \( H \); that is, there is an algorithm to decide for any word \( h \) in \( a, b, c, \ldots \) whether or not \( h \) is equal in \( H \) to a word in the generators \( U_j (V_j) \) of \( K_{-1} (K_1) \) and if so for writing \( h \) in at least one way in terms of the generators.

It should be mentioned that it can and always will be assumed, regardless of whether the rewriting of elements of \( K_e \) in terms of the generators of \( K_e \) is algorithmic or not, that if \( h \) is a word in \( a, b, c, \ldots \) which is freely equal to the empty word then \( h \) is rewritten as the empty word in terms of the generators of \( K_e \). (This is to ensure that words such as \( t^{-1}a^{-1}at \) \( t \)-reduce to the empty word.)

Now suppose \( W \) is a word in \( a, b, c, \ldots , t \). Scan \( W \) from left to right searching for a subword of the form \( t^{-e}kt^e \) where \( k \) is \( t \)-free and belongs to \( K_{-e} \). If no such subword exists then stop. Otherwise choose the leftmost subword \( t^{-e}kt^e \) of \( W \). Write \( k \) in terms of the generators of \( K_{-e} \) and apply the isomorphism \( \theta^e \) to get a word in the generators of \( K_e \). Regard this as a word \( k^* \) in the generators \( a, b, c, \ldots \) of \( H \) and replace the subword \( t^{-e}kt^e \) by \( k^* \). Let \( W' \) be the resulting word. Then \( W' = W \) in \( G \) and \( |W'| < |W| \). Now repeat the above procedure with \( W' \) in place of \( W \), and so on. After a finite number of steps a word \( U \) will be reached which is \( t \)-reduced and is equal to \( W \) in \( G \). The procedure just described will be called \( t \)-reducing and \( U \) will be called the \( t \)-reduced form of \( W \).

A word in the generators of \( G \) is said to be cyclically \( t \)-reduced if all its cyclic permutations are \( t \)-reduced. Thus if \( W \) is cyclically \( t \)-reduced then no conjugate of \( W \) is equal in \( G \) to a word having \( t \)-length less than that of \( W \). It therefore follows from Britton's Lemma that a cyclically \( t \)-reduced word which involves \( t \) is not equal in \( G \) to a conjugate of an element of \( H \).

Given any word \( W \) in the generators \( a, b, c, \ldots , t \) of \( G \) there is a method for obtaining from \( W \) a cyclically \( t \)-reduced word \( V \) which is equal in \( G \) to a conjugate of \( W \) (or, as will be said, is conjugate to \( W \) in \( G \)). This method is algorithmic if \( t \)-reducing is algorithmic. The method is as follows. First \( t \)-reduce \( W \) to obtain \( U \). Check whether or not \( UU \) is \( t \)-reduced. If it is then stop. Otherwise let \( S \) be the initial segment of \( U \) up to and including the first \( t \)-symbol, and \( t \)-reduce \( S \) to obtain a word \( U' \) conjugate to \( W \) in \( G \) with \( |U'| < |U| \). Now repeat
the procedure with $U'$ in place of $U$, and so on. After a finite number of steps a word $V$ will be reached which is cyclically $t$-reduced and conjugate to $W$ in $G$. The word $V$ will be called the *cyclically $t$-reduced form* of $W$.

A discussion of the possible Nielsen equivalence classes of two-generator HNN groups will now be given. Precise statements and detailed proof of the results mentioned in the following two paragraphs will be found in §2.

Suppose $G$ is a two-generator HNN group with base $H$, stable letter $t$, and associated subgroups $K_{-1}$ and $K_1$. It is easy to show that any generating pair of $G$ is Nielsen equivalent to a pair of the form $(tX, Y)$ where $X$ and $Y$ belong to the normal subgroup of $G$ generated by $H$. Of more significance for applications, however, is the fact that under appropriate conditions $X$ and $Y$ may be assumed to be *elements of $H$ itself*. In fact $Y$ may be assumed to belong to $H$ without imposing any further restrictions on $G$. (See the First Reduction Theorem in §2.2.) On the other hand, to deduce that $X$ can also be taken as an element of $H$, it is found necessary to suppose that $K_{-1}$ and $K_1$ are malnormal in $H$. (See the Second Reduction Theorem in §2.3. The reader is reminded that a subgroup $A$ of a group $B$ is *malnormal* in $B$ if for all elements $b$ of $A$, $b^{-1}A b \cap A \neq 1$ implies $b \in A$.) The conclusion that $X$ and $Y$ may be taken as elements of $H$ is not in actual fact the best possible. With very little extra effort it can be shown that $Y$ may actually be assumed to belong to $K_{-1}$.

Even more is true. Suppose that in addition to the assumption that $K_{-1}$ and $K_1$ are malnormal in $H$ it is assumed that the generalized word problem is solvable for $K_{-1}$ and $K_1$ in $H$. Then there is an algorithmic procedure which when applied to any pair of words $(W_1, W_2)$ in the generators of $G$ enables one either to decide that $\text{sgp} \{W_1, W_2\} \neq G$, or to produce a pair $(th, k)$ with $h \in H$ and $k \in K_{-1}$, where the pair $(th, k)$ is Nielsen equivalent to $(W_1, W_2)$ if $\text{sgp} \{W_1, W_2\} = G$. (See §§2.2, 2.3.)

The general results outlined above are applicable to two-generator one-relator groups with torsion in which the relator has zero sum exponent on one of the generators. Suppose $G = \langle a, t; R^n \rangle$ where $R$ is a cyclically reduced word involving $a, t$ and where the exponent sum of $R$ on $t$ is zero, and let $a_i$ ($i = 0, \pm 1, \pm 2, \ldots$) denote the word $t^{-i}at^i$. Then, as observed by Moldavanskii [15], if $P$ is the word obtained from $R$ by rewriting it in terms of the $a_i$, and if $m$ and $M$ are, respectively, the least and greatest integers $i$ for which $a_i$ occurs in $P$ then $G$ can be presented as an HNN group as follows:

$$G = \langle a_m, \ldots, a_M, t; P^n, t^{-1}a_it = a_{i+1} \ (i = m, \ldots, M - 1) \rangle.$$  

Now the associated subgroups $\text{sgp} \{a_m, \ldots, a_M\}$ and $\text{sgp} \{a_{m+1}, \ldots, a_M\}$ are malnormal in the base $H = \langle a_m, \ldots, a_M; P^n \rangle$ (see [20]), and the generalized
word problem for $H$ relative to the associated subgroups is solvable [12, Theorem 4.14].

The situation considered here is when $M - m = 1$. More generally, interest will centre on noncyclic HNN groups of the form

$$G = \langle a, b, t; R_1, R_2, \ldots, t^{-1}ct = d \rangle,$$

where $R_1, R_2, \ldots, c, d$ are words in $a, b$ and $(c, d)$ is a generating pair of the group $H = \langle a, b; R_1, R_2, \ldots \rangle$. It follows from previous discussion that if sgp $\{c\}$ and sgp $\{d\}$ are malnormal in $H$ then any generating pair of $G$ is Nielsen equivalent to a pair of the form $(th, c^\mu)$ where $h \in H$. Moreover, if the generalized word problem is solvable for sgp $\{c\}$ and sgp $\{d\}$ in $H$ then there is an algorithm to decide for any pair of words $(W_1, W_2)$ in $a, b, t$ whether or not sgp $\{W_1, W_2\} = G$, provided there is an algorithm to decide which pairs of the form $(th, c^\mu)$ ($h \in H$) generate $G$.

Now by slightly modifying the proof of Lemma 1 of [22] it can be shown that $(th, c^\mu)$ generates the group $G$ of the previous paragraph only if $c$ and $h^{-1}dh$ generate $H$. In many instances $c$ and $h^{-1}dh$ will generate $H$ if and only if $h$ is expressible in the form $d^\delta c^\gamma$. When this is the case it follows that any generating pair of $G$ is Nielsen equivalent to a pair of the form $(c^\delta tc^\gamma, c^\mu)$. The question then arises as to which pairs of this form can generate $G$. To answer this question it suffices to assume that $\gamma = \delta = 0$. For the mapping $t \mapsto c^\delta tc^\gamma, c \mapsto c, d \mapsto c^{-\gamma}dc^\gamma$ is easily seen to define an automorphism of $G$.

Suppose that for every integer $\lambda$,

(1.1) \hspace{1cm} \text{sgp} \{c^\lambda, d^\lambda\} \cap \text{sgp} \{c\} = \text{sgp} \{c^\lambda\}

and

(1.2) \hspace{1cm} \text{sgp} \{c^\lambda, d^\lambda\} \cap \text{sgp} \{d\} = \text{sgp} \{d^\lambda\}

and consider a pair $(t, c^\mu)$. Let $W$ be a word in $t, c^\mu$ and $d^\mu$ ($= t^{-1}c^\mu t$). Then it is not difficult to see that $W$ is equal in $G$ to a $t$-reduced word of the form $h_0 t^\epsilon_1 h_1 t^\epsilon_2 h_2 \cdots t^\epsilon_r h_r$ where the $h_i$ are words in $c^\mu$ and $d^\mu$. This is proved by induction on the number of $t$-symbols in $W$. If this number is zero then the result is obvious. Assume the result holds for all words with less than $s$ $t$-symbols, where $s > 0$, and suppose $W = w_0 t^\delta_1 w_1 t^\delta_2 w_2 \cdots t^\delta_s w_s$. Here the $w_i$ are words in $c^\mu$ and $d^\mu$ and $|\delta_i| = 1$ for $i = 1, 2, \ldots, s$. If $W$ is $t$-reduced the result holds. Otherwise $W$ has a subword of the form $t^{-\epsilon_k}kt^\epsilon$ where $k$ is $t$-free and belongs to $K_{-\epsilon}$. Therefore, by (1.1) and (1.2), either $k$ is equal in $H$ to a power, $c^{m\mu}$, of $c^\mu$ (if $\epsilon = 1$), or $k$ is equal in $H$ to a power, $d^{n\mu}$, of $d^\mu$ (if $\epsilon = -1$). In the former case replace $t^{-\epsilon_k}kt^\epsilon$ by $c^{m\mu}$ and in the latter by $d^{n\mu}$. Then in either case a word $W^*$ in
t, cμ, dμ is obtained which is equal to W in G and has less t-symbols. The inductive hypothesis then gives the desired result.

Now it follows from what has first been shown, together with Britton's Lemma, that

\[ \text{sgp} \{c^μ, t\} \cap H = \text{sgp} \{c^μ, d^μ\}. \]

Therefore (1.1) implies that t and cμ generate G if and only if μ is coprime to the order of c; for otherwise \( c \notin \text{sgp} \{c^μ, t\} \).

It is important to observe that if it is assumed in the previous three paragraphs that the order of c is known and that there is an algorithm to decide for any word \( h \) in a, b whether or not \( h \) is expressible in the form \( d^δc^γ \), then it can be effectively decided whether or not a pair of the form \((th, c^μ)\) generates G.

The above discussion motivates the introduction of the following classes of groups. Let H be a two-generator group, and let \((c, d)\) be a generating pair of H. Then H will be called an \( FE(2) \) group relative to \((c, d)\) (or simply an FE group if \( c \) and \( d \) are understood or if it is immaterial what \( c \) and \( d \) are) if the following conditions are satisfied.

**Condition 1.** \( c \) and \( d \) have equal order.

**Condition 2.** For every integer \( λ \), \( \text{sgp} \{c^λ, d^λ\} \cap \text{sgp} \{c\} = \text{sgp} \{c^λ\} \) and \( \text{sgp} \{c^λ, d^λ\} \cap \text{sgp} \{d\} = \text{sgp} \{d^λ\} \).

**Condition 3.** \( \text{sgp} \{c\} \) and \( \text{sgp} \{d\} \) are malnormal in H.

**Condition 4.** If \( c \) and \( h^{-1}dh \) generate H then \( h \) is expressible in the form \( d^δc^λ \).

Now suppose \( H = \langle a, b; R_1, R_2, \ldots \rangle \), and suppose \( c, d \) are given as words in a, b. Then H will be called an \( AFE(3) \) group (relative to \((c, d)\)) if it is an FE group and in addition the following hold.

**Condition 5.** The order of \( c \) is known.

**Condition 6.** There is an algorithm to determine for any word in a, b whether or not it is expressible in the form \( d^δc^λ \).

**Condition 7.** The generalized word problem is solvable for \( \text{sgp} \{c\} \) and \( \text{sgp} \{d\} \) in H.

Using these definitions, the above results, when combined with the general theory discussed previously, lead to the following theorem.

**Theorem 3.** Let \( H = \langle a, b; R_1, R_2, \ldots \rangle \) and suppose H is a nontrivial FE group relative to \((c, d)\). Let \( G = \langle a, b, t; R_1, R_2, \ldots, t^{-1}ct = d \rangle \). Then any generating pair of G is Nielsen equivalent to a pair of the form \((t, c^μ)\) where

(2) Free enough.

(3) The "A" stands for algorithm.
\(\mu\) is coprime to the order of \(c\). If \(H\) is an AFE group then the two-generator problem is solvable for \(G\).

(The two-generator problem (2GP) for a group \(G\) given by a presentation \(\langle b_1, b_2, \ldots, b_p; P_1, P_2, \ldots \rangle\) is the algorithmic problem of deciding for any pair of words \((W_1, W_2)\) in \(b_1, b_2, \ldots, b_p\) whether or not \(W_1\) and \(W_2\) generate \(G\).

1.3 Applications of Theorem 3. In order to apply Theorem 3 it is of course necessary to carry out a determination of FE and AFE groups. When looking for groups which satisfy some or all of Conditions 1–7 it is reasonable to consider those groups which are known to be combinatorially similar to \(F_2\). Three such classes of groups are one-relator groups with torsion, small cancellation groups and Fuchsian groups. (These classes are not of course disjoint.) Results are obtained in §3 for each of these three types of groups. The results are listed here.

In the following, a certain presentation on \(a, b\) of a group \(H\) is given. After this is given a pair of words \((c, d)\) in \(a, b\) which generate \(H\). Then it is indicated whether \(H\) is an FE or AFE group relative to \((c, d)\).

(1.3) \(\langle a, b; P^n \rangle, n > 1, P\) a cyclically reduced word involving \(a\) and \(b\), all the exponents to which \(a\) occurs in \(P\) have the same sign, if \(n = 2\) then all the exponents to which \(b\) occurs in \(P\) have the same sign; \((a, b); AFE\).

Let \(W\) be a word in two variables \(y_{-1}\) and \(y_1\). Then nonzero integers \(\xi, \eta\) will be called adjacent exponents in \(W\) if \(W = U y_\xi^e y_\eta^e V\), where \(U\) is either empty or has last symbol \(y_{-e}\) or \(y_e\), and \(V\) is either empty or has first symbol either \(y_e\) or \(y_{-e}^{-1}\).

(1.4) \(\langle a, b; R_1, R_2, \ldots \rangle, R_1, R_2, \ldots\) are cyclically reduced, the presentation satisfies the small cancellation condition \(C'(1/18)\) [11], in each relator either all the exponents to which \(a\) occurs have the same sign or all the exponents to which \(b\) occurs have the same sign, \(a^k\) is a relator if and only if \(b^k\) is, adjacent exponents in each relator are coprime; \((a^\xi, b)\) where \(\xi\) is coprime to the order of \(a\); FE, AFE if finitely presented.

If one supposes that each relator is either a positive or negative word then \(C'(1/18)\) can be replaced by \(C'(1/8)\) in the above.

(1.5) \(\langle a, b; a^p, b^p, (ab)^q \rangle, 2/p + 1/q < 1; (a^\xi, b)\) where \(\xi\) is coprime to \(p\); FE, AFE if \(p > 4\).

As well as the triangle groups in (1.5) the Fuchsian groups with presentation of the form \(\langle a, b; [a, b]^n \rangle (n > 1)\) are AFE groups. This follows from results obtained in §1.4.

By using the groups listed above several interesting results can be deduced from Theorem 3. For example, using (1.3) the following can easily be verified.

If \(G = \langle a, t; (a^{\alpha_1} t^{-1} a^{\beta_1} t \cdots a^{\alpha_n} t^{-1} a^{\beta_n})^m \rangle\) where \(n > 1\), the \(\alpha_i\) are non-
zero and have the same sign, the $\beta_i$ are nonzero, if $n = 2$ the $\beta_i$ have the same sign, then $G$ has one Nielsen equivalence class. Moreover, $2GP$ is solvable for $G$.

This generalizes Theorem 1 of [22]. It should be mentioned that the restriction $n > 1$ cannot be removed in general in the first part of the theorem, even if it is only required that $G$ have one $T$-system. For Brunner [4] has shown that if $B = \langle a, t; a^3t^{-1}a^{-2}t \rangle$ then $B$ has infinitely many $T$-systems.

A proof that the group $B$ with presentation $\langle a, t; a^3t^{-1}a^{-2}t \rangle$ has two generating pairs lying in different $T$-systems, each associated with a one-relator presentation of $B$, can be given as follows. Note that $(a, t)$ and $(a^2, t)$ both generate $B$, and so $B$ has the two presentations $\langle x_1, x_2; x_1^3x_2^{-1}x_1^{-2}x_2 \rangle$, $\langle x_1, x_2; x_1[x_1^{-1}, x_2]^2 \rangle$. Let $Q_1 \equiv x_1^3x_2^{-1}x_1^{-2}x_2$ and $Q_2 \equiv x_1[x_1^{-1}, x_2]^2$. If $(a, t)$ and $(a^2, t)$ lay in the same $T$-system then there would be an automorphism $\psi$ of $F_2$ mapping $Q_1$ to $Q_2$ or $Q_2^{-1}$, by Lemma 1. Now necessarily, the exponent sum of $\psi(x_1)$ on $x_2$ would have to be zero, so that $\psi$ would differ by an inner automorphism from an automorphism of the form $x_1 \rightarrow x_1^2$, $x_2 \rightarrow x_1^2x_2^2$ [12, Corollary N4]. However, no such automorphism can map $Q_1$ to $Q_2^\pm 1$, and so $(a, t)$ and $(a^2, t)$ do not lie in the same $T$-system. It should be mentioned that the fact that $\langle x_1, x_2; Q_1 \rangle$ and $\langle x_1, x_2; Q_2 \rangle$ are presentations of $B$ associated with generating pairs from different $T$-systems, when used in conjunction with the theorem stated above, shows the existence of two words $U$ and $V$ in $x_1, x_2$ such that groups with presentations $\langle x_1, x_2; U^n \rangle$, $\langle x_1, x_2; V^n \rangle$ ($n > 0$) are isomorphic if and only if $n = 1$. (See Corollary 3 of [22].)

An argument similar to that in the previous paragraph can be used to establish the following result of McCool and Pietrowski [13]. Given a positive integer $m$ there are words $Q_1$, $Q_2$, ..., $Q_m$ in $x_1, x_2$ such that groups with presentations $\langle x_1, x_2; Q_i \rangle$ ($i = 1, 2, \ldots, m$) are isomorphic, but there is no automorphism of $F_2$ mapping $Q_i$ to $Q_j^{\pm 1}$ for $i \neq j$. For example, let $Q_i \equiv x_1[x_1^{-2m-i}, x_2]^2$. Then $\langle x_1, x_2; Q_i \rangle$ is a presentation of the group $G = \langle a, t; a^{2m+1}t^{-1}a^{-2m}t \rangle$. The question (raised by McCool and Pietrowski) remains open as to whether the restriction that $m$ be finite can be removed in the result just quoted.

In contradistinction to the results of the previous two paragraphs there is a large number of words $R$ of the form

$$a^{\alpha_1}t^{-1}a^{\beta_1}t \cdots a^{\alpha_s}t^{-1}a^{\beta_s}t$$

($s > 0$, $\alpha_i > 0$ for $i = 1, 2, \ldots, s$, $\beta_i \neq 0$ for $i = 1, 2, \ldots, s$) which are not proper powers, for which a group with presentation $\langle a, t; R \rangle$ has one Nielsen equivalence class. This can be deduced using (1.4) together with Theorem 3. For example, the following result can easily be proved.
If \( R \) has the form (1.6) and the \( \alpha_i \) are pairwise distinct, the \( \beta_i \) are pairwise distinct, adjacent integers in the 2s-tuple \( (\alpha_1, \beta_1, \ldots, \alpha_s, \beta_s) \) are coprime,

\[
\max \{ \alpha_i + |\beta_i| : i = 1, 2, \ldots, s \} \leq \frac{1}{18},
\]

then a group with presentation \( \langle a, t; R \rangle \) has one Nielsen equivalence class. Moreover, \( 2\text{GP} \) is solvable for \( G \).

Of course, information about the Nielsen equivalence classes, and a solution to the two-generator problem, for other groups, including many with more than one relator, can also be obtained by using (1.4) together with Theorem 3.

The following result can be derived easily from (1.5) and Theorem 3.

If \( G = \langle a, t; a^p, (at^{-1}a^\xi t)^q \rangle \) where \( 2/p + 1/q < 1 \) and \( \xi \) is coprime to \( p \),

then any generating pair of \( G \) is Nielsen equivalent to a pair of the form \( (a^\mu, t) \),

where \( \mu \) is coprime to \( p \). Also if \( p \geq 4 \) then \( 2\text{GP} \) is solvable for \( G \).

1.4 Construction of FE groups. A natural question to ask is how one may construct FE groups. A method of doing this is given here. Let \( H \) be a two-generator group generated by \( c \) and \( d \). Then \( H \) will be called special (relative to \( \{c, d\} \)) if the following holds.

**Condition 8.** No nontrivial power of \( c \) is conjugate to a power of \( d \).

The groups listed in (1.3) and (1.4) are special.

**Theorem 4.** Let \( H = \langle a, b; R_1, R_2 \cdots \rangle \) and suppose \( a \) has infinite order, and that \( H \) is a special FE group relative to \( (a, b) \). Let \( G = \langle a, b, t, R_1, R_2, \ldots, t^{-1}a^\xi t = b \rangle \). Then \( G \) is a special FE group relative to \( (a, t) \). Moreover, if \( H \) is a special AFE group relative to \( (a, b) \), then \( G \) (when presented on \( a, t \)) is a special AFE group relative to \( (a, t) \).

This theorem, when combined with Theorem 3, gives an iterative procedure for showing that certain groups have one Nielsen equivalence class. For example, let \( H_0 = \langle a, b_0; (a^{-1}b_0)^n \rangle \) where \( n > 1 \). Then \( H_0 \) is a special AFE group relative to \( (a, b_0) \) (see (1.3)) and \( a \) has infinite order by the Freiheitssatz. It therefore follows from Theorem 4 that if \( H_1 = \langle a, b_1; [a^e_1, b_1]^n \rangle \) then \( H_1 \) is a special AFE group relative to \( (a, b_1) \). Moreover, \( H_1 \) has one Nielsen equivalence class, and has solvable two-generator problem, by Theorem 3. Now if \( H_2 = \langle a, b_2; [a^e_1, [a^e_2, b_2]]^n \rangle \), then again by Theorem 4, \( H_2 \) is a special AFE group relative to \( (a, b_2) \); and \( H_2 \) has one Nielsen equivalence class and solvable two-generator problem by Theorem 3. And so on. Finally, after \( r \) steps \((r > 0)\) it is concluded that if \( G = \langle a, t; [a^e_1, [a^e_2, b_2, \ldots, [a^e_\xi, t] \cdots ]]^n \rangle \), then \( G \) has one Nielsen equivalence class, and \( 2\text{GP} \) is solvable for \( G \).
Let $E_r$ ($r \geq 0$) denote a word of the form $[a^{e_1}, [a^{e_2}, \ldots, [a^{e_r}, r] \ldots]]$. Then the above argument can obviously be generalized to establish the following theorem.

Let $H = \langle a, b; a^{\alpha_1}b^{\beta_1} \cdots a^{\alpha_s}b^{\beta_s} \rangle$ where the $\alpha_i$ and $\beta_i$ are nonzero integers, and suppose $H$ is a special FE group relative to $(a, b)$. Let $G = \langle a, t; a^{\alpha_1}E_r^{-1}a^{\beta_1}E_r \cdots a^{\alpha_s}E_r^{-1}a^{\beta_s}E_r \rangle$. Then $G$ has one Nielsen equivalence class. If $H$ is a special AFE group then $2GP$ is solvable for $G$.

The restriction in this theorem that $H$ be a one-relator group can clearly be dispensed with, provided it is assumed that $a$ has infinite order in $H$. The reader should have no difficulty in formulating a more general result if he wishes to do so.

The above theorem can obviously be used in conjunction with (1.3) and (1.4) to generalize results obtained in §1.3.

The rest of this subsection is devoted to proving Theorem 4. Two preparatory lemmas are required. The first of these is needed only briefly in the proof of Theorem 4, but will be used more extensively in §2. The second lemma is required only for the proof of Theorem 4.

**Lemma 2.** Let $G$ be an HNN group with base $H$, stable letter $t$, and associated subgroups $K_{-1}$ and $K_1$. Let $X$ and $Y$ be $t$-reduced words and let $Z$ be the $t$-reduced form of $XY$. Suppose that in $t$-reducing $XY$ to $Z$ all the $t$-symbols from $X$ are removed. Let $X_1$ be an initial segment of $X$. Then $X_1Z$ is $t$-reduced. Similarly, if all the $t$-symbols from $Y$ are removed then $ZY_1$ is $t$-reduced, where $Y_1$ is a terminal segment of $Y$.

**Proof.** The second part follows from the first by considering $YX^{-1}$. To prove the first part it can be assumed $|X_1| > 0$ and $|Z| > 0$, for otherwise the result is trivial. Suppose $X_1$ has initial segment $xt^\omega$ where $x$ is $t$-free and $\omega = \pm 1$. Then $Y = QY$ where $|Q| = |X|$, $Q$ ends with $t^{-\omega}$ and $XQ$ $t$-reduces to $xk$ where $k$ is $t$-free and belongs to $K_{-\omega}$. Now suppose $Y$ has initial segment $yt^\delta$ where $y$ is $t$-free and $\delta = \pm 1$. Then $Z$ has initial segment $xkyt^\delta$. Now $X_1^{-1}Z$ is $t$-reduced unless $\omega = \delta$ and $ky \in K_{-\omega}$. But if $ky \in K_{-\omega}$ then $y \in K_{-\omega}$ and so $\omega \neq \delta$, otherwise $Y$ would not be $t$-reduced. This completes the proof.

It should be remarked that Lemma 2 could also have been proved using the fact (which follows from Britton’s Lemma) that if two words are equal in $G$ then their $t$-reduced forms have the same $t$-length.

**Lemma 3.** Let $G$ and $H$ be as in the statement of Theorem 4. Let $Z$ be a $t$-reduced word involving $t$, and let $a^k$ be a nontrivial element of sgp $\{a\}$. Then $Z^{-1}a^kZ$ is equal in $G$ to an element of $H$ if and only if $Z = xtz$ where $x$ and $z$ are $t$-free and $x \in \text{sgp} \{a\}$.

**Proof.** Sufficiency is obvious.
To prove necessity, suppose $Z^{-1}a^kZ$ defines an element of $H$, and let $Z$ have initial segment $xt^\omega$ where $x$ is $t$-free and $|\omega| = 1$. Then it follows from Britton's Lemma that either $x^{-1}a^kx \in \text{sgp} \{a\}$ (if $\omega = 1$) or $x^{-1}a^kx \in \text{sgp} \{b\}$ (if $\omega = -1$). However, the second possibility cannot hold since $H$ satisfies Condition 8. Consequently $\omega = 1$ and $x \in \text{sgp} \{a\}$ (by Condition 3). To complete the proof it must be shown that $Z$ cannot involve more than one $t$-symbol. Suppose, by way of contradiction, that $Z$ has initial segment $xt^y$ where $y$ is $t$-free and $|\delta| = 1$. Then it follows again from Britton's Lemma that either $y^{-1}b^\delta y \in \text{sgp} \{a\}$ (if $\delta = 1$) or $y^{-1}b^\delta y \in \text{sgp} \{b\}$ (if $\delta = -1$). However, neither of these possibilities can hold. The former is ruled out because $H$ satisfies Condition 8, and the latter cannot hold because it would require $y$ to belong to $\text{sgp} \{b\}$ (by Condition 3), contradicting the fact that $Z$ is $t$-reduced. This proves the lemma.

In order to prove Theorem 4 it is convenient to introduce a mapping $\epsilon$ of $t$-reduced words to integers as follows. Let $Z$ be a $t$-reduced word. It is not difficult to see that one of $t^{-1}Z$, $tZ$ is $t$-reduced. If $t^{-1}Z$ is $t$-reduced then $\epsilon(Z)$ is defined to be the maximum of the set $A$, where

$$A = \{ r : \text{all } t\text{-symbols from } t^r \text{ are removed in } t\text{-reducing } t^rZ \}.$$

Otherwise $\epsilon(Z)$ is defined to be the minimum of $A$.

A proof of Theorem 4 will now be given. First assume that $H$ is a special FE group relative to $\{a, b\}$. Then it will be shown that $G$ is a special FE group relative to $\{a, t\}$.

That Condition 1 holds is clear.

**Condition 2.** Let $\lambda$ be a nonzero integer and let $W$ be a word in $t^\lambda$ and $a^\lambda$. Suppose that $W$ defines an element of $\text{sgp} \{a\}$. Then since $W$ is a word in $t$, $a^\lambda$, $b^\lambda$, and since $H$ satisfies Condition 2, an argument similar to that used in §1.2 (following (1.2)) shows that $W$ is equal in $G$ to a word in $a^\lambda$ and $b^\lambda$. Thus $\text{sgp} \{a^\lambda, t^\lambda\} \cap H \subseteq \text{sgp} \{a^\lambda, b^\lambda\}$, and so $\text{sgp} \{a^\lambda, t^\lambda\} \cap \text{sgp} \{a\} = \text{sgp} \{a^\lambda\}$ since $\text{sgp} \{a^\lambda, b^\lambda\} \cap \text{sgp} \{a\} = \text{sgp} \{a^\lambda\}$.

Now suppose that $W$ defines an element of $\text{sgp} \{t\}$. By considering the factor group of $G$ by the normal subgroup generated by $H$ it follows easily that $W \in \text{sgp} \{t^\lambda\}$. Thus $\text{sgp} \{a^\lambda, t^\lambda\} \cap \text{sgp} \{t\} = \text{sgp} \{t^\lambda\}$.

**Condition 3.** To show that $\text{sgp} \{a\}$ is malnormal in $G$, first observe that if $g^{-1}a^kg \in \text{sgp} \{a\}$, where $k \neq 0$ and $g \in G$, then in fact $g \in H$. For otherwise, by Lemma 2, $g = a^\alpha th$ where $h \in H$, and so $g^{-1}a^kg = h^{-1}b^\epsilon kh$ and $h^{-1}b^\epsilon kh \in \text{sgp} \{a\}$. This contradicts the fact that $H$ satisfies Condition 8. Now since $g \in H$ and $\text{sgp} \{a\}$ is malnormal in $H$, it follows that $g \in \text{sgp} \{a\}$ and so $\text{sgp} \{a\}$ is malnormal in $G$.

To prove that $\text{sgp} \{t\}$ is malnormal in $G$, let $W$ be a $t$-reduced word and
suppose $W^{-1}t^mW \in \text{sgp} \{t\}$, where $m \neq 0$. By considering the factor group of $G$ by the normal subgroup generated by $H$ it follows that $W^{-1}t^mW = t^m$. Let $W_1$ be the $t$-reduced form of $t^{e(W)}W$. Then $W^{-1}_1t^mW_1 = t^m$ and $W^{-1}_1t^mW_1$ is $t$-reduced by Lemma 2 and the definition of $e(W)$. To complete the proof it suffices to show that $W_1 = 1$ in $G$. Suppose not. Then one of $t^{-m}W_1^{-1}t^mW_1$, $W^{-1}_1t^mW_1^t$ is a $t$-reduced word involving $t$ and yet defining an element of $H$, contrary to Britton's Lemma. This is obvious if $W_1$ involves $t$. On the other hand, if $W_1$ does not involve $t$ then the result follows from the fact that $W_1$ cannot simultaneously be equal to a power of $a$ and a power of $b$ (by Condition 8).

**Condition 4.** Let $W$ be a $t$-reduced word and suppose that $a$ and $W^{-1}tW$ generate $G$. Then $(a, W^{-1}tW)$ is Nielsen equivalent to $(a, t)$, by Theorem 3, and so it follows from Theorem 3.9 of [12] that $[a, W^{-1}tW]$ is conjugate in $G$ to $a^{-1}b^e$ ($= [a, t]$). In particular, $[a, W^{-1}tW]$ is conjugate in $G$ to an element of $H$. It will be shown that this latter statement implies that $W = t^\tau a^\alpha$ in $G$ for suitable integers $\tau, \alpha$.

Let $W_1$ be the $t$-reduced form of $t^{e(W)}W$. Now it follows from Lemma 1 that either $W_1aW_1^{-1}$ is $t$-reduced or $W_1 \equiv W_2^{-1}a^{\lambda}$ and $W_2b^eW_2^{-1}$ is $t$-reduced. Thus $[a, W^{-1}tW]$ is conjugate in $G$ to one of $P$ and $Q$ where

$$P \equiv t^{-1}W_1a^{-1}W_1^{-1}W_1aW_1^{-1}, \quad Q \equiv t^{-1}W_2b^{-e}W_2^{-1}tW_2b^eW_2^{-1}.$$ 

Suppose that $[a, W^{-1}tW]$ is conjugate to $P$. Then the cyclically $t$-reduced form of $P$ has $t$-length zero. Thus $W_1$ is $t$-free, for otherwise $P$ is cyclically $t$-reduced by Lemma 2 and the definition of $e(W)$. Moreover, either $W_1aW_1^{-1} \in \text{sgp} \{a\}$ or $W_1aW_1^{-1} \in \text{sgp} \{b\}$. However the second of these possibilities is excluded since $H$ satisfies Condition 8. Thus $W_1aW_1^{-1} \in \text{sgp} \{a\}$ and so $W_1 \in \text{sgp} \{a\}$ (since $H$ satisfies Condition 3).

Now suppose that $[a, W^{-1}tW]$ is conjugate to $Q$. Then an argument similar to that in the previous paragraph establishes that $W_2$ is $t$-free and $W_2 \in \text{sgp} \{b\}$. This however is impossible, for it implies that $tW_1$ is not $t$-reduced, which contradicts either Lemma 2 or the definition of $e(W)$.

**Condition 8.** Since a nontrivial power of $t$ is cyclically $t$-reduced, it cannot be conjugate in $G$ to an element of $H$ (and in particular to a power of $a$). This follows from Britton's Lemma.

Now suppose that $H$ is an AFE group relative to $(a, b)$. Then it is required to show that $G$ satisfies Conditions 5, 6, 7 relative to $(a, t)$. That Condition 5 holds is obvious. To see that $G$ satisfies Conditions 6 and 7 first observe that since Condition 7 holds for $H$, $t$-reducing is algorithmic. For the rest of the discussion $W$ will denote a word in $a, t$ and $U$ will denote the $t$-reduced form of $W$.

Consider first the generalized word problem for $\text{sgp} \{a\}$ in $G$. Note that, by
Britton's Lemma, $W$ defines an element of $\text{sgp} \{a\}$ only if $U$ is $t$-free. Thus the
generalized word problem for $\text{sgp} \{a\}$ in $G$ reduces to the generalized word prob-
lem for $\text{sgp} \{a\}$ in $H$, and this latter problem is solvable.

Next consider the generalized word problem for $\text{sgp} \{t\}$ in $G$. If $W$ defines
an element $t^\lambda$ of $\text{sgp} \{t\}$, then it follows from Britton's Lemma that the modulus
of $\lambda$ is equal to the $t$-length of $U$, and that the $t$-reduced form $V$ of $t^{-\lambda}U$ is
$t$-free and defines the identity of $H$. Since the word problem is solvable for $H$,
the generalized word problem is solvable for $\text{sgp} \{t\}$ in $G$.

Finally, consider the algorithmic problem of deciding whether or not a word
in $a$, $t$ is expressible in the form $t^\tau a^\alpha$. Now if $W = t^\tau a^\alpha$ in $G$ then it follows from
Britton's Lemma that the modulus of $\tau$ is equal to the $t$-length of $U$, and that the
$t$-reduced form of $t^{-\tau}W$ is $t$-free and defines an element of $\text{sgp} \{a\}$. The required
algorithm then follows from the fact that the generalized word problem is solvable
for $\text{sgp} \{a\}$ in $H$.

2. The reduction theorems. The aim of this section is to give precise formu-
lations of the two reduction theorems stated informally in §1.2, and to prove
these results. The First Reduction Theorem is obtained in §2.2, and the Second
Reduction Theorem is proved in §2.3. The proofs of both results are fairly in-
volved, and a number of preliminary lemmas are required. These are obtained in
§2.1. The definition of elementary transformation is also given in §2.1.

2.1 Preliminaries. All the results in this subsection refer to an HNN group
$G$ with base $H$, stable letter $t$, and associated subgroups $K_{-1}$ and $K_1$.

**Lemma 4.** Let $X$ and $Y$ be $t$-reduced words. Any one of the following
statements implies one of the other two.

(i) $X$ is cyclically $t$-reduced.

(ii) $XY$ is $t$-reduced.

(iii) $X^{-1}Y$ is $t$-reduced.

**Proof.** It can be assumed that $|X| > 0$ and $|Y| > 0$, for otherwise the
result is obvious. Suppose $X$ has initial segment $x\epsilon$ and terminal segment $t^{\epsilon}x'$,
and $Y$ has initial segment $y t^{\delta}$ ($\delta = \pm 1$). Here $x$, $x'$, $y$ are $t$-free. Then:

$X$ is cyclically $t$-reduced unless $\epsilon = -\epsilon'$ and $x'x \in K_{-\epsilon}$;

$XY$ is $t$-reduced unless $\epsilon' = -\delta$ and $x'y \in K_{-\delta}$;

$X^{-1}Y$ is $t$-reduced unless $\epsilon = \delta$ and $x'^{-1}y \in K_{-\epsilon}$.

It is now easy to see that if any two of (i), (ii), (iii) fail then the third one
does also.

The next few results concern the cyclically $t$-reduced form of a $t$-reduced
word. It should be noticed that if $W$ is $t$-reduced then the cyclically $t$-reduced
form of $W$ is the $t$-reduced form of $T^{-1}WT$, where $T$ is an initial segment of $W$ and $|T| \leq |W|/2$. Moreover, $T$ can be determined algorithmically if $t$-reducing is algorithmic.

**Lemma 5.** Let $W$ be a $t$-reduced word with cyclically $t$-reduced form $V$, and let $T$ be the initial segment of $W$ such that $V$ is the $t$-reduced form of $T^{-1}WT$. If $T_1$ is a terminal segment of $T$ then $T_1V$ and $VT_1^{-1}$ are $t$-reduced.

**Proof.** Let $X$ be the $t$-reduced form of $WT$. Then the $t$-reduced form of $T^{-1}X$ is $V$, and all the $t$-symbols from $T^{-1}$ are removed in $t$-reducing $T^{-1}X$. Thus $TV$ is $t$-reduced by Lemma 2, and consequently $T_1V$ is $t$-reduced.

In a similar way, if $Y$ is the $t$-reduced form of $T^{-1}W$ then the $t$-reduced form of $YT$ is $V$ and all the $t$-symbols from $T$ are removed in $t$-reducing $YT$. Hence $VT^{-1}$, and therefore $VT_1^{-1}$, are $t$-reduced. This completes the proof of the lemma.

Another point to observe is that if the cyclically $t$-reduced form of a $t$-reduced word $W$ has $t$-length greater than zero then the $t$-reduced form of $W^n$ ($n \neq 0$) has an initial segment of $t$-length $\lfloor |W|/2 \rfloor + 1$ identical with an initial segment of $W^{\text{seg}(n)}$ and a terminal segment of $t$-length $\lfloor |W|/2 \rfloor + 1$ identical with a terminal segment of $W^{\text{seg}(n)}$. This is easily proved by induction.

**Lemma 6.** Let $X$ be a cyclically $t$-reduced word and $T$ a $t$-reduced word. Then there is a cyclically $t$-reduced word $X_1$ with $|X_1| = |X|$, and a terminal segment $T_2$ of $T$, which is either empty or has $t$-length greater than zero, such that the $t$-reduced form of $T^{-1}XT$ is $T_2^{-1}X_1T_2$. Moreover, if $t$-reducing is algorithmic then $X_1$ and $T_2$ are effectively calculable.

**Proof.** By Lemma 4 one of $T^{-1}X$, $XT$ is $t$-reduced. Assume for definiteness that $XT$ is $t$-reduced. Assume that in $t$-reducing $T^{-1}(XT)$ exactly $\lambda$ $t$-symbols from $T^{-1}$ are removed. Let $T_1$ be the initial segment of $T$ up to but not including the $(\lambda + 1)$th $t$-symbol (if $\lambda = |T|$ take $T_1$ to be all of $T$) and let $T_2$ be the rest of $T$. Let $X_1$ be the $t$-reduced form of $T_1^{-1}XT_1$. Then

$$|X_1| = |XT_1| - |T_1| = |X| + |T_1| - |T_1| = |X|.$$ 

Also, by the definition of $T_1$, $T_2^{-1}X_1T_2$ is $t$-reduced. Clearly $X_1$ is cyclically $t$-reduced if $|X_1| = 0$ or $|T_1| = 0$. Suppose $|X_1| > 0$ and $|T_1| > 0$. Then $X_1T_1^{-1}$ is not $t$-reduced. However, $T_1X_1$ is $t$-reduced by Lemma 2, and so $X_1$ is cyclically $t$-reduced by Lemma 4.

The second part of the lemma is obvious.

The following transformations of pairs $(W_1, W_2)$ of $t$-reduced words will be called elementary transformations:
(a) interchanging $W_1$ and $W_2$;
(b) replacing $W_i$ by $W_i^e$ for $i = 1, 2$;
(c) replacing $W_i$ by the $t$-reduced form of one of $W_i W_j^e$, $W_i W_j^e$ for $i \neq j$,
and leaving $W_j$ fixed;
(d) replacing $W_1$ and $W_2$ by the $t$-reduced forms of $T^{-1} W_1 T$, $T^{-1} W_2 T$ respectively, where $T$ is a $t$-reduced word.

It is easy to see that if $(W'_1, W'_2)$ is obtained from $(W_1, W_2)$ by a finite sequence of elementary transformations then $\text{sgp} \{W'_1, W'_2\}$ is conjugate to $\text{sgp} \{W_1, W_2\}$. In particular, $(W_1, W_2)$ generates $G$ if and only if $(W'_1, W'_2)$ does.

**Lemma 7.** Let $W_1, W_2$ be $t$-reduced words which generate $G$, and suppose $(W'_1, W'_2)$ is obtained from $(W_1, W_2)$ by a finite sequence of elementary transformations. Then $(W_1, W_2)$ and $(W'_1, W'_2)$ are Nielsen equivalent.

This is easily proved by induction on the number of elementary transformations used to transform $(W_1, W_2)$ to $(W'_1, W'_2)$.

2.2 The first reduction theorem. In this subsection the following result will be proved.

**Theorem 5.** Let $G$ be an HNN group with base $H$ ($H \neq 1$), stable letter $t$ and associated subgroups $K_{-1}$ and $K_1$, and let $(X, Y)$ be a pair of $t$-reduced words in the generator of $G$. Then $(X, Y)$ can be transformed by a finite sequence of elementary transformations to a pair $(X', Y')$, where $(X, Y)$ generates $G$ only if $|Y| = 0$.

If $t$-reducing is algorithmic then there is an algorithm for obtaining for any pair $(X, Y)$ the pair $(X', Y')$.

It is worth remarking, though the fact is not needed here, that if $|Y| \neq 0$ then $\text{sgp} \{X', Y\}$ is free of rank 2 and has trivial intersection with every conjugate of the base. It should also be pointed out, though again the fact is not needed, that Theorem 5 remains true if $H = 1$. In this case $G$ is the infinite cyclic group generated by $t$ and any pair of $t$-reduced words can be transformed by a finite sequence of elementary transformations to a pair of the form $(t^A, 1)$.

Only the first part of Theorem 5 will be proved explicitly; the proof will be seen to provide the algorithm needed for the second part. The reader will notice that the proof has some similarity with the proof of Nielsen's Reduction Theorem [12, Theorem 3.1]. I have been able to extend Nielsen's theorem to $HNN$ groups, but am far from convinced that the reduction procedure can be carried out in a finite number of steps if the base group is infinite.

The idea of the proof of Theorem 5 is as follows. Since the pair $(X, Y)$ is arbitrary there is little one can say about the $t$-reduced forms of the words $XY$,
It is therefore difficult to keep a check on the $t$-reduction of a word in $X$ and $Y$. However by transforming $(X, Y)$ one can obtain a new pair $(\tilde{X}, \tilde{Y})$, with $|\tilde{X}| \geq |\tilde{Y}|$, such that the extent of $t$-reduction in the words $\tilde{X}\tilde{Y}, \tilde{X}^{-1}\tilde{Y}, \tilde{X}\tilde{Y}^{-1}, \tilde{X}^{-1}\tilde{Y}^{-1}$ is very restricted. Specifically:

(i) The words $\tilde{X}^{-1}\tilde{Y}, \tilde{X}\tilde{Y}^{-1}, \tilde{X}^{-1}\tilde{Y}^{-1}$ are $t$-reduced, and if $|\tilde{Y}| > 0$ then neither all the $t$-symbols from $\tilde{X}$ nor all the $t$-symbols from $\tilde{Y}$ are removed in $t$-reducing $\tilde{X}\tilde{Y}$.

Furthermore:

(ii) If $|\tilde{Y}| > 0$ then the cyclically $t$-reduced forms of $\tilde{X}$ and $\tilde{Y}$ have $t$-length greater than zero.

It follows from (i) and (ii) that if $|\tilde{Y}| > 0$ then $\text{sgp} \{\tilde{X}, \tilde{Y}\} \neq G$. To prove this, let $l$ be a positive integer and let $m_i, n_i$ ($i = 1, 2, \ldots, l$) be integers, non-zero except possibly for $m_1$ and $n_1$. Assume that if $l = 1$ then either $m_1 \neq 0$ or $n_1 \neq 0$, and let $W$ be the word $\tilde{X}^{m_1}\tilde{Y}^{n_1} \cdots \tilde{X}^{m_l}\tilde{Y}^{n_l}$. It will be shown that if $|\tilde{Y}| > 0$ then the $t$-reduced form of $W$ has $t$-length greater than zero. Consequently, by Britton’s Lemma, $W$ is not equal in $G$ to an element of $H$. Since $W$ is an arbitrary nonempty freely reduced word in $\tilde{X}$ and $\tilde{Y}$ it thus follows that $\text{sgp} \{\tilde{X}, \tilde{Y}\} \cap H = 1$, and so $\text{sgp} \{\tilde{X}, \tilde{Y}\} \neq G$.

There are two cases to consider.

Case (a). $\tilde{X}\tilde{Y}$ is $t$-reduced.

In order to $t$-reduce $W$ it is only necessary to $t$-reduce the subwords $\tilde{X}^{m_i}, \tilde{Y}^{n_i}$. For if $m_i \neq 0$ then it follows from (ii) that the $t$-reduced form of $\tilde{X}^{m_i}$ has an initial segment of $t$-length greater than zero identical with an initial segment of $\tilde{X}^{\text{sg}(m_i)}$, and a terminal segment of $t$-length greater than zero identical with a terminal segment of $\tilde{X}^{\text{sg}(m_i)}$. A similar comment applies to the $t$-reduced form of $\tilde{Y}^{n_i}$ if $n_i \neq 0$. It is now easily seen (using (i)) that the $t$-reduced form of $W$ has $t$-length greater than zero.

Case (b). $\tilde{X}\tilde{Y}$ is not $t$-reduced.

Since $\tilde{X}^{-1}\tilde{Y}$ is $t$-reduced it follows from Lemma 4 that $\tilde{X}$ is cyclically $t$-reduced. Similarly, since $\tilde{Y}\tilde{X}^{-1}$ is $t$-reduced (but $\tilde{Y}^{-1}\tilde{X}^{-1}$ is not), $\tilde{Y}$ is cyclically $t$-reduced. It now follows from (i) that in order to $t$-reduce $W$ it is only necessary to choose those $i$ for which $\text{sg}(m_i) = \text{sg}(n_i) = 1$ and replace the subword $\tilde{X}^{\text{sg}(m_i)}\tilde{Y}^{\text{sg}(n_i)}$ by the $t$-reduced form of $\tilde{X}\tilde{Y}$, and choose those $i$ for which $\text{sg}(n_i) = \text{sg}(m_{i+1}) = -1$ and replace the subword $\tilde{Y}^{\text{sg}(n_i)}\tilde{X}^{\text{sg}(m_{i+1})}$ by the $t$-reduced form of $\tilde{Y}^{-1}\tilde{X}^{-1}$. It can now be seen that the $t$-length of the $t$-reduced form of $W$ is greater than zero.

The transformation of $(X, Y)$ to $(\tilde{X}, \tilde{Y})$ is done in three main stages. In the first stage $(X, Y)$ is transformed to a pair $(U_1, V_1)$ where $U_1^{-1}V_1$ and
$U_1V_1^{-1}$ are $t$-reduced. In the second stage $(U_1, V_1)$ is transformed to a pair $(U_2, V_2)$ where $U_2^{-1}V_2$, $U_2V_2^{-1}$, $U_2^{-1}V_2^{-1}$ are $t$-reduced. In the third stage $(U_2, V_2)$ is transformed to a pair $(U_3, V_3)$ such that $U_3^{-1}V_3$, $U_3V_3^{-1}$, $U_3^{-1}V_3^{-1}$ are $t$-reduced, and if $|U_3| > 0, |V_3| > 0$ then neither all the $t$-symbols from $U_3$ nor all the $t$-symbols from $V_3$ are removed in $t$-reducing $U_3V_3$. The pair $(\tilde{X}, \tilde{Y})$ is then obtained from $(U_3, V_3)$ as follows. In the case when the cyclically $t$-reduced forms of $U_3$ and $V_3$ have $t$-length greater than zero take $(\tilde{X}, \tilde{Y})$ to be $(U_3, V_3)$ or $(V_3^{-1}, U_3^{-1})$ according as $|U_3| > |V_3|$ or $|U_3| < |V_3|$. Otherwise, by interchanging $U_3$ and $V_3$ if necessary, it can be assumed that $V_3$ has an initial segment $T$ such that the $t$-reduced form of $T^{-1}V_3T$ has $t$-length zero. Then take $\tilde{X}$ to be the $t$-reduced form of $T^{-1}U_3T$ and $\tilde{Y}$ to be the $t$-reduced form of $T^{-1}V_3T$.

It will now be shown how to transform $(X, Y)$ to $(U_3, V_3)$.

**Stage 1. Transformation of $(X, Y)$ to $(U_1, V_1)$.

Let $Q$ be the initial segment of $X$ such that the $t$-reduced form $X_Q$ is the cyclically $t$-reduced form of $X$. Let $Y_1$ be the $t$-reduced form of $Q^{-1}YQ$. Let $T$ be the initial segment of $Y_1$ such that the $t$-reduced form $Y_1T$ is the cyclically $t$-reduced form of $Y_1$. By Lemma 6 there is a cyclically $t$-reduced word $X_2$ and a terminal segment $T_2$ of $T$ such that the $t$-reduced form of $T^{-1}X_1T$ is $T_2^{-1}X_2T_2$. If all four words $(T_2^{-1}X_2T_2)^tY_2$, $(T_2^{-1}X_2T_2)^tY_2^{-1}$, are $t$-reduced then take $(U_1, V_1)$ to be the pair $(T_2^{-1}X_2T_2, Y_2)$. Suppose that $(T_2^{-1}X_2T_2)^eY_2^e$ is not $t$-reduced. It follows from Lemma 5 that $|T_2| = 0$ so that both $T_2^{-1}X_2T_2$ and $Y_2$ are cyclically $t$-reduced. Consequently $(T_2^{-1}X_2T_2)^eY_2^e$ and $(T_2^{-1}X_2T_2)^eY_2^e$ are $t$-reduced, by Lemma 4. Take $(U_1, V_1)$ to be the pair $((T_2^{-1}X_2T_2)^e, Y_2^e)$.

For Stages 2 and 3 the following lemma is needed. A pair $(R, S)$ of $t$-reduced words is said to be of Type 1 if $R^{-1}S$ and $RS^{-1}$ are $t$-reduced, and is said to be of Type 2 if $R^{-1}S$, $RS^{-1}$ and $R^{-1}S^{-1}$ are $t$-reduced. The pair is said to be of Type $iA$ $(i = 1, 2)$ if it is of Type $i$ and $|R| = 0$; or $|S| = 0$; or $|R| > 0$, $|S| > 0$ and neither all the $t$-symbols from $R$ nor all the $t$-symbols from $S$ are removed in $t$-reducing $RS$.

**Lemma 8.** A pair of Type $i$ $(i = 1, 2)$ can be transformed to a pair of Type $iA$ by a finite sequence of elementary transformations.

**Proof.** Suppose $(R, S)$ is of Type $i$ but not of Type $iA$. If all the $t$-symbols from $R$ are removed in $t$-reducing $RS$ then transform $(R, S)$ to $(R, T)$, where $T$ is the $t$-reduced form of $RS$. Then clearly $RT^{-1}$ is $t$-reduced, and $R^{-1}T$ is $t$-reduced by Lemma 2. Moreover, if $i = 2$ then $R^{-1}T^{-1}$ is $t$-reduced. Thus $(R, T)$ is of Type $i$. Note that $|(R, T)| < |(R, S)|$. If all the $t$-symbols from $S$, but not all the $t$-symbols from $R$, are removed in $t$-reducing $RS$ then transform
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Then \(|(T, S)| < |(R, S)|\), \(T^{-1}S, TS^{-1}\) are \(t\)-reduced and 
\(T^{-1}S^{-1}\) is \(t\)-reduced if \(i = 2\). Thus in either case \((R, S)\) is transformed to a pair 
\((R', S')\) of Type \(i\) with \(|(R', S')| < |(R, S)|\). If \((R', S')\) is not of Type \(iA\) then 
repeat the above procedure with \((R', S')\) in place of \((R, S)\). Continuing in this way, 
after a finite number of steps a pair of Type \(iA\) will be obtained. This completes the proof.

Stage 2. Transformation of \((U_1, V_1)\) to \((U_2, V_2)\).

By Lemma 8, \((U_1, V_1)\) can be transformed to a pair \((U, V)\) of Type 1A.
If \(UV\) is \(t\)-reduced then take \((U_2, V_2)\) to be the pair \((U^{-1}, V^{-1})\).

Suppose \(UV\) is not \(t\)-reduced. Then obviously \(|U| > 0, |V| > 0\). Also, 
since \(U^{-1}V\) and \(UV^{-1}\) are \(t\)-reduced it follows from Lemma 4 that \(U\) and \(V\) are 
cyclically \(t\)-reduced. Now suppose that in \(t\)-reducing \(UV\) exactly \(\lambda\) \(t\)-symbols are 
removed from \(U\) (and hence from \(V\)). Let \(\bar{U}\) be the initial segment of \(U\) up to 
and including the \((|U| - \lambda)\)th \(t\)-symbol and let \(P\) be the rest of \(U\). Let \(Q\) be the 
initial segment of \(V\) up to but not including the \((\lambda + 1)\)th \(t\)-symbol and let \(\bar{V}\) be 
the rest of \(V\). Then \(\bar{U}\) ends with \(t^e\), say, and \(P\) has initial segment \(ut^\delta\) where \(u\) 
is \(t\)-free and \(\delta = \pm 1\); and \(Q\) has terminal segment \(t^{-\delta}v\) with \(v\) \(t\)-free, and \(\bar{V}\) starts 
with \(t^r\) say \((r = \pm 1)\). The \(t\)-reduced form of \(PQ\) is \(ukv\) where \(k\) is \(t\)-free and 
belongs to \(K_{-\delta}\), and \(\bar{U}ukv\bar{V}\) is \(t\)-reduced (so that \(\bar{U}ukv\bar{V}\) is the \(t\)-reduced form of 
\(UV\)). Let \(Z\) be the \(t\)-reduced form of \(\bar{V}U\). Three cases arise:

Case (i). Neither all the \(t\)-symbols from \(\bar{V}\) nor all the \(t\)-symbols from \(\bar{U}\) are 
removed in \(t\)-reducing \(\bar{V}U\) to \(Z\).

Using an elementary transformation of type (c) map \((U, V)\) to \((\bar{U}P, \bar{U}ukv\bar{V})\), 
and then map this pair to \((P\bar{U}, ukvZ)\) by an elementary transformation of type (d) 
("conjugate by \(\bar{U}\")"). Now \((ukvZ)(P\bar{U})\) is \(t\)-reduced (since \(\bar{U}P\) is) and 
\((ukvZ)^{-1}(P\bar{U})^{-1}\) is \(t\)-reduced (since \(\bar{U}ukv\bar{V}\) is). It will be shown that 
\((ukvZ)^{-1}(P\bar{U})^{-1}\) is \(t\)-reduced. Note that \(ukvZ\) has initial segment \(ukvt^\gamma\) and \(P\bar{U}\) 
has initial segment \(ut^\delta\). Thus \((ukvZ)^{-1}(P\bar{U})^{-1}\) is \(t\)-reduced unless \(\gamma = \delta\) and \(kv\in\)
\(K_{-\delta}\). But if \(kv\in K_{-\delta}\) then \(v\in K_{-\delta}\) (since \(k\) does), and so \(\gamma \neq \delta\), otherwise \(V\) 
would not be \(t\)-reduced. Now take \((U_2, V_2)\) to be the pair \((ukvZ, (P\bar{U})^{-1})\).

Case (ii). All the \(t\)-symbols from \(\bar{U}\) are removed in \(t\)-reducing \(\bar{V}U\) to \(Z\).

Transform \((U, V)\) to \((P\bar{U}, ukvZ)\) as in Case (i). Suppose \(|Z| > 0\). Then 
\((ukvZ)^{-1}(P\bar{U})^{-1}\) is \(t\)-reduced (since \(\bar{U}ukv\bar{V}\) is), and \((ukvZ)(P\bar{U})^{-1}\) is \(t\)-reduced by 
Lemma 2. Just as in Case (i) it can be shown that \((ukvZ)^{-1}(P\bar{U})^{-1}\) is \(t\)-reduced. If 
\(|Z| = 0\) then it is clear that \((ukvZ)^{-1}(P\bar{U})^{-1}, (ukvZ)(P\bar{U})^{-1}\) and 
\((ukvZ)^{-1}(P\bar{U})^{-1}\) are \(t\)-reduced. Now take \((U_2, V_2)\) to be the pair \((ukvZ, P\bar{U})\).

Case (iii). All the \(t\)-symbols from \(\bar{V}\), but not all the \(t\)-symbols from \(\bar{U}\), are 
removed in \(t\)-reducing \(\bar{V}U\) to \(Z\).

This case reduces to Case (ii) by replacing \((U, V)\) by \((V^{-1}, U^{-1})\).
Stage 3. Transformation of \((U_2, V_2)\) to \((U_3, V_3)\).

Use the procedure of the proof of Lemma 8.

2.3 The second reduction theorem. The aim of this section is to give an improved version of Theorem 5 for HNN groups in which the associated subgroups are malnormal in the base. It will be convenient to define a subgroup \(A\) of a group \(B\) to be proper if \(A \neq 1\) and \(A \neq B\).

**Theorem 6.** Let \(G\) be a two-generator HNN group with base \(H\), stable letter \(t\), and associated subgroups \(K_{-1}\) and \(K_1\), and suppose that \(K_{-1}\) and \(K_1\) are proper malnormal subgroups of \(H\). Let \((X, Y)\) be a pair of \(t\)-reduced words in the generators of \(G\). Then \((X, Y)\) can be transformed by a finite sequence of elementary transformations to a pair \((\hat{X}, \hat{Y})\), where \((\hat{X}, \hat{Y})\) generates \(G\) only if \(\hat{X}\) has the form \(tx\) where \(x\) is \(t\)-free, and \(\hat{Y}\) is \(t\)-free and defines an element of \(K_{-1}\).

If \(t\)-reducing is algorithmic then there is an algorithm for obtaining for any pair \((X, Y)\) the pair \((\hat{X}, \hat{Y})\).

The following consequence of the malnormality of \(K_{-1}\) and \(K_1\) in \(H\) will be used frequently throughout the proof of Theorem 6.

**Lemma 9.** Let \(Z\) be a \(t\)-reduced word with \(|Z| > 0\) and let \(h\) be a \(t\)-free word. Suppose there is an integer \(n_0\) such that \(h^{n_0} \neq 1\) in \(G\) and \(Z^{-1}h^{n_0}Z\) is not \(t\)-reduced. Then \(Z^{-1}h^nZ\) is not \(t\)-reduced for all integers \(n\).

**Proof.** Suppose \(Z\) has initial segment \(zt^e\) where \(z\) is \(t\)-free. Then \(z^{-1}h^{n_0}Z \in K_{-e}\) and \(z^{-1}h^{n_0}Z \neq 1\) in \(G\). Now for any integer \(n\), \(z^{-1}h^nZ\) commutes with \(z^{-1}h^{n_0}Z\), and therefore lies in \(K_{-e}\) by malnormality. Thus \(Z^{-1}h^nZ\) is not \(t\)-reduced, and the proof is complete.

Just as for Theorem 5 only the first part of Theorem 6 will be proved explicitly; the reader will be able to obtain from this the algorithm needed for the second part.

Let \((\tilde{X}, \tilde{Y})\) be the pair obtained from \((X, Y)\) as in Theorem 5. It follows from Theorem 5 that if \(|\tilde{Y}| > 0\) then \(\text{sgp} \{X, Y\} \neq G\), so in this case it suffices to take \((\tilde{X}, \tilde{Y})\) to be the pair \((\tilde{X}, \tilde{Y})\).

Suppose that \(|\tilde{Y}| = 0\). By considering the factor group of \(G\) by the normal subgroup generated by \(H\) it is not difficult to see that if the exponent sum \(\tau\) of \(\tilde{X}\) on \(t\) is different from 1 or \(-1\) then \((\tilde{X}, \tilde{Y})\) (and therefore \((X, Y))\) does not generate \(G\). Thus in the case when \(|\tilde{Y}| = 0\) and \(\tau \neq \pm 1\) it again suffices to take for \((\tilde{X}, \tilde{Y})\) the pair \((\tilde{X}, \tilde{Y})\). (Note that, since \(\tau \neq \pm 1\), \(|\tilde{X}| \neq 1\).)

Now suppose that \(|\tilde{Y}| = 0\) and that \(\tau = \pm 1\). Let \(T\) be the initial segment of \(\tilde{X}\) such that the \(t\)-reduced form of \(T^{-1}\tilde{X}T\) is the cyclically \(t\)-reduced form \(U\) of \(\tilde{X}\). By Lemma 6 there is a \(t\)-free word \(h\) and a terminal segment \(T_2\) of \(T\), which is either empty or has \(t\)-length greater than zero, such that the \(t\)-reduced
form of $T^{-1}YT$ is $T_2^{-1}hT_2$. It will be shown that if $|U| \neq 1$, or $|T_2| \neq 0$, or both $U^{-1}T_2^{-1}hT_2U$ and $UT_2^{-1}hT_2U^{-1}$ are $t$-reduced then $\text{sgp} \{U, T_2^{-1}hT_2\} \neq G$, and so in any of these situations $(\hat{X}, \hat{Y})$ can be taken to be the pair $(U, T_2^{-1}hT_2)$.

Before proceeding with the proof it should be noticed that, since the exponent of $U$ on $t$ is $\pm 1$, the $t$-length of $U$ is odd.

Now a word in $U$ and $T_2^{-1}hT_2$ is equal in $G$ to a word of the form

$$W = U^{m_1}T_2^{-1}h_1T_2U^{m_2}T_2^{-1}h_2T_2\cdots U^{m_l}T_2^{-1}h_lT_2,$$

where $l > 0$, the $m_i$ are integers, nonzero except possibly for $m_1$, the $n_i$ are integers with moduli less than the order of $h$ in $G$, and are nonzero except possibly for $n_l$. It will be shown that if $|U| \neq 1$, or $|T_2| \neq 0$, or both $U^{-1}T_2^{-1}hT_2U$ and $UT_2^{-1}hT_2U^{-1}$ are $t$-reduced, then a word $W$ as in (2.1) in which either $l > 1$ or $m_1 \neq 0$ has $t$-reduced form of $t$-length greater than zero, and therefore is not equal in $G$ to an element of $H$, by Britton's Lemma. It then follows that $\text{sgp} \{U, T_2^{-1}hT_2\} \cap H \subseteq \text{sgp} \{T_2^{-1}hT_2\}$, and, in particular, that $\text{sgp} \{U, T_2^{-1}hT_2\} \cap H$ is cyclic. Since a cyclic group has no proper malnormal subgroups $\text{sgp} \{U, T_2^{-1}hT_2\} \cap H \neq H$, and so $\text{sgp} \{U, T_2^{-1}hT_2\} \neq G$.

In order to show that the $t$-reduced form of $W$ has $t$-length greater than zero it is convenient to consider several cases.

Case (i). $|T_2| > 0$.

The subwords $U^{m_i}$ are $t$-reduced since $U$ is cyclically $t$-reduced. It follows from Lemma 9 that the subwords $T_2^{-1}h_1^nT_2$ ($n_i \neq 0$) are $t$-reduced. Also, $T_2U$ and $TU_2^{-1}$ are $t$-reduced by Lemma 5. It now follows that in order to $t$-reduce $W$ it is only necessary to $t$-reduce the subword $T_2^{-1}h_1^nT_2$ in the case when $n_l = 0$; and it is thus easily seen that the $t$-reduced form of $W$ has $t$-length greater than zero.

Case (ii). $|T_2| = 0$ (that is, $T_2$ empty).

Subcase (ii)A. For each integer $n$ with $h^n \neq 1$ in $G$, $Uh^nU$, $U^{-1}h^nU$, $Uh^nU^{-1}$ are $t$-reduced.

Then $W$ is $t$-reduced, and $|W| > 0$ since $|U| > 0$.

Subcase (ii)B. For some integer $n_0$ with $h^{n_0} \neq 1$ in $G$, $Uh^{n_0}U$ is not $t$-reduced.

Since $U$ is cyclically $t$-reduced and $U(h^{n_0}U)$ is not $t$-reduced, it follows from Lemma 4 that $U^{-1}h^{n_0}U$ is $t$-reduced. Consequently $U^{-1}h^nU$ is $t$-reduced for all integers $n$ for which $h^n \neq 1$ in $G$, by Lemma 9. Similarly, since $U^{-1}(h^{-n_0}U^{-1})$ is not $t$-reduced, $Uh^nU^{-1}$ is $t$-reduced for all $n$ for which $h^n \neq 1$ in $G$. Now for any integer $n$ the $t$-reduced form of $Uh^nU$ has an initial
segment of \(t\)-length at least \((|U| + 1)/2\) identical with an initial segment of \(U\),
and a terminal segment of \(t\)-length at least \((|U| + 1)/2\) identical with a terminal seg-
ment of \(U\). (For the \(((|U| + 1)/2)\)th \(t\)-symbol from the right-hand end of \(U\) coin-
cides with the \(((|U| + 1)/2)\)th \(t\)-symbol from the left-hand end. Consequently at
most \(2((|U| - 1)/2)\) \(t\)-symbols can be removed in \(t\)-reducing \(Uh^nU\).
) It now fol-
lows that in order to \(t\)-reduce \(W\) it suffices to partition the sequence \(m_1, m_2, \ldots, m_i\)
into “blocks”

\[
\begin{align*}
m_1, & \quad m_2, \quad \ldots, \quad m_j(1), \\
m_j(1)+1, & \quad m_j(1)+2, \quad \ldots, \quad m_j(2), \\
& \quad \ldots \\
m_j(s)+1, & \quad m_j(s)+2, \quad \ldots, \quad m_1,
\end{align*}
\]

where the \(m\)'s in the same block have the same sign and \(m\)'s in consecutive blocks
have different signs, and then \(t\)-reduce the subwords

\[
\begin{align*}
U^{m_1}h^n1 & \quad \ldots \quad U^{m_j(1)}h^n1, \\
U^{m_j(1)+1}h^n1+1 & \quad \ldots \quad U^{m_j(2)}h^n1, \\
& \quad \ldots \\
U^{m_j(s)+1}h^n1+1 & \quad \ldots \quad U^{m_1}h^n1.
\end{align*}
\]

It is thus not difficult to see that the \(t\)-reduced form of \(W\) has \(t\)-length greater than
zero.

Subcase (ii)C. For some integer \(n_0\) with \(h^{n_0} \neq 1\) in \(G\), \(U^{-1}h^n0U\) is not
t-reduced.

By Lemma 9, \(U^{-1}h^nU\) is not \(t\)-reduced for all integers \(n\); in particular,
\(U^{-1}hU\) is not \(t\)-reduced and so \(|U| > 1\) (remember it is being assumed that either
\(|U| \neq 1\), or \(|T_2| \neq 0\), or both \(U^{-1}T_2^{-1}hT_2U, U^{-1}T_2^{-1}hT_2U^{-1}\) are \(t\)-reduced).
Since \(U\) is cyclically \(t\)-reduced and \(U^{-1}(h^nU)\) is not \(t\)-reduced it follows from
Lemma 4 that \(Uh^nU\) is \(t\)-reduced for all integers \(n\).

Now since the exponent sum of \(U\) on \(t\) is \(\pm 1\), and since \(|U| > 1\), it follows
that the exponents on \(t\) in \(U\) do not all have the same sign. Thus \(U\) can be par-
titioned into three subwords, say \(U \equiv P \bar{U} Q\), where

\[
P \equiv u_0 t^e u_1 t^e \ldots t^e u_{q-1}, \quad \bar{Q} \equiv u_q t^e u_{q+1} t^e \ldots t^e u_s,
\]
with $u_0, u_1, \ldots, u_p; u_q, u_{q+1}, \ldots, u_s$ t-free, and where $\overline{U}$ has $t^{-e}$ as first and last symbol.

Now in order to $t$-reduce $U^{-1}h^nU$ ($h^n \neq 1$ in $G$) it is only necessary to $t$-reduce $P^{-1}h^nP$. To prove this it suffices to show that if the $t$-reduced form $V$ of $P^{-1}h^nP$ has $t$-length zero then $\overline{U}^{-1}V\overline{U}$ is $t$-reduced. Now if $|V| = 0$ then $V \equiv u_p^{-1}ku_p$, where $k$ is $t$-free and belongs to $K_\varepsilon$, and $k \neq 1$ in $G$. Thus $\overline{U}^{-1}V\overline{U}$ is $t$-reduced unless $u_p^{-1}ku_p \in K_\varepsilon$. But if $u_p^{-1}ku_p \in K_\varepsilon$ then $u_p \in K_\varepsilon$ (since $K_\varepsilon$ is malnormal in $H$ and $k \in K_\varepsilon$), which contradicts the fact that $U$ is $t$-reduced. In a similar way it can be shown that if $q < s$ then in order to $t$-reduce $U^{-1}h^nU^{-1}$ ($h^n \neq 1$ in $G$) it is only necessary to $t$-reduce $Q^{-1}h^nQ^{-1}$. This is also true if $q = s$. To prove this it must be established that $u_j^{-1}h^n u_0 \in K_{-\varepsilon}$. Now $u_0^{-1}h^n u_0 \in K_{-\varepsilon}$ (since $U^{-1}h^nU$ is not $t$-reduced) and so if $(u_ju_0)^{-1}h^n u_0(u_j u_0)^{-1} \in K_{-\varepsilon}$ then $u_j u_0 \in K_{-\varepsilon}$ by malnormality. This contradicts the fact that $U$ is cyclically $t$-reduced.

It now follows that after $t$-reducing $W$ the "central pieces" $\overline{U}^{\pm 1}$ of the sub-words $U^{\pm 1}$ remain, and so the $t$-reduced form of $W$ has $t$-length greater than zero.

Subcase (ii)D. For some integer $n_0$ with $h^n_0 \neq 1$ in $G$, $U^{-1}h^n_0U^{-1}$ is not $t$-reduced.

An argument similar to that used in Subcase (ii)C above (replace $U$ by $U^{-1}$) establishes that the $t$-reduced form of $W$ has $t$-length greater than zero.

Since the above cases cover all possibilities this establishes that if $|U| \neq 1$, or $|T_2| \neq 0$, or both of $U^{-1}T_2^{-1}hT_2U$, $UT_2^{-1}hT_2U^{-1}$ are $t$-reduced then $\text{sgp} \{U, T_2^{-1}hT_2\} \neq G$.

To complete the proof of the theorem the situation where $|U| = 1, |T_2| = 0$ and one of $U^{-1}T_2^{-1}hT_2U$, $UT_2^{-1}hT_2U^{-1}$ is not $t$-reduced must be considered. By inverting $U$ if necessary it can be assumed that $t$ occurs to exponent 1 in $U$.

Then $U \equiv dtg$ where $d$ and $g$ are $t$-free words. Moreover, by applying an elementary transformation of type (d) ("conjugate by $dt$") if necessary, it can be assumed that $UhU^{-1}$ is not $t$-reduced. Then $UhU^{-1}$ has $t$-reduced form $dkd^{-1}$, where $k$ is $t$-free and belongs to $K_{-1}$. Then take $(\hat{X}, \hat{Y})$ to be the pair $(tgd, k)$.

3. Determination of FE groups. The aim of this section is to verify that various groups are FE or AFE groups. The first subsection concerns one-relator groups with torsion, the second subsection deals with small cancellation groups, and the third subsection concerns triangle groups.

3.1 One-relator groups with torsion. In this subsection the following result will be proved.

Let $H = \langle a, b; P^n \rangle$ where $P$ is a cyclically reduced word involving $a$ and $b$, and $n > 1$. Suppose that all the exponents to which $a$ occurs in $P$ have the same sign, and that if $n = 2$ then all the exponents to which $b$ occurs in $P$ also
have the same sign. Then $H$ is a special AFE group relative to $(a, b)$.

The proof, of course, consists of showing that Conditions 1–8 are satisfied. Conditions 1 and 5 hold by the Freiheitssatz. Conditions 3 and 8 hold by Lemma 2.1 of [21]. Condition 7 holds by Theorem 4.14 of [12] (see also Corollary 1 of [20]).

**Condition 2.** Let $\lambda$ be an integer. It will be shown that $\mathrm{sgp} \{a^\lambda, b^\lambda\} \cap \mathrm{sgp} \{a\} = \mathrm{sgp} \{a^\lambda\}$. The fact that $\mathrm{sgp} \{a^\lambda, b^\lambda\} \cap \mathrm{sgp} \{b\} = \mathrm{sgp} \{b^\lambda\}$ is proved similarly. The result is trivial if $\lambda = 0, \pm 1$, so assume $|\lambda| > 1$. Let $W$ be a freely reduced word in $a^\lambda, b^\lambda$ which involves $b$ and defines an element $a^\alpha$ of $\mathrm{sgp} \{a\}$. Then it follows from Statement 1 on p. 1439 of [8] that when $W a^{-\alpha}$ is freely reduced it has a subword of the form $T^{n-1}T_1$, where $T$ is a cyclic permutation of $P$ or $P^{-1}$, $T \equiv T_1 T_2$ and $T_1$ involves both $a$ and $b$, and it can easily be deduced from this that there is a cyclic permutation $S$ of $P$ with the property that all the exponents to which $a$ occurs in $S$ and all the exponents to which $b$ occurs in $S$ are divisible by $\lambda$. Thus the factor group of $H$ by the normal subgroup generated by $\{a^\lambda, b^\lambda\}$ is the free product $\ast = \langle a, b; a^\lambda, b^\lambda \rangle$. Now $W = 1$ in $L$, and so $a^\alpha = 1$ in $L$. Thus $\lambda$ divides $\alpha$ as required.

**Condition 4.** Let $h$ be a word in $a, b$ and suppose that $a$ and $h^{-1}b h$ generate $H$. Then it is required to show that $h$ is expressible in the form $b^\beta a^\alpha$. To this end consider the set

$$
\mathcal{U} = \{v: v \text{ is a word in } a \text{ and } b, \text{ and } b^\kappa w a^\omega \text{ is equal to } h \text{ in } H
$$

for suitable integers $\kappa$ and $\omega$,

and let $w$ be an element of $\mathcal{U}$ of minimal length. Suppose $w$ is nonempty. It will be shown that $\mathrm{sgp} \{a, w^{-1}bw\}$ is free of rank 2. Consequently $\mathrm{sgp} \{a, h^{-1}bh\}$ is also free of rank 2 and is therefore not equal to $H$. It is important to note that the minimality of $w$ implies that the following holds.

(3.1) $w$ starts with $a$ or $a^{-1}$ and ends with $b$ or $b^{-1}$, $w$ does not contain more than half a cyclic permutation of $P^n$ or its inverse, if $n = 3$ then for no integer $\gamma$ does $wa^\gamma$ have a terminal segment identical with a cyclic permutation of $P^{\pm(n-1)}$, if $n = 2$ then $w$ is not half of any cyclic permutation of $P^{\pm n}$.

Let $l$ be a positive integer and let $\xi_i, n_i$ ($i = 1, 2, \ldots, l$) be nonzero integers. Let $Q$ be the word $a^{\xi_1}w^{-1}b^{n_1}w \cdots a^{\xi_l}w^{-1}b^{n_l}w$. Observe that, as a word in $a$ and $b$, $Q$ is freely reduced. Consequently, by Statement 1 on p. 1439 of [8], $Q$ is not equal to 1 in $H$ provided it has no subword of the form $T^{n-1}T_1$, where $T$ is a cyclic permutation of $P$ or $P^{-1}$, $T \equiv T_1T_2$ and $T_1$ involves $a$ and $b$. Now no subword of $Q$ involving $a$-symbols from a subword $w$ and a subword $w^{-1}$ can be identical with a subword of a cyclic permutation of $P^n$ or $P^{-n}$, for all the exponents to which $a$ occurs in $P$ have the same sign. Moreover, if $n = 2$ then
neither can a subword of $Q$ involving $b$-symbols from a subword $w$ and a subword $w^{-1}$ be identical with a subword of a cyclic permutation of $P^{\pm n}$. Taking (3.1) into account it follows that the only subwords of $Q$ involving $a$ and $b$ which could have the form $T_{n-1}T_1$ are of one of the following types:

$$(ua^pb^s)^e, p \neq 0, v \text{ a nonempty terminal segment of } w, s = 0 \text{ if } n = 2;$$

$$(b^qw^a^pb^s)^e, p \neq 0, s = 0 \text{ if } n = 2;$$

$$(b^qu)^e, q \neq 0, u \text{ a nonempty initial segment of } w.$$ 

It therefore suffices to show that none of the above words can have the form $T_{n-1}T_1$. Since the inverse of a word of the form $T_{n-1}T_1$ is of the same form, it is enough to consider those cases when $e = 1$.

Suppose $v^a^pb^s = T_{n-1}T_1$, where $T$ is a cyclic permutation of $P^{\pm 1}, T \equiv T_1T_2$ and $T_1$ involves $a$ and $b$. Assume first that $a^pb^s$ is a proper terminal segment of $T_1$, so that $T_1 \equiv T'_1a^pb^s$ say, where $T'_1$ is nonempty. Then $v \equiv T_{n-1}T'_1$. But this is impossible by (3.1). Now assume $a^p \equiv a^ra^s$ with $r \neq 0$ and $T_1 \equiv a^rb^s$. Then $n > 2$ (since $s = 0$ if $n = 2$) and $va^r \equiv T_{n-1}^a$, and once again this is impossible by (3.1).

Next suppose $b^qw^a^pb^s \equiv T_{n-1}T_1$. Then $T_1 \equiv b^qT'_1a^pb^s$ and so $w \equiv (T'_1a^pb^sT_2b^q)^{n-1}T'_1$. Thus if $T'_1$ is nonempty, $w$ is identical with more than half a cyclic permutation of $P^n$ or its inverse, and if $T'_1$ is empty, $w$ has the form $S^{n-1}$ where $S$ is a cyclic permutation of $P^{\pm 1}$. However both of these possibilities contradict (3.1).

Finally, the fact that $b^qu$ does not have the form $T_{n-1}T_1$ is verified by considerations similar to those used above.

**Condition 6.** This follows fairly easily from the verification above that Condition 2 holds. It is not difficult to see that there is an algorithm for obtaining for any word $h$ in $a, b$ a word $b^aw^a^\omega$ equal to $h$ in $H$ with $w$ either empty or satisfying (3.1). Then by what has been shown previously, $h$ can be expressed in the form $b^\beta a^\alpha$ if and only if $w$ is empty.

3.2 Small cancellation groups. The aim of this subsection is to establish the following theorem.

Let $H = \langle a, b; R_1, R_2, \ldots \rangle$ and assume that $H$ satisfies the small cancellation condition $C'(1/18)$. Suppose that for each relator $R_i$ either all the exponents to which $a$ occurs in $R_i$ have the same sign or all the exponents to which $b$ occurs in $R_i$ have the same sign, and that adjacent exponents in $R_i$ are coprime. Assume further that $a^\xi$ is a relator if and only if $b^\xi$ is. Then it is a special FE group relative to $(a^\xi, b)$, where $\xi$ is coprime to the order of $a$. If the number of relators of $H$ is finite then $H$ is in fact a special AFE group relative to $(a^\xi,b)$.

The definition of adjacent exponents was given in §1.3.

The proof of the above theorem uses Corollary 4.1(i) of [11]. It is
worth remarking that if one supposes that each relator is either a positive or negative word then \( C'(1/18) \) can be replaced by \( C'(1/8) \) in the above. For then \( H \) satisfies the triangle condition \( T_3 \) and so Corollary 4.1(ii) of [11] is applicable. (See Theorem 2 of [22].)

Before embarking on the main part of the proof it is convenient to treat two special cases separately. Firstly, if \( H = \langle a, b; a, b \rangle \) then the result is trivial. Secondly, suppose \( H \) has a relator of length less than 18 involving \( a \) and \( b \). Then it is not difficult to show that then \( H = \langle a, b; (ab^3)^q \rangle \) where \( |q| = 1 \) and \( q \) is an integer with \( 1 \leq q \leq 8 \). Then if \( q = 1 \) the result is trivial, and if \( q > 1 \) the result follows from the previous subsection. From now on it will be assumed that \( H \) does not have a relator of length 1 and that every relator of \( H \) involving \( a \) and \( b \) has length greater than 17. This assumption will not be repeated.

It will now be shown that \( H \) satisfies Conditions 1—4 and Condition 8.

**Condition 1.** Suppose first that each relator of \( H \) involves both \( a \) and \( b \). Then \( a \) and \( b \) have infinite order. For suppose that \( a^m = 1 \) in \( H \) where \( m > 0 \). Then it follows from Corollary 4.1(i) of [11] that \( a^m \) has a subword \( a^r \) which is more than \( 5/6 \) of a cyclic permutation of a relator \( R_i \) or its inverse. Since \( R_i \) involves \( a \) and \( b \), \( a^{r-1} \) is a piece and so \( r - 1 < L(R_i)/18 \). However \( r - 1 > 5L(R_i)/6 - 1 \), and so \( L(R_i) = 1 \) which is a contradiction. In the same way \( b^m \neq 1 \) for every positive integer \( m \).

Now suppose that \( a^k \) and \( b^k \) are relators, where it may be assumed that \( k > 0 \). By the small cancellation condition every other relator involves \( a \) and \( b \). Suppose that \( m \) is the order of \( a \). Then \( k \) must be a multiple of \( m \), say \( k = \lambda m \). Now \( a^m \) has a subword which is more than \( 5/6 \) of a cyclic permutation of a relator \( R_i \) or its inverse, and an argument similar to that in the previous paragraph shows that \( R_i \equiv a^k \). Thus \( \lambda = 1 \). In a similar way, \( k \) is the order of \( b \) in \( H \).

In the following \( \gamma \) will denote the order of \( a \) and \( b \) in \( H \). Note that, by what has been shown above,

\[(3.2) \quad \gamma \text{ is infinite if each relator of } H \text{ involves } a \text{ and } b; \quad \gamma \text{ is finite and equal to } |\kappa| \text{ if } a^\kappa \text{ is a relator.} \]

**Condition 2.** It will be shown that for every integer \( \lambda \), \( \text{sgp} \{a^\lambda, b^\lambda\} \cap \text{sgp} \{a\} = \text{sgp} \{a^\lambda\} \). The fact that \( \text{sgp} \{a^\lambda, b^\lambda\} \cap \text{sgp} \{b\} = \text{sgp} \{b^\lambda\} \) is proved similarly. The result is trivial if \( \lambda = 0 \), or if \( \lambda \) is coprime to the order of \( a \), so assume \( \lambda \neq 0 \) and that the highest common factor \( \mu \) of \( \lambda \) and \( \gamma \) is greater than 1. Then it suffices to show that \( \text{sgp} \{a^\mu, b^\mu\} \cap \text{sgp} \{a\} = \text{sgp} \{a^\mu\} \).

Let \( a^{\xi_1}b^{\eta_1} \cdots a^{\xi_l}b^{\eta_l} \) be a typical element of \( \text{sgp} \{a^\mu, b^\mu\} \) where \( l > 0 \), the \( \xi_i \) and \( \eta_i \) are integers, nonzero except possibly for \( \xi_1 \) and \( \eta_1 \), \( |\xi_1|, |\eta_1| \leq \gamma/2 \), the \( \xi_i \) and \( \eta_i \) are divisible by \( \mu \) and suppose \( a^{\xi_1}b^{\eta_1} \cdots a^{\xi_l}b^{\eta_l} \in \text{sgp} \{a\} \). Then an equation \( a^{\alpha_1}b^{\eta_1} \cdots a^{\alpha_l}b^{\eta_l} = 1 \) takes place in \( H \). Here \( |\alpha_1| \leq \gamma/2 \). Let
$Q$ denote the word on the left-hand side of this equation. Then it suffices to show that $Q$ is empty.

Suppose, by way of contradiction, that $Q$ is nonempty. Then it follows from (3.2) and Corollary 4.1(i) of [11] that $Q$ has a subword involving $a$ and $b$ which is more than $5/6$ of a cyclic permutation $R_i^*$ of a relator or its inverse. Since adjacent exponents in each relator are coprime the only possible subwords of $Q$ involving $a$ and $b$ which could be more than $5/6$ of $R_i^*$ have the form $(a^pb^qa^rb^s)^e$. Suppose that $(a^pb^qa^rb^s)^e$ is a subword of $R_i^*$ and

$$|p| + |q| + |r| + |s| > 5L(R_i^*)/6.$$ 

This implies that one of $|p|, |q|, |r|, |s|$ is greater than $5L(R_i^*)/24$. Assume for example that $|p| > 5L(R_i^*)/24$. Since $a^{|p|-1}$ is a piece and $H$ satisfies $C'(1/18)$, $|p| - 1 < L(R_i^*)/18$. Consequently $L(R_i^*) < 7$, which is a contradiction.

**Conditions 3, 4, 8.** The verifications that these conditions hold can be done simultaneously. Suppose $h$ is a word in $a$ and $b$ for which one of the following equations holds in $H$

(3.3) $h^{-1}a^mha^n = 1,$

(3.4) $h^{-1}b^mhb^n = 1,$

(3.5) $a^l h^{-1} b^n h = 1.$

Here $l$ is a positive integer and $m, n, \xi_1, \eta_1, \ldots, \xi_i, \eta_i$ are nonzero integers with moduli less than or equal $\gamma/2$. It will be shown that if (3.3) holds then $h \in \text{sgp} \{a\}$, if (3.4) holds then $h \in \text{sgp} \{b\}$, and if (3.5) holds then $h$ is equal in $H$ to a word of the form $b^\beta a^\alpha$. The first two conclusions imply that sgp $\{a\}$ and sgp $\{b\}$ are malnormal in $H$; the third conclusion implies that sgp $\{a, h^{-1}bh\}$ is the free product of sgp $\{a\}$ and sgp $\{h^{-1}bh\}$ unless $h = b^\beta a^\alpha$ in $H$, and from this it can be deduced that Condition 4 holds. It also follows from this third conclusion that Condition 8 holds. For if $a^m h^{-1} b^n h = 1$ in $H$ where $a^m \neq 1$ and $b^n \neq 1$ then $h = b^\beta a^\alpha$ in $H$, so that $a^m = b^{-n}$. Consequently $H$ has a centre, contradicting Theorem XI(i) of [7].

Obtain from $h$ a word equal to $h$ in $H$ which is freely reduced and does not contain more than half a cyclic permutation of a relator or its inverse. Replace $h$ in (3.3), (3.4) or (3.5) by this new word and cyclically reduce the word on the left-hand side of the equation. Then according as to whether (3.3), (3.4) or (3.5) holds one of the following is obtained.

(3.3') $w_3^{-1}a^m w_3 a^n = 1,$

(3.4') $w_4^{-1}b^m w_4 b^n = 1,$
Here \( w_3 \) is either empty or starts and ends with a \( b \)-symbol, \( w_4 \) is either empty or starts and ends with an \( a \)-symbol, \( w_5 \) is empty or starts with an \( a \)-symbol and ends with a \( b \)-symbol. To complete the proof it suffices to show that if \( w_i \) \((i = 3, 4, 5)\) is nonempty then equation \((3.i')\) is impossible.

Suppose, by way of contradiction, that \( w_i \) is nonempty and let \( Q_i \) denote the word on the left-hand side of \((3.i')\). Since \( Q_i \) is equal to \( 1 \) in \( H \) it follows from (3.2) and Corollary 4.1(i) of [11] that \( Q_i \) has a subword involving \( a \) and \( b \) which is more than \( 5/6 \) of a cyclic permutation \( R_i^* \) of a relator or its inverse. Since either all the exponents to which \( a \) occurs in \( R_i^* \) have the same sign or all the exponents to which \( b \) occurs in \( R_i^* \) have the same sign, the only possible subwords of \( Q_i \) involving \( a \) and \( b \) which could be more than \( 5/6 \) of \( R_i^* \) have the form \((x^pux^qy^rx^s)^e\). Here \( v \) is a subword of \( w_i \) or \( w_i^{-1} \); \( x \in \{a, b\} \) and \( y \in \{a, b\}\{x\} \); \( p, q, r, s \) are integers at least one of which is zero.

Suppose \((x^pux^qy^rx^s)^e\) is a subword of \( R_i^* \) and \( L(x^pux^qy^rx^s) > 5L(R_i^*)/6 \). Since \( L(u) < L(R_i^*)/2 \) it follows that \( |p| + |q| + |r| + |s| > L(R_i^*)/3 \). Consequently at least one of \( |p|, |q|, |r|, |s| \) is greater than \( L(R_i^*)/9 \) (remembering that one of \( p, q, r, s \) is zero). Suppose, for example, that \( |p| > L(R_i^*)/9 \). Since \( x^{|p|} \) is a piece and \( H \) satisfies \( C'(1/18) \), \( |p| - 1 < L(R_i^*)/18 \). Hence \( L(R_i^*) < 18 \), which is a contradiction. This completes the verification that Conditions 3, 4 and 8 hold.

To finish the proof of the theorem it must be shown that if \( H \) is finitely presented then Conditions 5, 6, 7 hold. That Condition 5 holds follows from the verification of Condition 1. The fact that Conditions 6 and 7 hold follows from the verification of Conditions 3 and 4. For observe that if \( H \) has finitely many relators then equation \((3.i')\) \((i = 3, 4, 5)\) is obtained algorithmically from equation \((3.i)\). Then \( h \in sgp \{a\} \) if and only if \( w_3 \) is empty, \( h \in sgp \{b\} \) if and only if \( w_4 \) is empty, and \( h \) is expressible in the form \( b^p a^x \) if and only if \( w_5 \) is empty.

3.3 Triangle groups. It will be shown in this subsection that if \( H = \langle a, b; ap, bp, ab \rangle \) where \( 2/p + 1/q < 1 \) then \( H \) is an FE group relative to \((a^b, b)\), where \( \xi \) is coprime to \( p \); moreover, if \( p > 4 \) then \( H \) is an AFE group. (4) It should be mentioned that this result follows for a large number of values of the pair \((p, q)\) from the theorem of the previous subsection.

Conditions 1, 5. Both \( a \) and \( b \) have order \( p \) [10, Corollary 2].

Condition 2. If \( \lambda \) is a nonzero integer then \( sgp \{a^\lambda, b^\lambda\} = H \) if \( \lambda \) is coprime to \( p \), and \( sgp \{a^\lambda, b^\lambda\} = sgp \{a^\lambda\} \ast sgp \{b^\lambda\} \) otherwise. In either case, it follows easily that \( sgp \{a^\lambda, b^\lambda\} \cap sgp \{a\} = sgp \{a^\lambda\} \) and \( sgp \{a^\lambda, b^\lambda\} \cap sgp \{b\} = sgp \{b^\lambda\} \).

\((4)\) I thank Dr. G. Rosenberger for helping me with this subsection.
Conditions 3, 8. See Corollary 2 of [10].

Condition 4. A proof that this holds is indicated on pp. 241—242 of [26].

Conditions 6, 7. Suppose $p \geq 4$. Then $H$ satisfies $C(4)$ and $T_3$ [11], and so the word problem for $H$ is solvable, by Theorem II of [11]. Since $a$ and $b$ have finite order it follows that Conditions 6 and 7 hold.

Added in Proof (May 19, 1975). With regard to the problem raised in the third from the last paragraph on p. 336, the author has recently established that if $G = \langle a, t ; R^n \rangle$, where $n > 1$, and where $R$ is not a power of a primitive, then $G$ has one Nielsen equivalence class.

The problem of McCool and Pietrowski mentioned on p. 343 has been solved affirmatively by A. M. Brunner.
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