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ABSTRACT. The concept of hypoellipticity for degenerate elliptic
boundary value problems is defined, and its relation with the hypoellipticity
of certain pseudo-differential operators on the boundary is discussed (for
second order equations). A theorem covering smoothness of solutions of
boundary value problems such as \( a(x)\partial u/\partial n + b(x)u = f(x) \) for the Laplace
equation is proved. An almost complete characterization of hypoelliptic
boundary value problems for elliptic second order equations in two dimen-
sions is given via analysis of hypoelliptic pseudo-differential operators in one
variable.

1. The regularity of solutions of boundary value problems has been widely
studied in the literature (see e.g. [4], [5]), under “nondegeneracy” conditions.
The oblique derivative problem
\[
\begin{align*}
\Delta u &= 0 \quad \text{in } G \subset \mathbb{R}^n, \\
\partial u/\partial l &= f \quad \text{on } \partial G
\end{align*}
\]
(1.1)
(1.2)
has also been investigated by many authors. It is usually assumed that the vec-
tor field \( l \) is not characteristic to that submanifold of \( \partial G \) on which \( l \) is tangential
to \( \partial G \). Then the pseudo-differential operator mapping \( u|_{\partial G} \) to \( \partial u/\partial l \) is of prin-
cipal type, and the addition of lower order terms in (1.2) plays no significant
role in the theory [6]. This paper was motivated by the desire to discuss reg-
ularity properties of solutions of the problem where (1.2) is replaced by
\[
\begin{align*}
adu/\partial l + bu &= f \quad \text{on } \partial G
\end{align*}
\]
(1.3)
where \( a \) might vanish somewhere. This could be done by transforming the
boundary value problem (as in [6], [14]) to a problem concerning hypoellipt-
icity of a certain pseudo-differential operator on \( \partial G \). It turns out that this ap-
proach yields quick results concerning smoothness of boundary value problems.

In §2 we define precisely what we mean by hypoellipticity of a boundary value problem and prove that for (most) second order elliptic operators this is equivalent to the hypoellipticity of a certain pseudo-differential operator on \(\partial G\). In §3 we exhibit a class of hypoelliptic operators arising naturally from consideration of (1.3). This class might also be of independent interest. In §4 we give an almost complete characterization of hypoelliptic boundary problems for two-dimensional problems (and second order equations). This is achieved by extending the results of [3], [11] from one-dimensional differential operators to one-dimensional pseudo-differential operators. For this extension a result enabling us to disregard all but finitely many terms in the asymptotic expansion of the pseudo-differential operator (Lemma 4.2) and an extension of the "stationary phase" principle to a case where there are singularities (Lemma 4.4) are important.

Our results include as special cases the results of S. Ito [10] and K. Hayashida [2] who proved smoothness of the solution \(u\) of the problem

\[
Lu = f \text{ in } G, \quad \alpha(x)\partial u/\partial n + \beta(x)u = 0 \text{ on } \partial G,
\]

where \(L\) is a real second order elliptic operator and \(\alpha \geq 0\). Ito assumes \(\alpha + \beta > 0\). Hayashida makes a different assumption, whose meaning is analyzed in §3, Example 3. Note that Ito and Hayashida are concerned also with existence, whereas we are mostly concerned with smoothness.

The reduction of the boundary value problem to a problem involving a pseudo-differential operator, the discussion of the two-dimensional case, and some portions of §3, can be extended to higher order operators; the computations, though, become much more involved.

I am very much indebted to Professor E. Shamir for suggesting Lemma 4.1 to me, and to Professors R. Beals, H. Brézis and C. Fefferman for helpful conversations.

2. Let \(G\) be a bounded open subset of \(R^n\) with \(C^\infty\) boundary \(\partial G\). Near \(\partial G, G\) is of the form \(\partial G \times (0, 1)\); we suppose a normal coordinate \(x_n\) is chosen near \(G\), and we denote points of \(G\) near \(\partial G\) by \((x', x_n)\), and we set \(u_k = D^k_{x_n}u(x', 0), k = 0, 1, \ldots \). (In this paper \(D_j = (1/\partial^j/\partial x_j)\).) Let \(U_1, \ldots, U_l\) be a finite open covering of \(\partial G\) with \(U_i\) diffeomorphic to the unit sphere in \(R^{n-1}\), \(1 \leq i \leq l\), \(h_i\) being the diffeomorphism and let \(\varphi_1, \ldots, \varphi_l\) be a partition of unity subordinate to the covering \(\{U_i\}_{i=1}^l\). For \(r, s\) reals we say that \(u \in \mathcal{D}^r(G)\) is in \(H_{r,s}(G)\) if each of the distributions \(v_i\) defined by

\[
v_i = \varphi_i(x')\omega(x_n)u \circ h_i
\]
is in $H_{r,s}(\mathbb{R}^+)$ and $v = u(1 - \sum_{i=1}^l \varphi_i(x')w(x_n)) \in H_{r,s}(\mathbb{R}^n)$. Here $w \in C_0^\infty(-1, 1)$ with $w \equiv 1$ near $0$ and the spaces $H_{r,s}(\mathbb{R}^n)$, $H_{r,s}(\mathbb{R}^+)$ are those introduced in [5, §2.5]. $H_{r,s}(G)$ is a Hilbert space with the norm

$$\left(\|u\|_{r,s}\right)^2 = \sum_{i=1}^l \left(\|u_i\|_{r,s}\right)^2 + \left(\|v\|_{r,s}\right)^2.$$  

We refer to [5] for discussion of the $H_{r,s}$ spaces. It is important to note that if $u \in H_{m,s}(G)$ where $m$ is a positive integer, then the “Cauchy data” $u_j(x')$ are well-defined elements of $H_{(m+s-j-1/2)}(\partial G)$ for $0 \leq j < m - 1$. (Here $H_j(\partial G)$ is the usual Sobolev space.) Let now $P(x, D)$ be an elliptic differential operator of order $m$ defined on $\text{cl}(G)$ with $C^\infty$ coefficients, and let $\{B_{ij}(x', D'); i = 1, \ldots, k; j = 0, \ldots, m-1\}$ be (classical) pseudo-differential operators defined on $\partial G$, with $C^\infty$ coefficients. We say that the boundary value problem

$$\begin{align*}
(2.1) & P(x, D)u = f \text{ in } G, \\
(2.2) & \sum_{j=0}^{m-1} B_{ij}(x', D')u_j = g_i \text{ on } \partial G, \quad i = 1, \ldots, k,
\end{align*}$$

is hypoelliptic if for $u \in H_{m,s}(G), f \in C^\infty(\text{cl}(G))$ and $g_i \in C^\infty(V)$ we have $u \in C^\infty(G \cup V)$, where $V$ is an arbitrary relatively open subset of $\partial G$.

A few comments about this definition are not out of order. The ellipticity of $P$ implies that

$$u_m(x') = \sum_{j=0}^{m-1} C_j(x', D')u_j,$$

where $C_j(x', D'), j = 0, \ldots, m - 1$, are differential operators tangential to $\partial G$. Hence any boundary differential operator can be represented in the form $\sum_{j=0}^{m-1} B_{ij}(x', D')u_j$. In [4] hypoellipticity of the boundary value problem $P(D)u = 0$ in $G$, $B_1(D)u = 0$ on a planar portion of $\partial G$ was defined as the requirement that every classical solution of the problem be $C^\infty$. The restriction to homogeneous problems seems to be too weak for problems with nonconstant coefficients. Moreover, all $C^2$ solutions of the problem $(D_1^2 + D_2^2)u = f$ in $x_2 > 0$, $[x_1D_1 + (3/2)x_2]u = g$ on $x_2 = 0$ are $C^\infty$ if $f$ and $g$ are, but $u = \text{Re}(x_1 + ix_2)^{3/2}$ is a nonsmooth solution of the problem with $f = g = 0$, and thus it would be counter-intuitive to name this boundary value problem hypoelliptic. On the other hand, the assumption that $u \in H_{m,s}(G)$ for some $s$ is quite weak; compare [5, p. 256].

Let now $m = 2$ and let

$$P(x, D)u = \sum_{i,k=1}^n a_{jk}(x)D_iD_ku + \sum_{j=1}^n b_j(x)D_ju + c(x)u$$
be a representation of $P$ in $h_i^{-1}(U_i)$ for some $i$, where $a_{jk} = a_{kj}$. We make now the following assumption (the so-called root condition): The quadratic equation in $t$,

$$
(2.4) \quad \sum_{j,k=1}^{n-1} a_{jk} \xi_j \xi_k + \sum_{j=1}^{n-1} a_{nj} \xi_j t + \sum_{k=1}^{n-1} a_{nk} \xi_k t + a_{nn} t^2 = 0
$$

has precisely one root $t'$ ($= t'(x, \xi)$) with positive imaginary part and one root $t''$ with negative imaginary part, for all $x$ in $h_i^{-1}(U_i)$ and all real nonzero vectors $\xi' = (\xi_1, \ldots, \xi_{n-1})$. (This assumption is always fulfilled if $n > 2$; if $n = 2$ it is stronger than ellipticity and weaker than the reality assumption of [2].) Following [6, §2.2] we assume that $P$ is defined and is elliptic in a larger open set $H$ with cl$(G) \subset H$, and let $T$ be a parametrix for $P$ in $H$, i.e., $TP = I + K$ where $K$ is a smoothing operator. For any $v \in H_{0,\omega}(G)$ denote by $v^0 \in \mathcal{E}'(H)$ the distribution obtained by extending $v$ to be equal to 0 outside cl$(G)$ (compare [5, p. 54]). Denoting by $\delta$ the surface measure on $\partial G$ we obtain

$$
(2.5) \quad Pu^0 = (Pu)^0 + i^{-1} \sum_{j=0}^1 \sum_{l=0}^{1-l} P_{j+l+1}D_n^l(u_0^\delta)
$$

for $u \in H_{2,\omega}(G)$, where $P_j = P_j(x', D')$ are determined by $P = \sum_{j=0}^m P_j D_n^j$, order$(P_j) = m - j$. Applying $T$ to (2.5) we find

$$
(2.6) \quad u^0 + Ku^0 = T(Pu)^0 + i^{-1} \sum_{j=0}^1 \sum_{l=0}^{1-l} TP_{j+l+1}D_n^l(u_0^\delta).
$$

If $Pu \in C^\infty(\text{cl}(G))$ then the restriction of $T(Pu)^0$ to $\partial G$ is a $C^\infty$ function. $Ku^0$ is obviously smooth in all of $H$. Setting

$$
(2.7) \quad Q_1u = \left( i^{-1} \sum_{j=0}^{1-l} TP_{j+l+1}D_n^l(u_0^\delta) \right)_{\partial G}
$$

for $v \in \mathcal{D}'(\partial G)$, we get

$$
(2.8) \quad u_0 - Q_0u_0 - Q_1u_1 = w(x') \in C^\infty(\partial G).
$$

According to [6] the pseudo-differential operator $Q_1$ is actually elliptic. The operator $R = Q_1^{-1}(I - Q_0)$ is a pseudo-differential operator with symbol

$$
(2.9) \quad r = t'(x', 0; \xi') + s(x', \xi')
$$

where $s$ is a symbol of order zero.

**Theorem 2.1.** Let $P(x, D)$ be an elliptic second order differential operator satisfying the root condition, let $B_0, B_1$ be (tangential) pseudo-differential operators defined on $\partial G$ and let $R$ be as above. Then the boundary value problem $P(x, D)u = f$ in $G, B_0u_0 + B_1u_1 = g$ on $\partial G$ is hypoelliptic if and only if the operator $L = B_0 + B_1R$ is a hypoelliptic operator on the manifold $\partial G$. 
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PROOF. It follows from (2.8) that
\[ g = B_0u_0 + B_1Q_1^{-1}(I - Q_0)u_0 - B_1Q_1^{-1}w \]
or
\[ (2.10) \quad g + B_1Q_1^{-1}w = Lu_0. \]
Thus \( u_0 \in C^\infty(\partial G) \) if \( L \) is hypoelliptic. But then \( u_1 = Ru_0 - Q_1^{-1}w \) is also in \( C^\infty(\partial G) \). That \( u \in C^\infty(\text{cl}(G)) \) follows then by applying Theorem 2.14 of [6] to (2.6).

Conversely, suppose that \( L \) is not hypoelliptic in a relatively open subset \( V \) of \( \partial G \). Let \( u_0 \in H^s(\partial G) \) satisfy \( u_0 \notin C^\infty(V) \), \( Lu_0 \in C^\infty(\partial G) \), for some \( s \) (such \( u_0 \) clearly exists). The Dirichlet problem is elliptic (in the sense of [5]) for \( P(x, D) \) (by the root condition). Applying Theorem 10.4.1 of [5] we construct a distribution \( u \in H^m_s(G) \) satisfying \( Pu = 0 \) in a neighborhood \( W \subset G \) with \( \text{cl}(W) \cap \partial G = V \) and \( u|_V = u_0 \). Let \( v \) be an extension of \( u|_{\text{cl}(W)} \) to a function which is \( C^\infty \) in \( \text{cl}(G) \setminus W \). Applying (2.8) we find that \( w(x') = v_0 - Q_0v_0 - Q_1v_1 \) is a \( C^\infty \) function on \( \partial G \) and thus \( B_0v_0 + B_1v_1 = Lv_0 - B_1Q_1^{-1}w \). But \( L \) is pseudo-local and \( v_0|_V = u_0|_V \), imply that \( Lv_0 \in C^\infty(\partial G) \). Thus the boundary value problem \( Pu = f, B_0u_0 + B_1u_1 = g \) is not hypoelliptic.

Note that if the pseudo-differential operator \( L \) is hypoelliptic then it has a finite-dimensional kernel in \( C^\infty(\partial G) \). If its adjoint \( L^* \) is also hypoelliptic then \( L \) has a finite index. In many cases its index can be computed from its symbol [8]. One could then use the above reduction of a boundary value problem in \( G \) to a pseudo-differential problem on \( \partial G \) for investigating existence problems too.

If the symbols of \( B_0, B_1 \) are \( b_0(x', \xi'), b_1(x', \xi') \), respectively, then the symbol of \( L \) is
\[
q(x', \xi') \sim b_0(x', \xi') + \sum_\alpha b_1^{(\alpha)}(x', \xi')i^{-|\alpha|}r_\alpha(x', \xi')
\]
\[
= b_0(x', \xi') + \sum_\alpha b_1^{(\alpha)}(x', \xi')i^{-|\alpha|}r_\alpha(x', 0; \xi')
\]
\[
+ \sum_\alpha b_1^{(\alpha)}(x', \xi')i^{-|\alpha|}s_\alpha(x', \xi')
\]
where \( \alpha \) runs over all \((n-1)\)-dimensional multi-indices, and as usual
\[
P^{(\alpha)}(x, \xi) = (iD_x)^{\beta}(iD_\xi)^{\alpha}p(x, \xi).
\]
Note that \( q(x', \xi') \) is just the characteristic function of the boundary value problem as defined in [4] if \( P, B_i \) have constant coefficients and the boundary is planar.
3. In this section we shall prove the hypoellipticity of certain degenerate pseudo-differential operators of order 1 and we shall apply them (using Theorem 2.1) for the study of boundary value problems. It will be convenient to discuss the local question of hypoellipticity in Euclidean space and not in \( \partial G \). Let thus \( H \) be an open subset of \( \mathbb{R}^q \). The following is a partial generalization of Theorem 3 in [11].

**Theorem 3.1.** Let

\[
q(x, \xi) = a(x)e(x, \xi) + b(x, \xi)
\]

where

\[
a(x) \in C^m(H) \quad \text{and} \quad a(y) = 0,
\]

(3.1)

\( y \in H \) implies \( (D^j a)(y) = 0, \quad j = 1, \ldots, q \).

Assume further that \( b(x, \xi), e(x, \xi) \in C^m(H \times (\mathbb{R}^q \setminus \{0\})) \) and that for all \( (x, \xi) \in H \times (\mathbb{R}^q \setminus \{0\}) \),

(3.2)

\[
|e(x, \xi)| \leq C_1 (1 + |\xi|),
\]

(3.3)

\[
|e^{(\alpha)}(x, \xi)| \leq C_{2, \alpha, \beta} (1 + |e(x, \xi)|)(1 + |\xi|)^{-|\alpha| + |\beta|}
\]

for all multi-indices \( \alpha, \beta \), where \( \rho \) and \( \delta \) are fixed constants satisfying \( 1 > \rho > \frac{1}{2} > \delta > 0 \),

(3.4)

\[
|b^{(\alpha)}(x, \xi)| \leq C_{3, \alpha, \beta} (1 + |\xi|)^{-\rho |\alpha| + \delta |\beta|}
\]

for all \( \alpha, \beta \),

(3.5)

\[
|a(x)e(x, \xi)| + |b(x, \xi)| \geq C_5 > 0 \quad \text{if} \quad |\xi| > C_5^{-1},
\]

and

(3.6)

\[
|r_1(x, \xi) + i r_2(x, \xi)| \leq C_6 (r_1(x, \xi)^+ + r_2(x, \xi)),
\]

where

\[
r_j(x, \xi) \text{ is real, } j = 1, 2, \text{ and } t^+ = \max(t, 0).
\]

Then there exists a constant \( C_7 > 0 \) such that for all \( x \in H \)

(3.7)

\[
|q(x, \xi)| \geq C_7 \quad \text{if} \quad |\xi| > C_5^{-1}
\]

and for every pair \( (\alpha, \beta) \) of multi-indices and compact subset \( K \) of \( H \) there exists a constant \( C_{5, \alpha, \beta, K} \) such that for all \( x \in K, \ |\xi| > C_5^{-1} \),

(3.8)

\[
|q^{(\alpha)}(x, \xi)| \leq C_{8, \alpha, \beta, K} |q(x, \xi)|(1 + |\xi|)^{-\rho |\alpha| + |\beta|/2}.
\]
It follows from Theorem 4.2 of [7] that the pseudo-differential operator
\( q(x, D) \) is hypoelliptic. (Its adjoint is also hypoelliptic and the results of [8] are
applicable.)

**Proof.** We shall denote from now on by \( C \) any constant which is inde-
pendent of \( x \in K \) where \( K \) is a compact subset of \( H \) and \( |\xi| > C_s^{-1} \). Note first that

\[
|b(x, \xi)| \leq C|q(x, \xi)|.
\]

Indeed, (3.9) is certainly true if \( b(x, \xi) = 0 \). Otherwise

\[
q(x, \xi) = \left( r_1(x, \xi) + ir_2(x, \xi) + 1 \right) b(x, \xi).
\]

If \( |r_1 + 1| \leq \frac{1}{2} \) then \( r_1 < -\frac{1}{2} \) and by (3.6) \( \frac{1}{2} \leq |r_1| \leq C|r_2| \), so that \( |r_2| \geq C > 0 \) and \( |b| \leq |q||r_2| \leq |q|. \) If \( |r_1 + 1| \geq \frac{1}{2} \) then \( |b| \leq 2|q| \), and thus (3.9) is
always true. But then \( |ae| \leq |q| + |b| \) implies also that

\[
|a(x)e(x, \xi)| \leq C|q(x, \xi)|.
\]

Estimate (3.7) thus follows from (3.9) and (3.11) together with (3.5). Taking
now (3.4) into account, we see that we have to worry only about derivatives of
\( ae \) in proving (3.8). In estimating \( x \)-derivatives of \( a \), the following generalization
of a well-known [2], [13] property of nonnegative functions is useful:

**Lemma 3.2.** Let \( a(x) \in C^2(H) \) and assume that \( a(x) \) has no simple zeros.
Then for every compact subset \( K \) of \( H \) there exists a constant \( C(K) \) such that
for all \( x \in K \) and \( 1 \leq j \leq q \),

\[
|\partial_j^a(x)| \leq C|a(x)|^{1/2}.
\]

**Proof.** It suffices to show that \( |(D_j a)(x)| \leq C|a(x)|^{1/2} \). Let \( L \) be a com-
 pact subset of \( H \) containing \( K \) in its interior, and let \( \delta = \text{dist}(K, H \setminus L) > 0 \). Set

\[
M = \max_{x \in L} \{ |D_j^2 a(x)|, |a(x)|/\delta^2 \}.
\]

For a given \( y \in K \), set \( \beta = |y|^{1/2}/M^{1/2} \), and consider the function \( f(s) = f(y_1 + s, y_2, \ldots, y_n) \). Then \( f(s) \) is \( C^2 \) in the interval \( |s| < \beta \), with \( |f''(s)| \leq M \in \) that interval and \( \beta = (|f(0)|/M)^{1/2} \). If \( |f'(0)| \) were greater than \( 2\beta M \), then it
would follow from a form of the implicit function theorem given in [13, p. 346]
that the interval \( |s| < \beta \) contains one point \( s_0 \) where \( f \) vanishes and \( f' \) does not.
Thus \( a \) would have a simple zero at the point \( (y_1 + s_0, y_2, \ldots, y_n) \in H \), a
contradiction. Hence

\[
|D_j a(y)| = |f'(0)| \leq 2\beta M = 2M^{1/2}|a(y)|^{1/2}.
\]

**End of Proof of Theorem 3.1.** According to Leibnitz’s rule,
The last term in the right-hand side of (3.14) can be estimated (due to (3.2) and (3.3)) by
\[
C[1 + |e(x, \xi)|] (1 + |\xi|)^{-|a|p + |\beta| 5} - 2^\alpha + 1 < C (1 + |\xi|)^{-|a|p + |\beta| 5} + 1/2.
\]

The middle sum can be estimated (applying (3.12), (3.2), (3.3) and (3.11)) by
\[
C |a(x)|^{1/2} (1 + |e(x, \xi)|)(1 + |\xi|)^{-|a|p + |\beta| 5} - 2^\alpha + 1 < C (1 + |\xi|)^{-|a|p + |\beta| 5} + 1/2.
\]

The first sum can be estimated, using (3.3) and (3.11) once more, by
\[
C (1 + |\xi|)^{-|a|p + |\beta| 5} + |a(x)| e(x, \xi)(1 + |\xi|)^{-|a|p + |\beta| 5} \leq C (1 + |\xi|)^{-|a|p + |\beta| 5} + |q(x, \xi)| (1 + |\xi|)^{-|a|p + |\beta| 5}.
\]

Applying (3.7) and \( \delta < 1/2 \), we get from (3.12)–(3.17) that
\[
|a(x)| e(x, \xi)(1 + |\xi|)^{-|a|p + |\beta| 5} \leq C |q(x, \xi)| (1 + |\xi|)^{-|a|p + |\beta| 5}.
\]

Example 1. \( a \) and \( b \) satisfy (3.1) and (3.4) respectively. \( e(x, \xi) \equiv |\xi|, 3 \varepsilon > 0 \) such that \(| \arg [a(x)/b(x, \xi)] | < \pi - \varepsilon, \) and \(|a(x)| + |b(x, \xi)| > 0. \) Example 1 is only a slight modification of the examples discussed at the end of §4 in [7]. A more substantial application of Theorem 2.1 is

Example 2. \( a \) and \( b \) satisfy (3.1) and (3.4) respectively. \( e(x, \xi) = \xi^2 (x_1^2 + x_2^2)^{-1} \) \( (q = 2), 3 \varepsilon > 0 \) such that \(| \arg [a(x)/b(x, \xi)] | < \pi - \varepsilon \) and assume that (3.5) is satisfied. A simple computation shows that (3.3) is satisfied with \( \rho = 2/3, \delta = 0. \)

Example 3. Let \( \partial u/\partial n \) be the (outward) conormal derivative associated with an operator \( P \) satisfying the conditions of Theorem 2.1 and consider, as in [2], [10], the boundary operator \( c(x') \partial/\partial n + d(x') \). Then in a local coordinate
system we can write
\[ \frac{\partial u}{\partial n} = -\sum_{j=1}^{n} a_{jn}(x', 0) \frac{\partial}{\partial x_j} \frac{\partial}{\partial x_n} = -\sum_{j=1}^{n-1} a_{jn}(x', 0) \frac{\partial}{\partial x_j} - a_{nn} \frac{\partial}{\partial x_n}. \]

The ellipticity of \( L \) implies that \( a_{nn} \neq 0 \) and we can assume that \( a_{nn} > 0 \). Solving (2.4) we find that
\[ (3.19) \quad f = (-2I^+I^+, tijOijr1 \]
where \( A(x', \xi') \) is the square root with positive imaginary part of the discriminant of the quadratic equation (2.4). In our case
\[ b_0(x', \xi') = d(x') - ic(x') \]
a and according to (2.11),
\[ q(x', \xi') = d(x') - ic(x') \sum_{j=1}^{n-1} a_{jn}(x', 0)\xi_j - ic(x')a_{nn}(t' + s). \]

Applying (3.19) we find that
\[ (3.20) \quad q(x, \xi) = -ic(x)A(x, \xi)/2 + d(x) - ic(x)a_{nn}. \]

(We have omitted the primes for convenience.)

It is natural to try to satisfy the conditions of Theorem 3.1 by setting
\[ a(x) = c(x)/2, \quad e(x, \xi) = -iA(x, \xi) \text{ and } b(x, \xi) = d(x) - ic(x)a_{nn}x(x, \xi). \]
By the root assumption \( e(x, \xi) \) is (strongly) elliptic of order 1 and so (3.2) and (3.3) are fulfilled. If \( c(x) \) never vanishes then \( q \) is elliptic. If \( c(x) \) has a simple zero, then \( q \) cannot be hypoelliptic; we are then in a situation where the principal part determines the properties of the operator. If all the zeros of \( c(x) \) are at least double, then (3.1) is also satisfied. Assumption (3.4) is always satisfied. Condition (3.5) is equivalent to
\[ (3.21) \quad |c(x)| + |d(x)| \geq C > 0, \]
and (3.6) is fulfilled (at least near the zeros of \( c(x) \), where it counts) if
\[ \text{arg}[c(x)/d(x)] \leq \pi/2 - \epsilon \quad \text{for } \epsilon > 0. \]
In particular we get the case discussed by [10] for \( c(x), d(x) \geq 0, c(x) + d(x) = 1 \). In [2] existence and regularity are proved under the assumptions \( c(x) \geq 0, c(x) \neq 0 \),
\[ (3.22) \quad \frac{1}{2} \sum_{j=1}^{n} \cos(\nu, x_j) \left( \sum_{k=1}^{n} a_{jk}D_k\varphi + b_j\varphi \right) + d(x) > 0 \]
on the boundary, where \( \nu \) is the outer normal and \( \varphi \) is the solution, with Dirichlet data \( \varphi = c(x) \) on the boundary, of a certain elliptic equation. According to the maximum principle \( \varphi(x) > 0 \) in \( G \). Hence if \( c(x) = \varphi(x) = 0 \) at a certain point \( x \in \partial G \) then \( \varphi(x) = \lambda \nu(x) \) (since the tangential derivatives have to
vanish at \( x \) with \( \lambda \leq 0 \), which implies that the sum in (3.22) is nonpositive there, so that \( d(x) > 0 \). Thus we have hypoellipticity near the zeros of \( c(x) \).

(If \( c(x) \neq 0 \), then \( q \) is elliptic.) Condition (3.22) is really nothing but a sufficient condition for the validity of the strong Gårding inequality for \( q \); see [12].

Generally speaking, Theorem 3.1 provides us with a sufficient condition for hypoellipticity of certain boundary value problems. For if \( q \) is given by (2.11) we can always try to find out whether \( q \) belongs to a known class of hypoelliptic operators. If we can find \( a, e \) and \( b \) satisfying the condition of Theorem 3.1 with \( q = ae + b \), then by Theorem 2.1 the boundary value problem is hypoelliptic.

Remark. Example 2 suggests that condition (3.3) (which is certainly satisfied if \( e \) is elliptic) is related to the occurrence of zeros of high multiplicity only in \( \xi \). It was pointed out to the author by C. Fefferman that if \( e \) is homogenous of degree 1 and on \( |\xi| = 1 \) has only zeros of finite multiplicity greater than two, then (3.3) can be proved using the Weierstrass-Malgrange preparation theorem.

4. In this section we shall see how a more complete characterization of hypoelliptic boundary value problems can be given in the two-dimensional case. This characterization is based on an extension to pseudo-differential operators of the results established in [3], [11] for ordinary differential operators.

Let \( L = L(x, D) \) be an ordinary pseudo-differential operator of order \( m \) defined in an open set \( V \subset R \), with symbol \( q(x, \xi) \) given by

\[
q(x, \xi) = \sum_{j=-\infty}^{m} q_j(x, \xi)
\]

where \( q_j(x, \xi) \) is positively homogeneous of degree \( j \). Using the fact that the sphere subbundle of the cotangent bundle is not connected in the one-dimensional case, and in fact can be written as \( R \times \{+, -\} \), we can reduce the study of \( q \) to the study of its restrictions to the positive and negative half lines (in \( \xi \)). In fact, letting \( h(\xi) \in C^\infty(R) \), \( h(\xi) = 0 \) for \( \xi < 0 \) and \( h(\xi) = 1 \) for \( \xi > 1 \) and setting \( H = h(D) \), we can state

**Lemma 4.1.** \( L(x, D) \) is hypoelliptic in \( V \) if and only if for every \( u \in \mathcal{D}(V) \),

\[
WF(u) \subset WF(L(x, D)Hu) \cup (V \times \{-\})
\]

and

\[
WF(u) \subset WF(L(x, D)(I - H)u) \cup (V \times \{+\}).
\]

(Here \( WF(u) \) is the wave front set of \( u \) as defined, e.g., in [9].)

**Proof.** If \( L(x, D) \) is hypoelliptic, then

\[
sing \ supp \ Hu \subset sing \ supp \ L(x, D)Hu.
\]
But $WF(L(x, D)Hu) \subset WF(Hu) \subset V \times \{+\}$ implies

$$WF(Hu) = \text{sing supp } Hu \times \{+\} \subset \text{sing supp } L(x, D)Hu \times \{+\} = WF(L(x, D)Hu)$$

and similarly

$$WF((I - H)u) \subset WF(L(x, D)(I - H)u),$$

from which (4.2) and (4.3) follow.

Conversely, let $u \in \mathcal{D}'(V)$, $L(x, D)u \in C^\infty$. Then $LHu = HLu + [L, H]u \in C^\infty$ since $[L, H]$ is an operator of order $-\infty$, as its symbol is supported in a subset of $V \times \text{supp } h'(\xi) \subset V \times [0, 1]$. Similarly $L(I - H)u \in C^\infty$. Hence $WF(u) \subset (V \times \{-\}) \cap (V \times \{+\}) = \emptyset$ and $u \in C^\infty(V)$.

Lemma 4.1 enables us to restrict ourselves w.l.o.g. to the case $q_f(x, \xi) = a_f(x)\xi^j$ and to investigate whether (4.2) is valid or not. If $a_m(x) \neq 0$ then $L$ is elliptic near $x$. As in [3], [11] we restrict ourselves to the case where the zeros of $a_m(x)$ have all finite multiplicity and thus are isolated. (Note that the results of §3 are more general in this respect.) Let us assume that $0 \in V$, that $a_m(0) = 0$ and that $a_m(x) \neq 0$ for $x \neq 0$. Let $n_f$ be the multiplicity of the zero of $a_f(x)$ at the origin ($n_f$ may be equal to $+\infty$ for $f < m$). The sequence $(n_f - j)_{j=-\infty}^m$ is bounded below and thus the characteristic index of $L$ may be defined as the integer $m - r$ where $-\infty < r \leq m$ is specified by the requirements that $n_r - r = \min(n_f - j)$ and $r = \max(j: n_f - j = n_r - r)$. We now claim that (4.2) cannot be true if $r = m$. In fact, we are in the case of regular singular point. Let

$$a_f(x) \sim \sum_{k=n_f}^\infty a_{f, k}x^k$$

be the formal Taylor expansion of $a_f(x)$ at the origin. We try a formal solution of $L(x, D)u = 0$ of the form

$$u(x) \sim x^\lambda \sum_{l=0}^\infty u_l x^l,$$

where $(iD)^{-l}$ is interpreted as mapping $x^l$ to $x^{l+1}/[(l + j)(l + j - 1) \ldots (l + 1)]$. We obtain an infinite system of linear equations of the form

$$\sum_{k-j \leq l} C(j, k, l, \lambda)u_{l+j-k} = 0, \quad l = n_r - r, n_r - r + 1, \ldots$$

where $C(j, k, l, \lambda)$ is a certain rational function of $j, k, l, \lambda$. The indicial equation for $\lambda$ is thus

$$\sum_{k-j=n_r-r} C(j, k, n_r - r, \lambda) = \sum_{n_j-j=n_r-r} C(j, n_j, n_r - r, \lambda) = 0.$$

Let $j_0 = \min\{j: n_j - j = n_r - r\}$. Replacing $L(x, D)$ by $L(x, D)D^{-j_0}$ (if $j_0 < 0$)
does not change (4.2) and has the effect of making the indicial equation a polynomial equation of degree \( m - j_0 = \text{order}(LD^{-j_0}) \). We may thus assume that \( j_0 \geq 0 \) and that the indicial equation has \( m \) roots \( \lambda_1, \ldots, \lambda_m \), repeated according to their multiplicities and ordered by \( \Re \lambda_1 \geq \Re \lambda_2 \geq \ldots \geq \Re \lambda_m \).

We now treat several cases separately, as in [11, §5]. If \( \lambda_1 \) is not an integer, let \( x^{\lambda_1} \sum_{j=0}^{\infty} a_j x^j \) be the formal solution associated with it, let \( u(x) \in C^\infty(V) \) be such that \( \Pi u^{(j)}(0) = a_j \) (such a function exists by Borel's theorem) and set

\[
u(x) = H(\lambda_1, x)u(x)\]

where \( H(\lambda_1, x) \) is the distribution defined in [11, p. 119]. Then \( Lu \in C^\infty(V) \), but \( WF(u) \supset \{0\} \times \{+\} \) (this follows from actual computation of the Fourier transform of \( H(\alpha, x) \) as given e.g. in [1]). If \( \lambda_1 \) is a positive integer, \( \lambda_1 > r - 1 \), then we set

\[
u(x) = u(x)x^{\lambda_1}, \quad x \geq 0,
= 0, \quad x < 0,
\]

and once again \( Lu \in C^\infty(V) \) but \( WF(u) \supset \{0\} \times \{+\} \) since by differentiating \( v \) to a sufficiently high degree we get \( \delta(x) \mod C^\infty \). For the other cases note that the distributions \( R(x^{-k}), R(x^l \ln|x|^n) \) constructed in [11, p. 121] all have their wave front set equal to \( \{0\} \times \{+, -, \cdot\} \). Since if \( \lambda_1 \) is an integer \( < r - 1 \) the formal solutions have to contain (as shown in [11, pp. 125—126]) \( x^{-k} \) or \( x^l \ln(x^n) \), we may construct in every case a distribution \( v \) with \( Lu \in C^\infty(V) \) but \( WF(u) \supset \{0\} \times \{+\} \) and then (4.2) (and (4.3)) cannot hold if \( r = m \).

If \( r < m \) we may assume (multiplying by a power of \( D \) if necessary) that \( r = 0 \). The analysis of this case is greatly facilitated by

**Lemma 4.2.** Let \( m > r = 0, a_q(x) \equiv 1 \). Then there exists a pseudo-differential operator \( C \) of order \( -1 \) and a differential operator \( Q \) such that the operator \( S = Q(I + C)^{-1} \) has the symbol \( \Sigma_{j=-\infty}^{m} s_j(x)\xi^j \) where \( s_j^{(0)}(0) = a_j^{(0)}(0), -\infty < j \leq m, 0 < l < \infty \).

**Proof.** Using the same letter for operators and their symbols, set \( A = \Sigma_{j=-\infty}^{m} q_j(x, D), B = \Sigma_{j=-\infty}^{m} q_j(x, D) \) (so that \( L = A + I + B \)). Denote by \( N \) the projection on symbols of negative order,

\[
N \left( \sum_{j=-\infty}^{m} q_j(x, \xi) \right) = \sum_{j=-\infty}^{-1} q_j(x, \xi).
\]

We want to solve the equation

\[
N(A + I + B)(I + C) = 0
\]

or

\[
N(A + I + AC + B + C + BC) = N(AC) + B + C + BC = 0.
\]
Setting $-(I + B)^{-1}B = E$ we find that $E$ is also a pseudo-differential operator of order $\leq -1$, and (4.6) is equivalent to

\begin{equation}
(I + B)^{-1}N(AC) + C = E.
\end{equation}

A formal solution of (4.7) is given by

\begin{equation}
C = \sum_{j=0}^{\infty} (-1)^j [(I + B)^{-1}NA]^j E
\end{equation}

where $A$ and $(I + B)^{-1}$ are understood as multiplication operators on the ring of pseudo-differential operators. Writing formally

\begin{equation}
E = \sum_{j=-\infty}^{\infty} \sum_{k=0}^{\infty} e_{j,k} x^k \xi^j, \quad C = \sum_{j=-\infty}^{\infty} c_{j,k} x^k \xi^j,
\end{equation}

\begin{equation}
A = \sum_{j=1}^{m} \sum_{k=n_j}^{m} a_{j,k} x^k \xi^j
\end{equation}

we note that only finitely many terms in (4.8) contribute to any fixed $c_{j,k}$ upon equating coefficients of $x^k \xi^j$ in (4.8). Indeed, by assumptions $n_j - j > n_r - r = 0$ for $j \geq 0$. Hence if the inverse image under $(I + B)^{-1}NA$, of $x^k \xi^j$ contains a linear combination of terms of the form $x^k \xi^j$, then $k - j > k_1 - j_1 + 1$. But Im$(I + B)^{-1}NA)$ consists of operators of negative orders and order $E \leq -1$. Hence $(I + B)^{-1}NA)^{-n} x^k \xi^j = \emptyset$ for $n > k - j$. Thus (4.8) gives a well-defined formula for $c_{j,k}$ in terms of $a_{j,k}$, $-\infty < j \leq m$ (the symbols of $B$ and $E$ are determined by the symbol of $A$). Let $c_j(x) \in C^m(\mathbb{R})$ be such that $c_j(x, 0) = c_{j,k}$, $k = 0, 1, \ldots$, and let now $C$ be a pseudo-differential operator with symbol $c(x, \xi) \sim \sum_{j=-\infty}^{j=\infty} c_j(x) \xi^j$. Then $I + C$ is elliptic and the pseudo-differential operator $Q' = (A + I + B)(I + C) = L(I + C)$ has the symbol

\begin{equation}
\sum_{j=0}^{m} r_j(x) \xi^j
\end{equation}

with $r_j(0) = 0$ for $-\infty < j < -1, 0 \leq k < \infty$. Setting $Q = \sum_{j=0}^{m} r_j(x) D^j$, we obtain the lemma.

Turning our attention to differential operators $L$ of order $m$ where $r = 0$ and $a_0(0) \neq 0$, we are led to the consideration of the determining factors $Q_1, \ldots, Q_m$ (see [3], [11] for their definitions and main properties). The analogue of Theorem 1 of [11] in this case is

**Theorem 43.** $L$ satisfies (4.2) if and only if for every $1 \leq j \leq m$, either $|\text{Re } Q_j(x)| \to \infty$ or $Q_j(x)$ is purely imaginary and $DQ_j(x) \to -\infty$, as $x \to 0$. $L$ satisfies (4.3) if and only if for every $1 \leq j \leq m$, either $|\text{Re } Q_j(x)| \to \infty$ or $Q_j(x)$ is purely imaginary and $DQ_j(x) \to +\infty$, as $x \to 0$.

**Proof.** It was shown in [11, p. 114] that for every $f \in C^m(\mathbb{R})$ there exists a $u \in C^m(\mathbb{R})$ with $Lu = f$. If $WF(L(x, D)Hu) = \emptyset$ then setting $L(x, D)Hu = f$ we obtain $L(x, D)(Hu - u) = 0$, $WF(Hu - u) = WF(Hu)$. Hence (4.2) will
follow once we prove that for all distributions $u$ satisfying $Lu = 0$, $\text{WF}(u) \subseteq \{0\} \times \{\pm\}$ (note that $L$ is elliptic in $V \backslash \{0\}$). All such solutions $u$ are of the form $u_j(x) = \exp Q_j(x) \cdot v_j(x) x^j$ where $v_j(x)$ is a (formal) log-fractional powers sum (see (1.2) and (1.3) in [11]). It is proved in [11] that all distributions $u_j$ corresponding to $\text{Re} \ Q_j(x) \rightarrow -\infty$ are actually smooth, and that no distribution solution corresponds to $\text{Re} \ Q_j(x) \rightarrow +\infty$. The purely imaginary determining vectors are dealt with in

**Lemma 4.4.** Let $\rho$ be a complex number, let $b_1 < \ldots < b_k, c_1, \ldots, c_k$ be real numbers, $c_k > 0$, and let $n$ be an integer. Then the distribution $u \in \mathcal{D}'(\mathbb{R})$, supp $u \subseteq [0, \infty)$ obtained by regularizing the function

$$x^\rho (\ln x)^n \exp \left( i \sum_{j=1}^{k} c_j x^{-b_j} \right)$$

has the property $\text{WF}(u) = \{0\} \times \{\pm\}$, and the distribution $v$ obtained similarly from

$$x^\rho (\ln x)^n \exp \left( - i \sum_{j=1}^{k} c_j |x|^{-b_j} \right)$$

satisfies $\text{WF}(v) = \{0\} \times \{+\}$.

**Proof of Lemma 4.4.** Let $0 < \varepsilon < 1$ be any number. The function $u(z) = z^\rho (\ln z)^n \exp(iz - \varepsilon)$ can be defined holomorphically in the half plane $\text{Im} \ z < 0$ in such a way that $z^{-\varepsilon}$ is the branch which is positive for $x \rightarrow 0$ with cut at the negative axis. For that branch $\text{Re} \ iz^{-\varepsilon} \leq 0$ for $\text{Im} \ z < 0$ and $\text{Re} \ (ix - i0)^{-\varepsilon} \rightarrow -\infty$ as $x \rightarrow 0_-$. Thus the distribution $w$ obtained as the limit as $y \rightarrow 0_-$ of $u(x + iy)$ satisfies $\text{WF}(w) = \{0\} \times \{\{\}$, and the restriction of $w$ to the negative axis is a $C^\infty$ function with $w(0(x) \rightarrow 0$ as $x \rightarrow 0_-$. Hence $u - w \in C^\infty(\mathbb{R}^1)$ which proves the assertion in this case if $\text{Re} \ \rho > 0$ (the case $\text{Re} \ \rho < 0$ follows from this by differentiation). Let now $\varphi \in C^\infty_c(\mathbb{R}^1), \varphi \equiv 1$ near $x = 0$. We shall prove that the Fourier transform of $\varphi(x) \exp[i \sum_{j=1}^{k} c_j x^{-b_j}] H(x)$ decreases rapidly as $\xi \rightarrow \infty$. It would follow then that

$$\text{WF} \left( \exp \left( i \sum_{j=1}^{k} c_j x^{-b_j} \right) H(x) \right) = \{0\} \times \{\}$$

(since $\text{sing supp } \exp[i \sum \ldots] = \{0\}$). The lemma would thus follow from the formula $\text{WF}(u_1 u_2) \subseteq \text{WF}(u_1) \cup \text{WF}(u_2) \cup (\text{WF}(u_1) + \text{WF}(u_2))$ proved in [9], where

$$u_1 = x^\rho (\ln x)^n \exp[\xi^{-\varepsilon}],$$

$$u_2 = \exp \left[ -\xi^{-\varepsilon} + i \sum_{j=1}^{k} c_j x^{-b_j} \right] \text{ for } 0 < \varepsilon < b_1.$$
We integrate

\[ I(\xi) = \int_{0}^{\infty} \varphi(x) \exp \left[ i \sum_{j=1}^{k} c_j x^{-b_j} - i\xi \right] dx \]

by parts as follows ($\xi > 0$):

\[ I(\xi) = \int_{0}^{\infty} \exp \left[ i(c_k x^{-b_k} - x\xi) \right] \varphi(x) \exp \left[ i \sum_{j=1}^{k-1} c_j x^{-b_j} \right] dx \]

\[ = i \int_{0}^{\infty} (d/dx) \exp \left[ i(c_k x^{-b_k} - x\xi) \right] \varphi(x) \exp \left[ i \sum_{j=1}^{k-1} c_j x^{-b_j} \right] dx \]

\[ = \cdots \]

\[ = (-i)^N \int_{0}^{\infty} \exp \left[ i(c_k x^{-b_k} - x\xi) \right] \cdot \left( (d/dx)(c_k b_k x^{-b_k - 1} + \xi)^{-1} \varphi(x) \exp \left[ i \sum_{j=1}^{k-1} c_j x^{-b_j} \right] \right] dx. \]

In order to justify these integrations, observe that

\[ (c_k b_k x^{-b_k - 1} + \xi)^{-1} = d_k x^{b_k + 1} (1 + d_k x^{b_k + 1})^{-1} \]

(where $d_k = (c_k b_k)^{-1} > 0$). Hence each application of the operator $A = (d/dx)(c_k b_k x^{-b_k - 1} + \xi)^{-1}$ to an expression of the form $x^\lambda \exp [i \sum_{j=1}^{k-1} c_j x^{-b_j}]$ yields a sum of terms where $x^\lambda$ is either replaced by $x$ raised to a power $\lambda + b_k$, or by $x$ to the power $\lambda + b_k + 1 - b_j - 1 > \lambda$, $1 \leq j \leq k - 1$. Since we started with $\lambda = 0$, we find that the right-hand side of (4.10) is integrable for each $N$. Set now $x\xi^{1/(1+b_k)} = y$. Then

\[ A = d_k \xi^{-b_k/(1+b_k)} (d/dy)y^{b_k + 1} (1 + d_k y^{b_k + 1})^{-1} \]

and

\[ |I(\xi)| \leq d_k^N \xi^{-1/(b_k + 1)} \cdot \int_{0}^{\infty} \left| \left( (d/dy)y^{b_k + 1} (1 + d_k y^{b_k + 1})^{-1} \right)^N \varphi(y) \xi^{1/(1+b_k)} \right| dy. \]

(4.11)
Every differentiation of the exponent in the right-hand side can add a factor less than or equal to $\xi^{b_k - 1/(1 + b_k)}$. Thus we have (with a constant $C_N$ depending only on $b_1, \ldots, b_k, d_1, \ldots, c_{k-1}$) that

$$|/(ξ)| \leq C_N ξ^{N(b_k - 1 - b_k)/(1 + b_k)}.$$  

But $b_{k-1} < b_k$. Hence $I(ξ) = O(ξ^{-N})$ as $ξ \to \infty$ for all $N$.

End of the Proof of Theorem 4.3. Let now $Q_j(x)$ be a purely imaginary determining factor, $Q_j(x) = i \sum_{t=1}^{k} c_t x^{-b_t}, 0 < b_1 < \ldots < b_t$. Then $D_x Q_j(x) \to -\infty$ if and only if $c_k > 0$. If $c_k > 0$ and $u_j(x)$ is a corresponding solution of $L u_j = 0$, then by Lemma 4.4 $WF(u_j) = \{0\} \times \{-\}$. If, however, $c_k < 0$ we can multiply every term in the formal expansion for $u_j$ by a suitable cutoff function equal to 1 near $x = 0$ so as to obtain a distribution $w$ having the same expansion near the origin, and $L(wx^{pl} \exp Q_j(x)) \in C^\infty(V)$, but $WF(wx^{pl} \exp Q_j(x)) = \{0\} \times \{+\}$ by the second part of Lemma 4.4. The second statement in Theorem 4.3 is proved similarly.

We may now state and prove the main theorem of this section.

**Theorem 4.5.** Let $L(x, D)$ be an ordinary pseudo-differential operator with symbol given by

$$\sum_{j=-\infty}^{m} \left[ a_j^+(x)ξ^j h(ξ) + a_j^-(x)ξ^j h(-ξ) \right]$$

where $a_j^+, a_j^- \in C^\infty(V)$ and $h(ξ) \in C^\infty(R^1)$ satisfies $h(ξ) = 1$ for $ξ > 1$, $h(ξ) = 0$ for $ξ \leq 0$. Let $L^+$ ($L^-$) be a pseudo-differential operator having the symbol

$$\sum_{j=-\infty}^{m} a_j^+(x)ξ^j \left( \sum_{j=-\infty}^{m} a_j^-(x)ξ^j \right).$$

Let $m^+$ ($m^-$) and $r^+$ ($r^-$) denote the orders and characteristic indices of $L^+$ ($L^-$) respectively. Suppose that $a_{m^+}^+$ and $a_{m^-}^-$ have a zero of a finite multiplicity in $0 \in V, a_{m^+}^+(x) \neq 0, a_{m^-}^-(x) \neq 0$ for $x \in V \setminus \{0\}$. Then a necessary condition for the hypoellipticity of $L$ is that $a_{r^+}^-(0) \neq 0$ and $a_{r^-}^+(0) \neq 0$. Let $C^+ (C^-)$ be a pseudo-differential operator of order $-1$, $Q^+ (Q^-)$ be a differential operator of order $m^+ - r^+$ ($m^- - r^-$) such that the operator

$$T^+ = a_{r+}^+(x)Q^+(I + C^+)^{-1}ξ^+ \quad (T^- = a_{r-}^-(x)Q^-(I + C^-)^{-1}ξ^-)$$

has the symbol

$$\sum_{j=-\infty}^{m^+} s_j^+(x)ξ^j \left( \sum_{j=-\infty}^{m^-} s_j^-(x)ξ^j \right)$$

satisfying $s_j^+(0) = a_j^+(0)$ ($s_j^-(0) = a_j^-(0)$) for $-\infty < j \leq m^+$ ($-\infty < j \leq m^-$), $0 \leq l < \infty$. (Such operators exist by Lemma 4.2). Let $Q_1^+, \ldots, Q_{m^+ - r^+}^+$ ($Q_1^-, \ldots, Q_{m^- - r^-}^-$) be the determining factors of $T^+$ ($T^-$). Then
$L$ is hypoelliptic if and only if for every $1 \leq j \leq m^+ - r^+$, either $|\text{Re } Q_j^+(x)| \to \infty$ or $Q_j^+(x)$ is purely imaginary and $D_x Q_j^+(x) \to -\infty$, as $x \to 0$, and for every $1 \leq j \leq m^- - r^-$, either $|\text{Re } Q_j^-(x)| \to -\infty$ or $Q_j^-(x)$ is purely imaginary and $D_x Q_j^-(x) \to +\infty$, as $x \to 0$.

**Proof of Theorem 4.5.** Theorem 4.3 and Lemma 4.1 imply that the operator $M = T^+H + T^-(I - H)$ is hypoelliptic if and only if the conditions of Theorem 4.5 are fulfilled. The necessity of the conditions $a_+(0) \neq 0$, $a_-(0) \neq 0$ is proved as in [11, §5]. Noting that Lemma 3.1 of [11] remains true for pseudo-differential operators and that the homogeneous terms in the symbols of $L$ and $M$ possess the same formal Taylor expansion at the origin, we obtain that $L$ is hypoelliptic if and only if $M$ is.

The determining factors of differential operators are effectively computable from their coefficients. The coefficients of $Q^+$ and $Q^-$ are computable from finitely many terms of the expansion of the symbol of $L$. Hence the hypoellipticity of $L$ can be determined by inspecting a sufficiently large number of terms in the symbol of $L$. While the actual computation of the determining factors is not easy, the methods of [3] and [11] are applicable. We leave it to the reader to state the appropriate generalizations of the Theorems in [3] and [11]; we shall give instead two simple examples.

**Example 1.** $q(x, \xi) = x^2|\xi| + 1$. (This is of course well known and is included here only to illustrate the method.) For $\xi \to +\infty$ consider $x^2\xi + 1$. Then $\xi = -1/(x^2) \to -\infty$ and thus $D_x Q \to -\infty$. For $\xi \to -\infty$ consider $-x^2\xi + 1$. Then $\xi = 1/(x^2)$ and $D_x Q \to +\infty$. Hence the hypoellipticity.

**Example 2.** $q(x, \xi) = x^4|\xi| - 1 + ix^2$. This one is also hypoelliptic, but does not seem to be included in the usual classes of hypoelliptic pseudo-differential operators (compare [11, p. 108]). It follows that the following boundary value problem: $\Delta u = f$ in $y > 0$, $x^4\partial u/\partial n - u + ix^2 u = g$ in $y = 0$ is hypoelliptic. This case is not covered by Theorem 3.1.

More generally, Theorem 4.5 enables us to test the hypoellipticity of many boundary value problems for second order equations in two variables (satisfying the root condition); all one has to do is to check whether or not the conditions of Theorem 4.5 are satisfied by $q$ as given in (2.11).
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