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ABSTRACT. We provide a general setting for studying admissible and singular translates of measures on linear spaces. We apply our results to measures on $D[0, 1]$. Further, we show that in many cases convex, balanced, bounded, and complete subsets of the admissible translates are compact. In addition, we generalize Sudakov's theorem on the characterization of certain quasi-invariant sets to separable reflexive spaces which have the Central Limit Property.

Introduction. It is the purpose of this paper to provide a general setting for studying admissible and singular translates of measures on linear spaces. In [9] Sudakov studied admissible translates of measures on a separable Hilbert space by exploiting Hilbert-Schmidt operators. These operators were also considered by Dudley [1] but are not available in a more general context. However, by considering maps between spaces one can obtain analogues of those operators. Based on our results we would conjecture the following (cf. Corollary 1.8 below):

Let $X$ be a locally convex linear topological space. Let $\mu$ be a positive Borel measure on $X$ for which the set of admissible translates forms a subspace of $X$. Then there exists auxiliary spaces $Y_{\alpha}$ and "compact" maps $T_{\alpha}: Y_{\alpha} \rightarrow X$, such that the set of admissible translates of $\mu$ is given by $\bigcap_{\alpha} T_{\alpha}(Y_{\alpha})$.

The organization of the paper is as follows. The first section contains general theorems in which properties of certain auxiliary spaces and maps are discussed. In §2 we show that in many cases a convex, balanced, complete, and bounded subset of the admissible translates is compact. In §3 we extend Sudakov's theorem on the characterization of certain quasi-invariant sets to separable reflexive Banach spaces with the Central Limit Property. These include $l_p$ and separable $L^p(m)$-spaces, $2 \leq p < \infty$. In §4 we apply the techniques of §§1 and 2 to obtain similar results in the nontopological vector space $D[0, 1]$. To the best of our knowledge these are the first general results on admissible translates for measures on $D[0, 1]$.
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1. General theorems. Let \( \mu \) be a positive Borel measure on a locally convex topological vector space (lctvs) \( X \). For \( x \in X \) we define \( \mu_x \) to be the "translation of \( \mu \) by \( x \)"; more precisely, \( \mu_x(E) = \mu(E - x) \) for all Borel sets \( E \). For measures \( \gamma \) and \( \tau \) on \( X \), \( \gamma \ll \tau \) (resp., \( \gamma \perp \tau \)) will mean \( \gamma \) is absolutely continuous with respect to \( \tau \) (resp., singular to \( \tau \)). If \( \gamma \ll \tau \) and \( \tau \ll \gamma \) we say \( \gamma \) is equivalent to \( \tau \) and write \( \gamma \sim \tau \). We now define

\[
A_\mu = \{x \in X: \mu_x \sim \mu\} \quad \text{and} \quad S_\mu = \{x \in X: \mu_x \perp \mu\}.
\]

The elements of \( A_\mu \) (resp., \( S_\mu \)) will be called admissible (resp., singular) translates (of \( \mu \)).

Let \( Y = \) linear span of the support of \( \mu \) and let \( \nu = \mu|_Y \). Since our main concern is the study of \( A_\mu \) and \( (S_\mu)^c \), and since \( A_\mu = A_\nu \) and \( S_\mu = S_\nu \cup (X \setminus Y) \), we see that there is no loss of generality in assuming that \( X \) is the linear span of the support of \( \mu \) when we do. Further, a measure \( \mu \) is said to be separable if the support of \( \mu \) is separable.

In this section we will obtain results on the sets \( A_\mu \) and \( (S_\mu)^c \) and on some of their subsets. To do this we introduce some auxiliary spaces and define certain maps. Let \( E \) be a Borel set in \( X \) of positive \( \mu \)-measure. We write

\[
\|x^*\|_{\mu,E}^2 = \int_E |x^*(x)|^2 \mu(dx)
\]

for each \( x^* \in X^* \), where we assume that conditions have been placed on \( \mu \) and/or \( E \) so that \( \|x^*\|_{\mu,E} < \infty \) for each \( x^* \in X^* \). We let \( V_{\mu,E} \) be the completion of \( X^* \) in the seminorm \( \|\cdot\|_{\mu,E} \) and \( N \) be the elements \( n \) in \( V_{\mu,E} \) with \( \|n\|_{\mu,E} = 0 \). Finally, let \( T_{\mu,E}: X^* \to V_{\mu,E}/N \) be the composition of the natural inclusion of \( X^* \) into \( V_{\mu,E} \) with the natural projection of \( V_{\mu,E} \) onto \( V_{\mu,E}/N \). We will let \( \hat{T}_{\mu,E} \) denote \( V_{\mu,E}/N \). If \( E = X \), we will suppress the reference to \( E \) in all maps and spaces.

In the remainder of this paper, we will use \( \kappa \) to denote the natural embedding of any normed space in its bidual.

First, a well-known lemma.

**Lemma 1.1.** Let \( T: A \to B \) be a weakly continuous map between lctvs's and let \( T^*: B^* \to A^* \) be its adjoint. \( a^* \in A^* \) is not in \( T^*(B^*) \) iff there exists a net \( \{a_\alpha \} \subseteq A \) satisfying:

(i) \( a^*(a_\alpha) = 1 \) for all \( \alpha \), and

(ii) \( T(a_\alpha) \to 0 \).

If \( B \) is metrizable, we may choose a sequence satisfying (i) and (ii).
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Proof. Suppose $a^* \notin T^*(B^*)$. If $a^*$ does not annihilate the null space of $T$, then clearly we may choose a constant net. If $a^*$ annihilates the null space of $T$ and $a^* \notin T^*(B^*)$, then define $\overline{a^*}$ on $T(A)$ by: $\overline{a^*}(Ta) = a^*(a)$. If $\overline{a^*}$ were continuous on $T(A)$, it could be extended to an element $b^* \in B^*$ [8, Corollary, p. 29]. But then clearly $T^*(b^*) = a^*$ and so $\overline{a^*}$ is not continuous on $T(A)$. The conclusion follows immediately. The converse is obvious.

Theorem 12. Let $\mu$ be a separable positive Borel measure on a normed linear space, and let $X$ be the closed linear span of the support of $\mu$. Suppose also that $\int_X \lVert x \rVert^2 \mu(dx) = K^2 < \infty$. Then $V_\mu$ is well defined, $T_\mu$ and $T^*_\mu$ are continuous, compact operators and $T^*_\mu(V^*_\mu) \supset (S_\mu)^c$.

Proof. We first note that $\lVert x^* \rVert_\mu \leq K \cdot \lVert x^* \rVert$, which implies that $V_\mu$ is well defined and $T_\mu$ is continuous. Next, we show that $T_\mu$ is compact. As both $X^*$ and $V_\mu$ are normed spaces, it suffices to show that every bounded sequence in $X^*$ has a convergent subsequence in $V_\mu$. Let $\{x^*_n\} \subseteq X^*$ satisfy $\lVert x^*_n \rVert \leq M$. As $X$ is separable, there exists a subsequence of $\{x^*_n\}$ converging weak* to an element $x^* \in X^*$. By the Dominated Convergence Theorem, this subsequence converges to $x^*$ with respect to $\lVert \cdot \rVert_\mu$ and so $T_\mu$ is compact.

Now let $c \in (S_\mu)^c$ and let $k$ be the natural imbedding of $X$ in its bidual. If $k(c) \notin T^*_\mu(V^*_\mu)$, then by Lemma 1.1 there is a sequence $\{x^*_n\} \subseteq X^*$ satisfying $\lVert T_\mu(x^*_n) \rVert_\mu \to 0$ and $1 = k(c)(x^*_n) = x^*_n(c)$ for all $n$. But

$$\mu[x \in X: \lvert x^*_n(x) \rvert > \epsilon] \leq \frac{1}{\epsilon^2} \int_X \lvert x^*_n(x) \rvert^2 \mu(dx) = \frac{1}{\epsilon^2} \lVert T_\mu(x^*_n) \rVert^2_\mu$$

and the latter tends to zero. Hence by going to a subsequence and re-indexing, we may assume $x^*_n \to 0$ a.e. $[\mu]$. On the other hand,

$$\mu_c [x \in X: x^*_n(x) \to 0] = \mu[x \in X: x^*_n(x + c) \to 0] = \mu[x \in X: x^*_n(x) \to -1].$$

From above, the measure of the latter is zero. Hence $\mu \perp \mu_c$, a contradiction.

Corollary 13. Let $\mu$ be a separable positive, $\sigma$-finite Borel measure on a normed linear space, and let $X$ be the closed linear span of the support of $\mu$. Then there exists a (finite) measure $\nu$ equivalent to $\mu$ such that:

$$T^*_\nu(V^*_\nu) \supset (S_\mu)^c$$

and both $T_\nu$ and $T^*_\nu$ are compact.

Proof. As $\mu$ is $\sigma$-finite, it is equivalent to a finite measure $m$. The latter measure is equivalent to $d\nu = \exp(-\lVert x \rVert)dm$. Clearly, $\int \lVert x \rVert \nu(dx) < \infty$, $S_\mu = S_\nu$, and $A_\mu = A_\nu$.

For an lctvs $X$ we may topologize $X^*$ in many ways. The strong topology
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on $X^*$, denoted by $\beta$, is the topology of uniform convergence on each (weakly) bounded set in $X$. The weak* topology on $X^*$ is the topology of pointwise convergence on elements of $X$. The bidual $X^{**}$ of $X$ is the dual of $(X^*, \beta)$ in the strong topology. For the purposes of this paper, $X$ is said to be allowable if: Every strongly bounded set in $X^*$ is equicontinuous. Each bornological space is allowable [8, Proposition 9, p. 83] and so each metric lctvs is allowable [8, Proposition 8, p. 82]. Also, each barrelled space is allowable [8, Corollary 1, p. 66] and so inductive limits of Fréchet spaces are allowable [8, Proposition 6, p. 81]. We note that for allowable spaces, the natural imbedding of $X$ into its bidual $X^{**}$ is an isomorphism [8, Proposition 2, p. 71] and so we may identify $X$ with its image in $X^{**}$.

The next theorem and its corollary might be of use in proving local results about $A_\mu$.

**Theorem 1.4.** Let $X$ be a separable allowable lctvs. Let $\mu$ be a positive Borel measure on $X$. Let $0 \in C \subseteq A_\mu$. Suppose there exist measurable sets $U$ and $F$ such that:

1. $\mu(U) > 0$,
2. $F \supseteq U \cup (U - C)$,
3. $\mu(F) < \infty$,
4. $F$ is weakly bounded.

Let $T = \mu_{\mu,F}$. Then

a) $T$ of a strongly bounded set is relatively compact,

b) $T^*$ of a strongly bounded set is relatively compact in $X^{**}$, and

c) $C$ is in the image of $T^*$.

We note that properties (3) and (4) for the set $F$ are sufficient to guarantee that $\mu^*$ exists and that $\hat{\mu}_{\mu,F}$ is nontrivial. We first prove a technical lemma.

**Lemma 1.5.** Suppose that $X$, $\mu$ and $T$ are as above. Suppose $\{x_\alpha^*\} \subseteq X^*$ and $x^* \in X^*$ satisfy:

1. $x_\alpha^* \rightarrow x^*$ weak*, and
2. $\{x_\alpha^*, x^*\}$ are contained in a strongly bounded set $B$.

Then $T(x_\alpha^*) \rightarrow T(x^*)$.

**Proof.** If not, there is an $\epsilon > 0$ and a subnet $\{x_\alpha^*\}$ such that $\|T(x_\alpha^*) - T(x^*)\| \geq \epsilon$. As $x_\alpha^* \rightarrow x^*$ weak*, we may find a cofinal sequence $x_{\beta_n}^* \rightarrow x^*$ weak*, since the weak* topology is metrizable on equicontinuous sets. Also, there is a $K < \infty$ with $|x_{\beta_n}^*(x)| \leq K$ for each $\beta_n$ and each $x \in F$ (since $B$ is strongly bounded). The Dominated Convergence Theorem then asserts that $\|x_{\beta_n}^* - x^*\|_{\mu,F} \rightarrow 0$ and so $\|T(x_{\beta_n}^*) - T(x^*)\| \rightarrow 0$, a contradiction.

**Proof of Theorem 1.4.** We first show that $T$ is continuous. Let $x_\alpha^* \rightarrow$
x* strongly. Then \( \{x_n^*, x^*\} \) is strongly bounded and \( x_n^* \to x^* \) weak*. By the lemma, \( T(x_n^*) \to T(x^*) \) and so \( T \) is continuous. We next show that \( T \) of any strongly bounded set \( B \) is relatively compact in \( \tilde{V}_{\mu,F} \). In fact we will show that \( T(B) \) is compact. Let \( \{x_n^*\} \subset B \). Then \( \overline{B} \), the closure of \( B \), is weak* compact [8, Corollary 1, p. 62]. Thus there is a subnet \( \{x^*_p\} \) and \( x^* \in \overline{B} \) with \( x^*_p \to x^* \) weak*. Thus \( T(x^*_p) \to T(x^*) \) by the lemma and so \( T \) has the property claimed. Hence \( T^* \) of any bounded set is contained in a compact set in the bidual \( X^{**} \) [8, Proposition 5, p. 153].

Now let \( c \in C \) and suppose \( c \notin T^*(\tilde{V}_{\mu,F}) \). By Lemma 1.1 there is a sequence \( \{x_n^*\} \subset X^* \) such that \( \|T(x_n^*)\| \to 0 \) and \( x_n^*(c) = 1 \). As \( \|T(x_n^*)\| = \|x_n^*\|_\mu \), we have
\[
\mu([x \in F: |x_n^*(x)| \geq \epsilon]) \leq \frac{1}{\epsilon^2} \int_F |x_n^*(x)|^2 \mu(dx) = \frac{1}{\epsilon^2} \|T(x_n^*)\|^2
\]
and the latter tends to zero. Hence by going to a subsequence and re-indexing, we may assume \( x_n^* \to 0 \) a.e. \([\mu]\) on \( F \). Let \( E = \{x \in F: x_n^*(x) \to 0\} \). Then \( \mu(E) = \mu(F) \). Hence \( \mu(U \cap E) > 0 \). On the other hand
\[
\mu_c(U \cap E) = \mu_c([x \in U: x_n^*(x) \to 0]) = \mu([x \in U - c: x_n^*(x + c) \to 0]) \\
\leq \mu([x \in F: x_n^*(x) \to -1]) = 0.
\]
However this contradicts the fact that \( \mu_c \) is equivalent to \( \mu \). Hence \( C \subseteq T^*(\tilde{V}_{\mu,F}) \).

**COROLLARY 1.6.** Let \( \mu \) be a separable, positive, Borel measure on a normed linear space. Let \( 0 \in C \subseteq A_\mu \). Suppose there exists a measurable set \( U \) and a measurable set \( F \subseteq U \cup (U - C) \) such that:

\[(1') \quad \mu(U) > 0, \]
\[(2') \quad 0 < \int_F \|x\|^2 \mu(dx) < \infty. \]

Define \( T \) as in Theorem 1.4. Then \( T \) and \( T^* \) are compact and \( C \) is in the range of \( T^* \).

**Proof.** Property \( (2') \) of \( U \) listed above is sufficient to guarantee that \( \|x^*\|_\mu < \infty \) for each \( x^* \in X^* \). The only other use of the stronger properties of \( U \) in Theorem 1.4 was in the use of the Dominated Convergence Theorem in the proof of Lemma 1.5. Here we may use the bound \( |x^*(x)| \leq K\|x\| \) for all \( x^* \) in a strongly bounded set and use \( (2') \).

The next theorem will be useful in proving global results about \( A_\mu \).

**THEOREM 1.7.** Let \( \mu \) be a finite, positive, outer regular Borel measure on an lctvs \( Y \). Suppose there exists a compact set \( K \) of positive \( \mu \)-measure. Let \( Z \)
be the closed linear span of $K$. Let $X$ be any allowable closed subspace satisfying $Y \supseteq X \supseteq Z$. Let $T = T_{\mu,K}$. Then:

(a) $T$ of a strongly bounded set is relatively compact,
(b) $T^*$ of a strongly bounded set is relatively compact, and
(c) the largest subspace of $A_\mu$ is contained in the range of $T^*$.

**Proof.** By hypothesis every strongly bounded set, $B$, in $X^*$ is equicontinuous. Hence $B$ is equicontinuous on $K$ and so is a precompact subset of $C(K)$. So any net in $B$ has a cofinal subsequence which converges uniformly on $K$. Therefore $T(B)$ is relatively compact by the Dominated Convergence Theorem. Again by [8, Proposition 5, p. 153] $T^*$ has the same property.

Now let $M$ denote the largest subspace of $A_\mu$. By Proposition 1 in [11] we have $M \subseteq Z$. Note that in the proof of that proposition regularity and tightness are not needed for Borel subgroups. Now suppose that $c \in M \subseteq X^{**}$ is not in $T^*(Y_{\mu,K}^*)$. Then by Lemma 1.1 there exists a sequence $\{x_n^*\} \subseteq X^*$ such that $x_n^*(c) = 1$ for all $n$ and $T(x_n^*) \to 0$. As before we have $\mu[\{x \in X: x_n^*(x) \to 0\}] > 0$. Hence for $|\lambda| < 1$,

$$0 < \mu_{\lambda c}[\{x \in X: x_n^*(x) \to 0\}] = \mu[\{x \in X: x_n^*(x) \to -\lambda\}].$$

But the sets $E_\lambda = \{x \in X: x_n^*(x) \to -\lambda\}$ are pairwise disjoint, which contradicts the finiteness of $\mu$.

**Corollary 1.8.** Let $\mu$ be finite, positive, outer regular Borel measure on an allowable lctvs. Let $L$ = the largest subspace of $A_\mu$. Then

$$L \subseteq \bigcap \{\text{Range } T_{\mu,K}^*: K \text{ compact, } \mu(K) > 0\}.$$  

2. Application to compactness in lctvs. In this section we shall show that in many cases a complete, convex, balanced, bounded set, which is contained in $A_\mu$, is compact. Actually, more is proved in particular cases. First some technical lemmas.

**Lemma 2.1.** Suppose $C$ is a closed, starlike set in a normed linear space. Suppose also that $C$ contains no ray and $C \cap \{x: \|x\| < 1\}$ is compact. Then $C$ is bounded and hence compact.

**Lemma 2.2** [1]. Let $T: A \to B$ be a continuous linear map from a Banach space $A$ into an lctvs $B$. Suppose that $D$ is a convex, balanced, bounded, complete set which is contained in the range of $T$. Then $D = T(M)$ for some bounded set $M$.

**Theorem 2.3.** Let $\mu$ be a separable, positive Borel measure on a normed linear space, and let $X$ be the closed linear span of the support of $\mu$. Suppose,
also, that $\int \|x\|^2 \mu(dx) < \infty$. Let $C$ be a convex, balanced, complete subset of $(S_\mu)^*$. Then $C = W + T^*_\mu(M)$, where $W$ is a finite-dimensional subspace and $M$ is a bounded set in $V^*$. Hence, if $C$ were bounded, it would be compact.

**Proof.** Follows from the lemmas as in [1].

We should like to compare our results with those of Xia. A special case of one of his results is the following.

**Theorem 2.4** [10, Theorem 3.1.13]. Let $\mu$ be a positive regular Borel measure on an lctvs $X$. Let $C$ be a convex, balanced, bounded subset of $A_\mu$. Suppose that the linear span of $C$ is second category in a stronger topology than the relative topology of $X$. Finally, suppose that there exists a compact set $K \subseteq X$, which has finite, positive $\mu$-measure. Then $C$ is contained in a compact set.

We note that if $C$ is complete, then the Minkowski gauge (of $C$) on the span of $C$ makes the latter into a Banach space. Now the topology on the span of $C$ induced by the Minkowski gauge (of $C$) is stronger than the relative topology. Hence we have the following corollary.

**Corollary 2.5.** Let $\mu$ be a positive, regular Borel measure on an lctvs $X$. Suppose that $C \subseteq A_\mu$ is convex, balanced, bounded and complete. Suppose also that there exists a compact set in $X$ of finite, positive $\mu$-measure. Then $C$ is compact.

We should now like to prove a result similar to Corollary 2.5 using the techniques developed above. We shall add more assumptions to the space and change slightly the assumptions on the measure $\mu$. In return, as we have seen in §1, we have $C$ is the image of a bounded set under a "computable" compact map from a "computable" Banach space. In many cases, such as when the Banach space $X$ has the weak* topology (and so all complete and bounded sets are compact), our results are much stronger than his. In addition, Xia's original theorem is stated for topological groups, and the continuity of addition is used heavily. However, we shall show in §4 that our techniques are sometimes applicable in cases in which addition is not continuous.

**Theorem 2.6.** Under the hypotheses of Theorem 1.4 and the additional assumption that $C$ is convex, balanced, bounded and complete, we have that $C$ is compact. Moreover, $C$ is of the form $T^*(M)$ for some bounded set $M$.

**Proof.** Follows immediately from the conclusions of Theorem 1.4 and Lemma 2.2.

**Theorem 2.7.** Under the hypotheses of Theorem 1.7 and the additional assumption that $C$ is a complete, bounded, convex, balanced set in $A_\mu$, we have
that C is compact. Moreover, $C = T^*(M)$ for some bounded set $M$.

3. A generalization of a theorem of Sudakov. In this section we shall give necessary and sufficient conditions for a closed, balanced, and convex set $C$ in a separable $L^p(m)$-space or in $L^p$, $\infty > p \geq 2$, to be a subset of the admissible translates of a probability measure $\mu$. Sudakov [9] showed that for $p = 2$, $C \subset \mathcal{A}_\mu$ for some $\mu$ if and only if $C = W + S(M)$ where $W$ is a finite-dimensional subspace, $M$ is bounded and $S$ is a Hilbert-Schmidt operator. Our Theorem 2.3 provides the necessary condition; for sufficiency, we must first analyze the map $T_\mu$ in more detail. First, we recall [7] that a map $T: A \rightarrow B$ between normed spaces is $p$-absolutely summing if there exists a finite constant $K$ such that for all finite sequences $(a_i) \subseteq A$ we have

$$\sum_i \|T a_i\|^p \leq K \sup \left\{ \sum |b^*(a_i)|^p : \|b^*\| \leq 1, b^* \in B^* \right\}.$$

**Lemma 3.1.** Let $\mu$ be a finite, positive Borel measure on $X$ with $\int \|x\|^2 d\mu < \infty$. Let $T_\mu: X^* \rightarrow V_\mu$ be as in §2. Then

1. $V_\mu$ is a separable Hilbert space,
2. $T_\mu: V_\mu \rightarrow \kappa(X)$ and so $T_\mu = (\kappa^{-1} T_\mu^*)^*$,
3. $T_\mu$ is 2-absolutely summing.

**Proof.** Clearly $V_\mu$ is a sub-Hilbert space of $L^2(\mu)$. The Bounded Convergence Theorem and the fact that $X^*$ is weak* separable imply that $V_\mu$ is separable. Identifying $V_\mu^*$ with $V_\mu$, we easily compute

$$T_\mu^* T_\mu (x^*) = \int_X x^*(x) x d\mu(x).$$

As

$$\int_X \|x^*(x)x\| d\mu \leq \|x^*\| \int_X \|x\|^2 d\mu < \infty,$$

we have that $T_\mu^* T_\mu: X^* \rightarrow \kappa(X)$. Assertion (2) follows easily. If $\mu = \delta(0)$, then (3) is trivial. Otherwise define a positive measure $\nu$ on the unit sphere $S$ of $X$ by $m(B) = \int_B \|x\|^2 d\mu(x)$ where $B' = \{x: x/\|x\| \in B\}$ for all Borel sets $B$. Clearly $\|T_\mu x^*\|^2 = \int_S |x^*(\theta)|^2 dm(\theta)$ and so $T_\mu$ is 2-absolutely summing [7].

We now see that $T_\mu$ is more than “just” compact and this observation is the key to sufficiency for $L^p(m)$-spaces, $p \geq 2$. First some preparatory lemmas.

**Lemma 3.2.** Let $S$ map a separable Hilbert space $M$ to a normed space $X$. Suppose $S^*$ is 2-absolutely summing and let $W$ be a finite-dimensional subspace of $X$. Then there exists a map $\tilde{S}$ from a separable Hilbert space $\tilde{H}$ with $(\tilde{S})^*$ 2-absolutely summing and $\text{Range } \tilde{S} \supset (\text{Range } S) \cup W$.

**Proof.** We may assume that $S(H) \cap W = \{0\}$. Let $I_n^2$ be a Hilbert space of dimension $n = \dim W$ and let $j: I_n^2 \rightarrow W$ be a canonical isomorphism. Then
\[ \mathcal{S} = S \otimes j: \tilde{H} = (H \oplus l^2_n)_2 \to X \text{ clearly satisfies all the conditions.} \]

**Lemma 3.3.** Let \( S \) be a compact map from a separable Hilbert space \( H \) to a separable Banach space \( X \). We identify \( H \) with \( H^* \). Suppose there is a Gaussian measure \( \mu \) on \( X \) satisfying

\[ SS^*(x^*) = \int x^*(x) \, d\mu(x). \]

Then \( A_{\mu} = Range(S) \).

**Proof.** Construct as in [5] a separable Hilbert space \( K \) and a one-to-one mapping \( i: X \to K \) such that the Borel sets of \( K \) contained in \( i(X) \) are the same as the images of the Borel sets of \( X \). Then \( \mu_i \), defined by \( \mu_i(B) = \mu(i^{-1}(B \cap i(X))) \) for all Borel sets in \( K \), defines a Gaussian measure on \( K \). Then for \( k^* \in K^* \),

\[ \mu_i(k^*) = \mu(i^*k^*) = \exp\{ -\frac{1}{2} (i^*k^*, i^*k^*)_K \} \]

where \( (,)_K \) is the inner product on \( K \). Let \( B = iSS^*i^* \). Writing, in canonical form, \( B = \sum \lambda_i e_i \otimes e_i \), we have \( A_{\mu_i} = \{ z: \Sigma (z, e_i^2)/\lambda_i < \infty \} \) (see, for example, [5] or [11]). But then obviously

\[ A_{\mu} = Range B^{1/2} = Range(iSS^*i^*)^{1/2} = Range((iS)(iS)^*)^{1/2}. \]

By using the standard representation for compact operators between Hilbert spaces, one easily notes that \( Range(iS) = Range((iS)(iS)^*)^{1/2} \). Hence \( i(A_{\mu}) = A_{\mu} = Range(iS) = i(Range S) \).

We now define the Central Limit Property. Let \( X \) be a separable Banach space and \( \nu \) a probability measure on \( X \) with \( f x \nu(dx) = 0 \) and \( f \| x \|^2 \nu(dx) < \infty \). Let \( y_1, y_2, \ldots \) be a sequence of independent \( X \)-valued random variables with distribution \( \nu \). \( \nu \) is said to satisfy the Central Limit Theorem if there exists a Gaussian probability measure \( \mu \) on \( X \) such that the distributions of \( (y_1 + \cdots + y_n)/\sqrt{n} \) converge \( \| \cdot \| \)-weakly to \( \mu \). (For the definition of \( \| \cdot \| \)-weak convergence see [3].) \( X \) satisfies the **Central Limit Property** if every such \( \nu \) satisfies the Central Limit Theorem. This property immediately implies the following (in fact, is equivalent to it by [3]):

Whenever \( \nu \) is a probability measure on \( X \) with \( f x \nu(dx) = 0 \) and \( f \| x \|^2 \nu(dx) < \infty \), there is a Gaussian probability measure \( \mu \) on \( X \) with

\[ \hat{\mu}(x^*) = \exp\left\{ -\frac{1}{2} \int |x^*(x)|^2 \, d\nu(x) \right\} \]

for each \( x^* \in X^* \).

We recall that Fortet and Mourier [2] have shown that \( L^p [0, 1] \) has the Central Limit Property for \( 2 \leq p < \infty \). As the Central Limit Property is clearly
inherited by closed subspaces, we note that separable \( L_p \)-spaces, \( 2 \leq p < \infty \), satisfy this property and are always reflexive. (For a discussion of \( L_p \)-spaces, see [6].) Consequently, \( L_p \) and separable \( L_p(m) \) spaces satisfy the Central Limit Property.

We are now prepared for our generalization of Sudakov’s theorem.

**Theorem 3.4.** Let \( C \) be a closed, convex, and balanced set in \( X \), a separable reflexive Banach space having the Central Limit Property. Then \( C \) is a subset of \( \mathcal{A}_\mu \) for some probability measure \( \mu \) (i.e. \( C \) is a quasi-invariant set) if and only if \( C = W + S(M) \) where \( W \) is a finite-dimensional subspace, \( S \) is a (compact) map from a separable Hilbert space \( H \) to \( X \), \( M \) is bounded in \( H \), and \( S^* \) is \( 2 \)-absolutely summing.

**Proof.** If \( C \) is a quasi-invariant set, the fact that \( C \) is of the required form follows directly from Theorem 2.3 and Lemma 3.1. For the converse, assume \( C = W + S(M) \) where \( W, S \) and \( M \) are as in the statement of the theorem. By Lemma 3.2, we may assume that \( C \) is in the range of \( S \). As \( S^* \) is \( 2 \)-absolutely summing, there is a probability measure \( \nu \) on \( U = \text{unit ball of } X^{**} = X \) and a constant \( K \) satisfying

\[
\| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]

for Borel sets \( B \), we may, without loss of generality, assume \( \int_U x \, d\nu(x) = 0 \). Let \( T = T_\nu \) be the natural inclusion of \( X^{**} = X \) and a constant \( K \) satisfying

\[
(3.1) \quad \| S^* x^* \|^2 \leq K \int_U |x^*(x)|^2 \, d\nu(x)
\]

for all \( x^* \in X^* \). By considering the probability measure \( \bar{\nu} \) on \( U \) defined by

\[
\bar{\nu}(B) = (\nu(B) + \nu(-B))/2
\]
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4. Application to compactness in $D[0, 1]$. In §2 we were able to apply the results of §1 to a large class of topological vector spaces. In this section we would like to show that the same techniques might be applied to spaces in which addition is not continuous. In particular, we shall consider the space $D = [0, 1]$ consisting of functions on $[0, 1]$ which are right continuous and have left-hand limits. The Skorokhod topology on this space is generated by the metric

$$d(x, y) = \inf_{\lambda \in \Lambda} \max\{\|\lambda - \lambda\|, \|x - y \circ \lambda\|\}$$

for $x, y \in D$,

where $\|\cdot\|$ indicates the supremum norm, $\Lambda$ is the set of homeomorphisms of $[0, 1]$ which fix 0, and $I$ is the identity element of $\Lambda$, i.e., $I(s) = s$. $D$ is a topologically complete, separable metric space under $d(\cdot, \cdot)$.

Though $D$ is far from being a tvs, it does have many continuous linear functionals. In particular, the set of finite measures on $[0, 1]$ which are continuous except for an atom at 1 are continuous. That is, if we let $Z$ denote this set of measures, then $x \mapsto \int_0^1 x(t)\psi(dt)$ is continuous for each $\psi$ in $Z$. The embedding of $D$ into $Z^*$ is “nice”. It is this embedding which allows one to apply the methods of §1.

**Proposition 4.1.** Let the topology of $Z$ be given by the total variation norm. Let $0 : D \to Z^*$ be the natural imbedding. Then for each $x \in D$, $\|\phi(x)\| = \|x\|_{\infty}$. Hence $\phi$ is a closed map and $\phi^{-1}\|_{\phi(D)}$ is continuous.

**Proof.** Let $x \in D$.

$$\|\phi(x)\| = \sup\{\|\nu(x)\|: \|\nu\| \leq 1, \nu \in Z\}$$

$$\geq \sup\left\{\left|\frac{1}{\delta} \int_s^{s+\delta} x(t)\,dt\right|: 0 \leq s < 1, \delta > 0, 0 < s + \delta < 1\right\}$$

$$\geq \sup\{\|x(s)\|: 0 \leq s < 1\}$$

by right continuity. Hence $\|\phi(x)\| \geq \|x\|_{\infty}$ since the point mass at 1 is in $Z$.

Clearly, $\|\phi(x)\| \leq \|x\|_{\infty}$. $\phi$ is closed since $D$ with the supremum norm is complete.

Finally, $\phi^{-1}\|_{\phi(D)}$ is continuous since $d(x, y) \leq \|x - y\|_{\infty}$.

A standard assumption to make on stochastic processes with paths in $D$ is that the process has no fixed points of discontinuity. That is, $\mu\{x \in D: x$ is discontinuous at $t_0\} = 0$ for each fixed $t_0 \in [0, 1]$. In the next theorem we make this assumption and also assume that $\int_0^1 \|x\|_{\infty}^2 \mu(dx) < \infty$. Since $\|x\|_{\infty} = d(0, x)$, $\|\cdot\|_{\infty}$ is measurable on $D$. As $\mu \sim \nu$ where $\nu(dx) = \exp\{-\|x\|_{\infty}\}\mu(dx)$, this latter assumption is not a real limitation.

**Theorem 4.2.** Let $\mu$ be a probability measure on $D$ with the Skorokhod topology. Assume that:
(i) \( \int \|x\|_\mu^2 \mu(dx) < \infty \), and
(ii) \( \mu\{x \in D: x \text{ is discontinuous at } t_0\} = 0 \) for each fixed \( t_0 \) in \([0, 1]\).

Let \( Z \) be defined as above and let \( V \) be the completion of \( Z \) with respect to the norm \( \|v\|^2 = \int \|v(x)\|^2 \mu(dx) \). Let \( T: Z \rightarrow V \) be the natural inclusion and let \( \phi: D \rightarrow Z^* \) be the natural imbedding. Then we have the following conclusions:

(1) \( T \) and \( T^* \) are continuous, compact maps.
(2) \( \phi(S^C_\mu) \subseteq T^*(V^*) \).
(3) Suppose \( C \subseteq S^C_\mu \) is convex, balanced, closed and bounded. Then \( C \) is compact.

**Proof.** Since \( \|v\|^2_\mu \leq \|v\|^2 \int \|x\|^2_\mu \mu(dx) \), \( T \) (and hence \( T^* \)) is continuous. Now suppose that \( \{v_n\} \subseteq Z \) and \( \|v_n\| \leq 1 \). By going to a subsequence and re-indexing, we may assume that \( v_n(x) \rightarrow v(x) \) for every continuous function \( x \), where \( v \) is a finite measure on \([0, 1]\). Now,

\[
\int_D |v_n(x)|^2 \mu(dx) = \int_D \left[ \int_0^1 \int_0^1 x(s)x(t)v_n(ds)v_n(dt) \right] \mu(dx)
\]

\[
= \int_0^1 \int_0^1 \left[ \int_D x(s)x(t) \mu(dx) \right] v_n(ds)v_n(dt).
\]

Now, \((s, t) \rightarrow f_D x(s)x(t) \mu(dx)\) is continuous, since there are no fixed points of continuity. Hence (4.1) converges to

\[
\int_0^1 \int_0^1 \left[ \int_D x(s)x(t) \mu(dx) \right] v(ds)v(dt) = \int_D |v(x)|^2 \mu(dx).
\]

Therefore \( T \) and \( T^* \) are compact. The second conclusion follows as in Theorem 1.2. Now suppose \( C \subseteq S^C_\mu \) is convex, balanced, closed and bounded. Then \( \phi(C) \) is convex, balanced and closed by Proposition 4.1 and bounded since \( d(x, 0) = \|x\|_\infty \). As \( \phi(C) \) is contained in the range of a compact operator, \( \phi(C) \) is compact by Lemma 2.2. Hence \( C = \phi^{-1}(\phi(C)) \) is compact since \( \phi^{-1} |_{\phi(D)} \) is continuous.
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