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ABSTRACT. Let \( \mu \) be a signed measure on the unit circle \( A \) of the complex plane satisfying \( |\mu|(A) < \infty \), where \( |\mu|(A) \) is the total variation of \( \mu \), and let \( \tilde{\mu} \) be the conjugate function of \( \mu \). A theorem of Kolmogorov states that for each real number \( p \) between 0 and 1 there is an absolute constant \( C_p \) such that

\[ \left( 2\pi \right)^{-1} \int_0^{2\pi} |\tilde{\mu}(e^{i\theta})|^p d\theta \right)^{1/p} \leq C_p |\mu|(A). \]

Here it is shown that measures putting equal and opposite mass at points directly opposite from each other on the unit circle, and no mass any place else, are extremal for all of these inequalities, that is, if \( \nu \) is one of these measures the number

\[ \left( 2\pi \right)^{-1} \int_0^{2\pi} |\nu(e^{i\theta})|^p d\theta \right)^{1/p} / |\nu|(A) \]

is the smallest possible value for \( C_p \). These constants are also the best possible in the analogous Hilbert transform inequalities. The proof is based on probability theory.

1. Introduction. Let \( \mu \) be a signed measure on the unit circle \( A = \{e^{i\theta} : 0 < \theta < 2\pi \} \) of the complex plane satisfying \( |\mu|(A) < \infty \), where \( |\mu|(A) \) is the total variation of \( \mu \). Let \( \tilde{\mu} \) be the conjugate function of \( \mu \), that is

\[ \tilde{\mu}(e^{i\theta}) = \lim_{\rho \to 0} \int_{2\pi}^0 \Im\left( \frac{e^{i\rho} + re^{i\theta}}{e^{i\rho} - re^{i\theta}} \right) d\mu(e^{i\phi}), \quad 0 < \theta < 2\pi, \]

and define

\[ \| \tilde{\mu} \|_p = \left( \frac{1}{2\pi} \int_0^{2\pi} |\tilde{\mu}(e^{i\theta})|^p d\theta \right)^{1/p}. \]

A theorem of Kolmogorov [7, Vol. 1, p. 260] states that for each real number \( p \) between 0 and 1 there is an absolute constant \( C_p \) such that

\[ \| \tilde{\mu} \|_p \leq C_p |\mu|(A). \]

Here it is shown that the smallest possible value for \( C_p \) is \( \| \nu \|_p \), where \( \nu \) is the measure given by \( \nu(1) = \frac{1}{2} \), \( \nu(-1) = -\frac{1}{2} \), and \( \nu\{z \in A : z \neq \pm 1\} = 0 \). That
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is, the measure \( \nu \) is extremal for all the inequalities (1.1). The constant \( \|\nu\|_p \) is also smallest possible in the analogous Hilbert transform inequalities. That it is an upper bound can be shown by an easy modification of the proof in Zygmund [7, Vol. 2, p. 256] of a similar result involving the M. Riesz inequalities, and that it is a lower bound can be shown by examples similar to those of [2, §4].

Pichorides has shown [6] that the best possible value for \( C_p \) in order that (1.1) hold for all nonnegative measures is \( \|\lambda\|_p \), where \( \lambda \) is a nonnegative measure putting mass one on a single point and no mass anywhere else.

The approach used here is to solve an optimal stopping problem for two dimensional Brownian motion and then apply this solution to the conjugate function inequalities, the same method used in [2], where the weak type inequality for conjugate functions is considered. This is discussed more thoroughly in the next section.

If an equation or inequality holds with probability one but not at all points of the underlying probability space, which usually happens in the following because it involves a conditional expectation or distribution which is only defined up to sets of measure 0, this will not always be explicitly mentioned.

2. Preliminaries. Denote by \( m \) the measure \( d\theta/2\pi \) on \( A \), and let \( \mu \) be a totally finite signed measure on \( A \). Let \( D = \{z: |z| < 1\} \). Define \( f_\mu = f \) on \( D \cup A \) by

\[
\begin{align*}
  f_\mu(z) &= \int_A \left( \frac{e^{i\theta} + z}{e^{i\theta} - z} \right) d\mu(e^{i\theta}), \\
  &\quad z \in D,
\end{align*}
\]

and

\[
\begin{align*}
  f_\mu(e^{i\theta}) &= \frac{d\mu}{dm}(e^{i\theta}) + i\tilde{\mu}(e^{i\theta}) \quad \text{a.e. (}\mu\text{)},
\end{align*}
\]

where by \( d\mu/dm \) is meant the Radon-Nikodým derivative of that part of \( \mu \) which is absolutely continuous with respect to \( m \). The following formulas hold (see [7]).

\[
\begin{align*}
  (2.1) \quad &\int_0^{2\pi} |\text{Re} f(re^{i\theta})| \, d\mu(e^{i\theta}) \prec |\mu|(A) \quad \text{as } r \nearrow 1. \\
  (2.2) \quad &f(0) = \mu(A).
\end{align*}
\]

Now let \( Z_t, 0 \leq t < \infty \), be standard two dimensional complex Brownian motion started at 0, and let \( \tau_D = \inf\{t > 0: |Z_t| = 1\} \). It is a result of P. Lévy (see [5, p. 109]) that \( f(Z_t), 0 \leq t \leq \tau_D \), is a two dimensional Brownian motion with a time change. More precisely, if \( \gamma(s) \) is defined by

\[
\gamma(s) = \int_0^s |f'(Z_t)|^2 \, dt,
\]
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then \( \gamma \) is almost surely strictly increasing on \([0, \tau_D]\) and if \( B^\mu_t = B_t \) is defined by

\[
B_{\gamma(t)} = f(Z_t),
\]
then \( B_s, 0 \leq s \leq e = \gamma(\tau_D) \), is a standard complex Brownian motion started at \( f(0) = \mu(A) \) up to the time \( e = e(\mu) \). For convenience define \( B_{s+e} - B_e = Z_{s+\tau_D} - Z_{\tau_D}, s > e, \) so that now \( B_t, 0 \leq t < \infty, \) is standard complex Brownian motion. If \( f \) is a univalent map of \( D \) to some region \( R \) of the complex plane then \( e \) is the first time \( B_t \) leaves \( R \) and is thus a stopping time. In general, it is not clear that \( e \) is a stopping time for \( B_s \), but in view of the fact that it is the stopping time \( \tau_D \) for the preimage process \( Z_t \), in manipulations involving the Strong Markov Property \( e \) can be treated as if it is a stopping time. For the rest of this section times for which the Strong Markov Property holds will be called quasi-stopping times.

If \( \Gamma \) is any subarc of \( A, P(Z_{\tau_D} \in \Gamma) = m(\Gamma), \) so that

\[
\| \mu \|_p^p = E|\text{Im} f(Z_{\tau_D})|^p = E|\text{Im} B_e|^p.
\]
Furthermore,

\[
|\mu|(A) = \lim_{t \to \infty} E|\text{Re} B_{\min(e,t)}|.
\]
For let \( \tau_D = \inf\{t > 0: |Z_t| = r\}, \) and let \( e_r = \gamma(\tau_D) \). Then

\[
E|\text{Re} B_{e_r}| = \int_{0}^{2\pi} |\text{Re} f(re^{i\theta})| \, dm(e^{i\theta}).
\]
Since \( f \) is bounded in \( \{z: |z| < r\}, 0 < r < 1, \) \( \text{Re} B_{\min(e_r,t)}, 0 \leq t < \infty, \) is a bounded martingale so that

\[
E|\text{Re} B_{\min(e_r,t)}| \uparrow E|\text{Re} B_{e_r}| \quad \text{as } t \to \infty.
\]
Also, for fixed \( t, \) \( \text{Re} B_{\min(e,s)}, 0 \leq s \leq t, \) is an \( L^2 \) bounded martingale so that \( e_r \uparrow e \) a.s. as \( r \uparrow 1 \) implies

\[
E|\text{Re} B_{\min(e_r,t)}| \uparrow E|\text{Re} B_{\min(e,t)}| \quad \text{as } r \uparrow 1.
\]
Since \( E|\text{Re} B_{\min(e,t)}| \) is nondecreasing as \( t \to \infty, \) (2.5), (2.6), and (2.1) imply (2.4).

Let \( \nu \) be the measure described in the second paragraph of the introduction. Then

\[
f_{\nu}(z) = \frac{1}{2} \left[ \frac{1 + z}{1 - z} + \frac{z - 1}{z + 1} \right] = \frac{2z}{1 - z^2}.
\]
is a one-to-one map of $D$ onto the doubly slit plane \( \{ x + iy : x \neq 0 \text{ or } x = 0, -1 < y < 1 \} = SP \). Thus $\tau_e$ is the first time that $B_t^\mu$ leaves SP. In general, let $\tau_{SP}$ be the first time a Brownian motion leaves SP. Then, by (2.4),

$$
\lim_{t \to \infty} E|Z\min(t, \tau_{SP})| = \lim_{t \to \infty} E|B\min(s, \tau_{SP})| = |\nu|(A) = 1.
$$

The central result of this paper can be stated as follows.

**Theorem 2.1.** If $\mu$ is a signed measure on $A$ satisfying $|\mu|(A) = 1$ then

$$
\|\tilde{\mu}\|_p \geq \|\tilde{\mu}\|_p, \quad 0 < p < 1.
$$

In view of the preceding discussion the following theorem implies Theorem 2.1. It is noted that $|\mu|(A) = 1$ implies $-1 < \mu(A) < 1$ and that $\tau_d(0) = \mu(A)$ is the starting point of $B_t^\mu$.

**Theorem 2.2.** Let $Z_t = X_t + iY_t$ be standard two dimensional Brownian motion and let $P_a$ and $E_a$ denote probability and expectation associated with $Z_t$ given $P(Z_0 = a) = 1$. Let $r$ be a real number, $-1 < r < 1$. If $e$ is any quasi-stopping time such that $\lim_{t \to \infty} E_r|X\min(t, e)| = 1$ then

$$
E_r|Y_e|^p \leq E_0|Y_{\tau_{SP}}|^p, \quad 0 < p < 1.
$$

Since it is easy to show that Theorem 2.2 need only be proved for times $e$ satisfying $X_e \equiv 0$, this will be done now.

**Proposition.** Let $e$ be a quasi-stopping time. Let $e' = \inf \{ t > e : X_t = 0 \}$. Then

$$
\lim_{t \to \infty} E_r|X\min(t, e)| = \lim_{t \to \infty} E_r|X\min(t, e')|,
$$

and $E_r|Y_{e'}|^p \geq E_r|Y_e|^p, \quad 0 < p < 1$.

**Proof.** Let $\gamma$ be the first time Brownian motion hits the imaginary axis $I$. By a result of Kakutani (see [3]), if $h(z)$ is defined by $h(z) = E_z|Y_\gamma|^p$, Re $z \geq 0$, then $h(z)$ is the minimal positive harmonic function defined on Re $z > 0$ with boundary values $|y|^p$ at $iy$, that is, the Poisson integral of these boundary values. This function is easily calculated, since it is $(1 + \cos \pi r)^{-1}$ times the sum of the real part of the principal branch of $\sqrt[4]{z}$ and the real part of the branch of $\sqrt[4]{-iz}$ for which $-2\pi < \arg z \leq 0$.

We have

$$
h(z) = |z|^p [\cos p\phi + \cos p(\pi - \phi)]/(1 + \cos p\pi),
$$

where $\phi$ is the angle between $z$ and the negative imaginary axis, $0 \leq \phi \leq \pi$. Extend $h$ to the entire plane by making it symmetric around $I$. It is not difficult
to show that \( h(z) \geq |z|^p \). It suffices to prove this only on \( \{ |z| = 1, \Re z > 0 \} \), where

\[
\partial h(\phi)/\partial \phi = p(\sin p(\pi - \phi) - \sin p\phi)/(1 + \cos p\phi),
\]

which is positive if \( 0 < \phi < \pi/2 \) and negative if \( \pi/2 < \phi < \pi \). Together with the fact that \( h(1) = h(-1) = 1 \), this shows \( h(z) \geq 1 \) if \( |z| = 1 \). Thus, if \( e \) is as in the statement of Theorem 2.2, and \( e' = \inf \{ t \geq e : Z_t \in I \} \),

\[
E_r|Y_{e'}|^p = E_rE(|Y_{e'}|^p|Z_t, 0 \leq t \leq e) = E_rE_{Z_e}|Y_{e'}|^p = E_rh(Z_e)
\]

\[
\geq E_r|Z_e|^p \geq E_r|Y_{e'}|^p.
\]

Also, \( \lim_{r \to \infty} E_r|X_{\min(t,e)}| = \lim_{r \to \infty} E_r|X_{\min(t,e')}| \) since a martingale increases in \( L^1 \) norm only when it crosses 0, and \( X_s \) and \( X_e \) do not have different signs if \( e \leq s \leq e' \). (More formally, \( E(X_{\min(t,e')}|X_{\min(t,e)}) = X_{\min(t,e)} \) a.s. since \( X_{\min(t,e)}, 0 \leq s \leq t, \) is an \( L^2 \) bounded martingale. Since \( X_{\min(t,e')} \) and \( X_{\min(t,e)} \) are of the same sign, \( E(|X_{\min(t,e')}| |X_{\min(t,e)}) = |X_{\min(t,e)}| \) a.s.) Thus, Proposition 2.1 holds.

3. A discrete time stopping problem. The functions \( p \) and \( F \), the random variables \( X_i, i \geq 1 \), and the \( \sigma \)-fields \( F_t, i \geq 1 \), will be defined in §4, but for now some of their properties will be given which will enable them to be dealt with. The function \( p(s), -\infty < s < \infty, \) is an even and nonvanishing probability density function satisfying \( p(s) < p(t) \) if \( |s| > |t| \), and \( F(s) \) is a continuous positive even function on the reals satisfying \( \lim_{r \to \infty} F(r) = 0 \) and \( F(s) < F(t) \) if \( |s| > |t| \). The random variables \( X_i, i \geq 1 \), are independent and identically distributed, each with density \( p(s) \), and we put \( S_0 = 0, S_n = \sum_{i=1}^{n} X_i \). The sequence of \( \sigma \)-fields \( F_t, i \geq 1 \), satisfies \( F_t \subset F_{t+1} \), and \( (X_1, \ldots, X_n) \) is \( F_n \) measurable. Furthermore \( (X_{n+k}, k \geq 1) \) is independent of \( F_n \). By stopping time in this section will be meant any positive integer valued random variable \( N \) such that \( \{ N = k \} \in F_k \) for each \( k \). If \( N \) is a stopping time define

\[
AN = \sum_{k=0}^{\infty} E[F(S_k)I(N > k)],
\]

where \( I \) stands for the indicator function of the set displayed.

If \( r \) is a nonnegative real number define the stopping time \( N_r \) by

\[
N_r = \inf \{ k : |S_k| > r \}.
\]

Since \( P(N_r = k + 1|N_r > k) \geq P(|X_1| > 2r) > 0 \), we have

\[
P(N_r > k) \leq [1 - P(|X_1| > 2r)]^k
\]

which gives that \( EN_r < \infty \) for each \( r \) and also that \( EN_r \to 0 \) as \( r \to 0 \) since \( P(|X_1| > 2r) \to 0 \) as \( r \to 0 \). Furthermore, since each \( S_n \) has a continuous distribution, \( \lim_{r \to 0} N_r = N_a \) a.e., and since \( N_a \leq N_b \) if \( a \leq b \), the
dominated convergence theorem gives $\lim_{t \to 0} E N_t = E N_s$. (The dominating variable can be taken to be $N_{2s}$.) Clearly, $\lim_{t \to \infty} E N_t = \infty$. Finally note that $P(N_a < N_b) > 0$ if $a < b$ since $X_1$ has a nonvanishing density. Thus $E N_t$ increases continuously from 0 to $\infty$ as $t$ increases from 0 to $\infty$.

If $X$ is any continuous random variable and $B$ is a measurable set we define the density of $XI(B)$ to be a function $f$ on the reals satisfying $P(\{a < X < b\} \cap B) = \int_a^b f(t) \, dt$. Thus, if $T$ is a stopping time and if $h_i$ is the density of $S_1 I(T > i)$, an alternate formula for $AT$ is

$$AT = F(0) + \sum_{i=1}^{\infty} \int_{-\infty}^{\infty} F(t) h_i(t) \, dt.$$  

The following lemma is true under only the conditions on $p$ and $F$ given in the first paragraph of this section but is much more easily proved for the application we have in mind. Its proof will be given in §4.

**Lemma 3.0.** Let $\alpha$ be a positive real number. There exists a real valued function $\varphi_\alpha(n)$, $n \geq 1$, which decreases to 0 as $n \to \infty$ such that if $N$ is any stopping time satisfying $EN = \alpha$ and $h_i(t)$ is the density of $S_1 I(N > i)$ then

$$\sum_{i=n}^{\infty} \int_{-\infty}^{\infty} F(t) h_i(t) \, dt < \varphi_\alpha(n).$$

The main result of this section is

**Theorem 3.1.** Let $M$ be a stopping time such that $EM < \infty$. Let $r$ be that number satisfying $EN_r = EM$. Then $AN_r \geq AM$.

The proof of Theorem 3.1 proceeds via a sequence of lemmas. If $f$ and $g$ are any two positive functions write $f \preceq g$ if $\int_0^\delta f(t) \, dt \leq \int_0^\delta g(t) \, dt$ for each $\delta > 0$ and $f \lesssim g$ if $f \preceq g$ and there is strict inequality between the integrals for some $\delta > 0$. The following two lemmas follow from a standard integration by parts argument, using the fact that $p(s)$ and $F(s)$ are even functions which decrease on $(0, \infty)$. The proofs are not given. The symbol $*$ stands for convolution.

**Lemma 3.1.** If $f$ and $g$ are nonnegative functions and $f \preceq g$ and $\int_{-\infty}^{\infty} g(t) \, dt < \infty$ then

(i) $\int_{-\infty}^{\infty} f(t) F(t) \, dt \leq \int_{-\infty}^{\infty} g(t) F(t) \, dt$.  

(ii) $f * p \preceq g * p$.

If in addition $f \lesssim g$ then

(iii) $\int_{-\infty}^{\infty} f(t) F(t) \, dt < \int_{-\infty}^{\infty} g(t) F(t) \, dt$.

The proof of the next lemma is also omitted.

**Lemma 3.2.** If $f$ and $g$ are nonnegative functions and $f \lesssim g$ and if $a$ satisfies
\[ f(t) dt = f(a) g(t) dt \] then \[ f \leq g I[-a, a]. \]

Now regard the time \( M \) of Theorem 2.1 as fixed. There is a sequence \( a_1, a_2, \ldots \) of real numbers in \([0, \infty)\) such that if \( K = \inf \{ k : |S_k| \geq a_k \} \) then \( P(K > n) = P(M > n) \). The \( a_i \) are chosen recursively as follows. Let \( a_1 \) satisfy

\[ \int_{-a_1}^{a_1} p(s) ds = P(M > 1). \]

Now if \( p_2 \) is the density of \( S_2 I(S_1 < a_1) \), define \( a_2 \) by \( \int_{-a_2}^{a_2} p_2(s) ds = P(M > 2) \), and so on. Since \( \int_{-a}^{a} p(s) ds = \int_{-a}^{a} p_1(s) ds = P(M > 1) \geq P(M > 2) \), such a choice is possible, and this is the unique \( a_2 \) that gives \( P(M > 2) = P(K > 2) \) given that \( a_1 \) is chosen by (3.2), unless \( a_1 \) was 0, since \( p_2 \) is nonvanishing. The succeeding \( a_i \) are chosen in the same manner, and are unique up to the first \( a_i \) which is 0, an event which happens only if \( P(M > n) = 0 \) for some integer \( n \).

**Lemma 3.3.** If \( K \) is defined as above then \( EK = EM \) and \( AK > AM \).

**Proof.** Let \( \gamma_i \) be the density of \( S_i I(M > i) \) and \( \lambda_i \) be the density of \( S_i I(K > i) \). Then \( \gamma_1 \leq \lambda_1 \) by Lemma 3.2, where here \( p \) plays the role of \( g \) in that lemma and \( \gamma_1 \) the role of \( f \). Thus, by Lemma 3.1(ii), \( \gamma_1 \ast p \leq \lambda_1 \ast p \), and again by Lemma 3.2, \( \gamma_2 \leq \lambda_2 \), here with \( \lambda_1 \ast p \) playing the role of \( g \) in that lemma and \( \gamma_2 \) the role of \( f \). (Note \( \gamma_2 \leq \gamma_1 \ast p \leq \lambda_1 \ast p \), the first \( \leq \) since \( \{K > 2\} \subset \{K > 1\}. \) Continuing in this manner we get \( \gamma_i \leq \lambda_i \) for each \( i \), and Lemma 3.3 follows from formula (3.1) and Lemma 3.1(i).

**Lemma 3.4.** Let \( \theta = \sup AT \), where the supremum is taken over all stopping times \( T \) satisfying \( ET = EM \). Then there is a sequence of real numbers \( a_1, a_2, \ldots \) such that if \( Q = \inf \{ n : |S_n| \geq a_n \} \) then \( EQ = EM \) and \( AQ = A \).

**Proof.** Let \( T_i = \inf \{ k : |S_k| \geq a_k \} \), \( i = 1, 2, \ldots \), satisfy \( ET_i = EM \) and \( \lim_{i \to \infty} AT_i = \theta \). That such \( T_i \) exist is a consequence of Lemma 3.3. We can and do assume \( \lim_{i \to \infty} a_k = a_k \) exists (it may be +\( \infty \)) since if this is not the case diagonalization can be used. Define \( Q \) as in the statement of the lemma. Then clearly \( \lim_{i \to \infty} P(T_i > k) = P(Q > k) \), \( k = 1, 2, \ldots \), since the distributions of \( S_n \) are continuous, so that \( EQ \leq \lim_{i \to \infty} ET_i = \lim EM = EM \). Also, if \( h_{i,k} \) is the density of \( S_k I(T_i > k) \), and \( h_k \) is the distribution of \( S_k I(Q > k) \), the boundedness of \( F \) and the continuity of the distributions of \( S_k \) give

\[
\lim_{i \to \infty} \int_{-\infty}^{\infty} h_{i,k}(t) F(t) dt = \int_{-\infty}^{\infty} h_k(t) F(t) dt.
\]

Then, using Lemma 3.0, for fixed \( n \),
AQ \geq F(0) + \sum_{k=1}^{n} \int_{-\infty}^{\infty} h_k(t) F(t) \, dt

= F(0) + \lim_{t \to \infty} \sum_{k=1}^{n} \int_{-\infty}^{\infty} h_{i,k}(t) F(t) \, dt

= \lim_{t \to \infty} \left[ \sum_{k=1}^{\infty} \int_{-\infty}^{\infty} h_{i,k}(t) F(t) \, dt \right]

\geq \theta - \varphi_{EM}(n + 1),

implying AQ \geq \theta so that in fact AQ = \theta and thus EQ = EM, for if EQ < EM we could make Q bigger in any manner whatsoever to get a Q' satisfying EQ' = EM. But then, since F is nonvanishing and Q' \geq Q, AQ' > AQ = \theta, contradicting the definition of \theta.

The proof of Theorem 3.1 will now be completed by showing that N_r = Q, where Q is defined in Lemma 3.4. This will be done by showing that if any of the a_i which define Q are not r then there exists a time \bar{Q} satisfying E\bar{Q} = EQ and A\bar{Q} > AQ = \theta, a contradiction to the definition of \theta. Let \gamma be the first index such that a_\gamma \neq r, and suppose first that a_\gamma < r. Let \lambda be the first index such that a_\lambda > r. Such a \lambda must exist since EQ = EN_r. Let

p = P(a_\gamma < S_\gamma < r, Q > \gamma - 1)

and pick 0 < \varepsilon_\lambda < a_\lambda to satisfy 0 < P(r < S_\lambda < \varepsilon_\lambda, Q > \lambda) < p. If k \geq 0 let g_{\lambda+k} be the density of S_{\lambda+k}(r < S_\lambda < \varepsilon_\lambda, Q > \lambda + k). Let \bar{Q} be \bar{Q} unless Q > \lambda and r < S_\lambda < \varepsilon_\lambda, in which case let \bar{Q} = \lambda. Then

E\bar{Q} = EQ - \sum_{l=\lambda}^{\infty} \int_{-\infty}^{\infty} e_{l} \, dt,

and

A\bar{Q} = AQ - \sum_{l=\lambda}^{\infty} \int_{-\infty}^{\infty} e_{l}(t)F(t) \, dt.

Define \delta_{\gamma} to satisfy P(D_0) = \int_{-\infty}^{\infty} g_{\lambda}, where D_0 = \{a_\gamma < S_\gamma < \delta_{\gamma}, Q > \gamma - 1\}. Note d_\gamma < r. Let \delta_{\gamma+1}, \delta_{\gamma+2}, \ldots satisfy P(D_k) = \int_{-\infty}^{\infty} g_{\lambda+k}, where

D_k = \{a_\gamma < S_\gamma < \delta_{\gamma}, \bar{Q} > \gamma - 1, |S_{\gamma+1}| < \delta_{\gamma+1}, \ldots, |S_{\gamma+k}| < \delta_{\gamma+k}\}.

Note that if \bar{Q} is replaced by Q in this definition D_k remains the same. Let f_{\gamma+k} be the density of S_kI(D_k), so that \int_{-\infty}^{\infty} f_{\gamma+k} = \int_{-\infty}^{\infty} g_{\lambda+k} = k \geq 0. Clearly g_0 \lesssim f_0, and thus by arguments similar to those used in the proof of Lemma 3.3, g_{\lambda+k} \lesssim f_{\gamma+k}, k \geq 1. Define \bar{Q} = \bar{Q} except on D_0, and on D_0 let

\bar{Q} = \gamma + k if |S_{\gamma+1}| < \delta_{\gamma+1}, \ldots, |S_{\gamma+k-1}| < \delta_{\gamma+k-1}, |S_{\gamma+k}| \geq \delta_{\gamma+k}.
Then
\[ E\tilde{Q} = E\tilde{Q} + \sum_{i=\gamma}^{\infty} \int_{-\infty}^{\infty} f_i = EQ, \]
and
\[ AQ = AQ + \sum_{i=\gamma}^{\infty} \int_{-\infty}^{\infty} f_i(t)F(t) dt > AQ + \sum_{i=\lambda}^{\infty} \int_{-\infty}^{\infty} g_i(t)F(t) dt = AQ, \]
by Lemma 3.1(i) and (iii).

The other possibility, \( a_{\gamma} > r \), can be handled by a similar construction, which will not be explicitly given. A new stopping time \( \tilde{Q} \) is constructed which stops with positive probability on \( \{ Q > \gamma - 1, a_{\gamma} < |S_{\gamma}| < r \} \), but is otherwise the same as \( Q \), and then \( \tilde{Q} \) is constructed which is the same as \( \tilde{Q} \) except that it continues with positive probability on \( \{ Q = \lambda, a_{\lambda} < |S_{\lambda}| < r \} \). The details of the construction are very similar to the preceding and as before we get \( A\tilde{Q} > AQ \) and \( E\tilde{Q} = EQ \).

4. Application of Theorem 3.1. In this and the next section the proof of Theorem 2.2 will be completed. To avoid some notation this will be carried out in full only for times \( e \) which are stopping times, and not for the slightly more general quasi-stopping times. Since, as already noted, quasi-stopping times can be manipulated as if they were stopping times, this approach does not entail an essential loss of generality. The exponent \( p \) will always satisfy \( 0 < p < 1 \). Other notation will be the same as in the statement of Theorem 2.2. \( E_0 \) and \( P_0 \) will be shortened to \( E \) and \( P \). The number \( \delta \) will satisfy \( 0 < \delta < 1 \) and will be fixed in this section, although later it will be allowed to vary. Class \( J \) will be the class of those stopping times \( T \) for \( Z_t \) which satisfy
(a) \( P(T > 0) = 1 \).
(b) \( P(X_T = 0) = 1 \).
(c) There is an \( s < T \) such that \( P(|X_s| = \delta \text{ and } |X_t| \neq 0, s \leq t < T) = 1 \).
Another way to describe class \( J \) is the following.
Define \( \nu_0 = 0 \), and, if \( i > 1 \),
\[ \mu_i = \inf\{ t > \nu_{i-1} : |X_t| = \delta \}, \quad \nu_i = \inf\{ t > \mu_i : X_t = 0 \}. \]
Then \( T \) is in class \( J \) if and only if \( \sum_{i=1}^{\infty} P(T = \nu_i) = 1 \). For each real number \( s > 0 \) let \( \beta(s) \) be that stopping time in class \( J \) given by \( \beta(s) = \inf\{ \nu_i : |Y_{\nu_i}| \geq s \} \).
It will be shown that \( \lim_{t \to \infty} E|X_{\min(\beta(s),t)}| \) is a continuous function of \( s \) which is strictly increasing from \( 0 \) to \( \infty \). This will follow from Lemma 4.1 and the
remarks made at the beginning of the last section. Let $\beta$ stand for that $\beta(s)$ for which the value of this function is 1. The main result of this section is

**Theorem 4.1.** Let $e \in I$ and suppose $\lim_{t \to \infty} E|X_{\min(e,t)}| = 1$. Then $E|Y_e|^p \leq E|Y_{\beta}|^p$.

Before stating the following lemma we remark that inequality (4.1), with a different constant in place of 1.348, can be proved by noting that $X_t$, $0 \leq t \leq T$, and $Y_t$, $0 \leq t \leq T$, are both martingales which have square function $\sqrt{T}$ under $P$, and then using the continuous analog of Theorem 6 of [1].

**Lemma 4.1.** Let $T$ be a stopping time for $Z_t = X_t + iY_t$. Let $Y_T^* = \sup_{0 \leq t \leq T} |Y_t|$. There exist positive constants $K_p$, which do not depend on $T$, such that $E(Y_T^*)^p \leq K_p \lim_{t \to \infty} E|X_{\min(t,T)}|^p$.

**Proof.** The arguments of [2] imply

$$\lambda P(Y_T^* > \lambda) \leq 1.348 \lim_{t \to \infty} E|X_{\min(t,T)}| = w. \quad (4.1)$$

Thus $E(Y_T^*)^p = \int_0^\infty P(Y_T^* > t) dt \leq w^p + \int_0^\infty w t^{-1/p} dt = w^p + pw^p/(1 - p)$, the desired result.

Now abbreviate $\mu_1$ and $\nu_1$ to $\mu$ and $\nu$. Let $p(s)$ be the density under $P$ of $Y_\nu$. Then $p(s) = a \ast b$, where $a$ is the density of $Y_\mu$ and $b$ is the density under $P_\gamma$ of $Y_\gamma$, where $\gamma$ remains $\inf\{t > 0: X_t = 0\}$. Both $a$ and $b$ are the densities of harmonic measures whose exact form is known, and it is easily proved that the $p$ of this section has all the properties claimed for $p$ in §3.

Define $F(t) = E|Y_T|^p - |t|^p$, $-\infty < t < \infty$. This $F$ also has all the properties of the $F$ of §3, which will now be verified. Let $h(z)$ be defined as in §2, and let $\partial h(it)/\partial n$ be the derivative of $h$ in the normal direction to $I$. This value will be the same as the derivative of $h$ along a circle centered at 0 of radius $t$ and we have

$$\frac{\partial h}{\partial n}(it) = |t|^{p-1} p \sin \theta (1 + \cos \theta). \quad (4.2)$$

Since this is positive, $h$ is subharmonic at all nonzero points of $I$ and since $h(0) = 0$, $h(z) > 0$ if $z \neq 0$, $h$ is subharmonic at 0 also.

Let $S$ be the vertical strip $\{x + iy: -\delta \leq x \leq \delta\}$, and let $u(z)$ be the smallest positive function harmonic in the interior of $S$ and continuous on $S$ satisfying $h(z) = u(z)$ on the boundary of $S$. Then


Thus, if $g(z) = u(z) - h(z), z \in S$, we have $F(t) = g(it)$. It is easily checked that $g$ is a pure potential since it is superharmonic in $S$, vanishes at the boundary of
$S$, and does not grow too fast at infinity. Since $g$ is harmonic inside $S$ except on $I$, the Riesz mass associated with $g$ is concentrated on $I$, and it is known that it is proportional to $\partial h/\partial n$ (see [4]). Thus, if $G(z, z_0)$ is the Green function for $S$, we have that there are positive constants $B_p$ such that

\[(4.3) \quad g(z) = B_p \int_{-\infty}^{\infty} |t|^{p-1} G(z, it) \, dt.\]

Now $G(it, iy)$ is a continuous function of $|t - y|$ which decreases strictly and exponentially to 0 as $|t - y|$ approaches infinity. Thus, considered as a function of $y$, $G(it, \cdot) \lesssim G(is, \cdot)$ if $|t| > |s|$, and thus (4.3) and the analogue of Lemma 3.1(iii) where $F$ is replaced by $|t|^{p-1}$ imply that $F$ is strictly decreasing on $(0, \infty)$. It is easily verified that $F$ has the rest of the properties listed in the first paragraph of §3. Define $S_i = Y_{\nu_i}, i \geq 1, S_0 = 0$, and $F_i = \sigma(Z_i, t \leq \nu_i)$. Then under $P$ the random variables $S_i - S_{i-1}, i \geq 1$, are independent and identically distributed with density $p(s)$ and furthermore $(S_i - S_{i-1}, i > n)$ is independent of $F_n$.

There is a one-to-one correspondence in the obvious way between stopping times in class $J$ and stopping times for $(S_i, F_i, i \geq 1)$. If $T$ is in class $J$, $N(T)$ will stand for the associated stopping time for $S_i$.

**Lemma 4.2.** If $T$ is in class $J$ then $\lim_{t \to \infty} E|X_{\min(t, T)}| = \delta EN(T)$.

**Proof.** If $n = 0, 1, 2, \ldots$ and $t \geq 0$ define

\[Q_n(t) = |X_{\min(t, \nu_{n+1})}| I(\nu_n \leq t) I(T > \nu_n).\]

Then $Q_n(t)$ is the absolute value of a martingale. Since $X_{\min(t, \nu_{n+1})}$ and $X_{\min(t, \nu_{n+1})}$ do not have different sign,

\[EQ_n(t) = E|X_{\min(t, \nu_{n+1})}| I(\nu_n \leq t) I(T > \nu_n) \leq E \delta I(T > \nu_n) \quad \text{as} \quad t \to \infty.\]

For any $t \geq 0$, at most one of $Q_0(t), Q_1(t), \ldots$ is different than 0 since $X_{\nu_k} = 0$ for all $k$. Also, $|X_{\min(t, T)}| \leq \sum_{n=0}^{\infty} Q_n(t)$, and thus $E|X_{\min(t, T)}|$ increases to $\sum_{n=0}^{\infty} \delta P(T > \nu_n) = \delta EN(T)$ as $t$ increases to $\infty$.

**Lemma 4.3.** If $T$ is in class $J$ and $EN(T) < \infty$ then $AN(T) = E|Y_T|^p$.

**Proof.** We have, for $n \geq 0$,
\[ E|Y_{\min(T,v_{n+1})}|^p - E|Y_{\min(T,v_n)}|^p = E(|Y_{v_{n+1}}|^p - |Y_{\min(T,v_n)}|^p)I(T > v_n) \]
\[ = EE(|Y_{v_{n+1}}|^p - |Y_{v_n}|^p|Z_s, s \leq v_n)I(T > v_n) \]
\[ = EE_Z|Y_v|^p - |Y_{v_n}|^pI(T > v_n) \]
\[ = EF(Y_{v_n})I(T > v_n) = EF(S_n)I(N(T) > n). \]

Thus \( E|Y_{\min(T,v_n)}|^p = \sum_{k=0}^{n-1} EF(S_n)I(N(T) > k) \). Since \( \min(T, v_n) \) increases to \( T \) as \( n \to \infty \), the dominated convergence theorem and Lemma 4.1 give \( E|Y_T|^p = AN(T) \).

**Proof of Lemma 3.0.** As in the proof just made it can be shown that, in the notation of Lemma 3.0 with \( N = N(T) \),
\[ \sum_{i=n}^{\infty} \int_{-\infty}^{\infty} F(i)h_i(t) dt = \sum_{i=n}^{\infty} E(|Y_{i+1}|^p - |Y_i|^p)I(T > v_i) \]
\[ = E(|Y_T|^p - |Y_{v_n}|^p)I(T > v_n) \leq E|Y_T - Y_{v_n}|^pI(T > v_n). \]

Let \( |Y_T - Y_{v_n}|I(T > v_n) = W \). Note that, on \( \{ T > v_n \} \), \( |Y_T - Y_{v_n}| \leq 2 \sup_0 < t < T|Y_t| \) so that (4.1) gives
\[ \lambda P(W > \lambda) \leq 3 \lim_{t \to \infty} E|X_{\min(t,t)}| = 3 EN/\delta = 3\alpha/\delta. \]

Also, since \( P(N > k) \) is decreasing in \( k \),
\[ P(W > 0) \leq P(T > v_n) = P(N > n) \leq EN/(1 + n) = \alpha/(1 + n). \]

Thus,
\[ E|Y_T - Y_{v_n}|^pI(T > v_n) = EW^p = \int_0^\infty P(W > \lambda) d\lambda \]
\[ \leq \int_0^\infty \min \left( \frac{\alpha}{n + 1}, \frac{3\alpha\lambda^{-1/p}}{\delta} \right) d\lambda. \]

This last expression may be taken to be \( \varphi_\alpha(n) \).

Although \( \delta \) has been assumed to be fixed in this section to reduce notation, it will soon be necessary to let \( \delta \to 0 \), so the class \( J(\delta) \) to signify its dependence on \( \delta \), and \( \nu_\delta \) will be called \( \nu_\delta(\delta) \). Given \( \alpha > \delta \), \( \eta(\alpha, \delta) \) will be the stopping time \( \inf \{ \nu_k(\delta) : |Z_{\nu_k(\delta)}| > f(\alpha, \delta) \} \), where \( f(\alpha, \delta) \) is that unique nonnegative number satisfying \( EN(\eta(\alpha, \delta)) = \alpha/\delta \), which implies \( \lim_{t \to \infty} E|X_{\min(t, \eta(\alpha, \delta))}| = \alpha \) by Lemma 4.2. Also, Lemma 4.3 guarantees that, if \( \delta \) is fixed, \( E|Y_{\eta(\alpha, \delta)}|^p \) increases as \( \alpha \) increases. Together with Theorem 3.1 and Lemmas 4.2 and 4.3 this gives

**Theorem 4.1.** Let \( 0 < \delta < 1 \) and \( \alpha > \delta \) be real numbers. If \( T \in J(\delta) \) and \( \lim_{t \to \infty} E|X_{\min(t,T)}| \leq \alpha \), then \( E|Y_T|^p \leq E|Y_{\eta(\alpha, \delta)}|^p \).
5. Proof of Theorem 2.2. Theorem 2.2 will first be proved for the special
case \( r = 0 \) in (2.8), which amounts to proving Theorem 2.1 for the special case
\( \mu(A) = 0 \). For \( 0 < \delta < \infty \) define the stopping time \( \theta_\delta \) by \( \theta_\delta = \inf\{r_r(\delta) : |Y_r(\delta)| \geq 1 + \delta \} \), and if \( a > 0 \) define \( \tau_aSP = \inf\{t \geq 0 : X_t = 0 \text{ and } |Y_t| > a\} \).

Then linearity gives \( \lim_{r \to \infty} E|X_{\min(t, \tau_aSP)}| = a \). Since \( \theta_\delta \geq \tau_{(1 + \delta)SP} \),

(5.1) \( \lim_{r \to \infty} E|X_{\min(t, \theta_\delta)}| \geq 1 + \delta \).

Arguments of §3 together with Lemma 4.2 imply \( \lim_{r \to \infty} E|X_{\min(t, \theta_\delta)}| < \infty \).

Since \( P(Z_t \text{ ever hits } \pm 1) = 0 \), \( P(\lim_{\delta \to 0} \theta_\delta = \tau_{SP}) = 1 \), and thus using the dominated convergence theorem via Lemma 4.1 we get

(5.2) \( \lim_{\delta \to 0} E|Y_{\theta_\delta}|^p = E|Y_{\tau_{SP}}|^p \).

Now let \( e \) be any stopping time for \( Z_t \) satisfying \( \|e\| = 0 \) and
\( \lim_{t \to \infty} E|X_{\min(t, e)}| = 1 \). Define \( a(\delta) = \inf\{t > e : |X_t(\delta)| = \delta \} \) and \( b(\delta) = \inf\{t > a(\delta) : X_t = 0\} \). Then \( b(\delta) \) is in class \( J(\delta) \) and an argument similar to that used to prove Lemma 4.2 gives

(5.3) \( \lim_{t \to \infty} E|X_{\min(t, b(\delta))}| = \lim_{t \to \infty} E|X_{\min(t, e)}| + \delta = 1 + \delta \).

Also, since clearly \( Y_{b(\delta)} \to Y_e \) in probability,

(5.4) \( \lim_{\delta \to 0} E|Y_{b(\delta)}|^p \geq E|Y_e|^p \).

Theorem 4.1 with \( \alpha = \lim_{r \to \infty} E|X_{\min(t, \theta_\delta)}| \) together with (5.1) and (5.3) imply

\( E|Y_{\theta_\delta}|^p \geq E|Y_{b(\delta)}|^p, \quad 0 < \delta < \infty \).

This together with (5.2) and (5.4) gives

\( E|Y_{\tau_{SP}}|^p \geq E|Y_e|^p \),

completing the proof of Theorem 2.2 in the case \( r = 0 \).

The following proposition can be proved by essentially minor modifications
in the proof of the above result, including both §§3 and 4, and its proof is not
given.

PROPOSITION 5.1. Let \( -1 < r < 1 \) be a real number and let \( e \) be a stopping
time satisfying \( \lim_{r \to \infty} E_r|X_{\min(t, e)}| = 1 \). Then

\( E_r|Y_e|^p \leq E_r|Y_{\tau_{SP}}|^p \).
where $m(r)$ satisfies

$$\lim_{t \to \infty} E_r |X_{\min(t, \tau_m(r)SP)}|^l = 1.$$ 

The proof of Theorem 2.2 will be completed by showing that

$$E_r |Y_{\tau_m(r)SP}|^p \leq E |Y_{SP}|^p, \quad -1 < r < 1.$$  

Note $m(0) = 1$. It is not hard to show that $m(\pm 1) = 0$. Inequality (5.5) will be shown by constructing a stopping time $\psi = \psi_r$ satisfying $\lim_{t \to \infty} E |X_{\min(t, \psi)}| = 1$ and

$$E |Y_{\psi}|^p = E_r |Y_{\tau_m(r)SP}|^p.$$ 

Since Theorem 2.2 is already proved for $r = 0$ this and Proposition 5.1 establish (5.5). Let $\alpha = \inf \{ t > 0: |X_t| = r/2 \}$ and let $\psi = \inf \{ t > \alpha: X_t = 0 \} \land |Y_t| \geq m(r)$. Note that if $Z_t$ starts at $r$ then $\psi$ and $\tau_m(r)SP$ are the same. Also note that the distributions of $Z_t$ under $P_r$ and $P$ are the same, and thus the distributions of $Y_{\psi}$ under $P$ and under $P_r$ are the same, which gives (5.6). For a fixed $t > 0$, the distributions of $|X_{\min(t, \psi)}|^{I(t > \alpha)}$ under $P$ and $P_r$ are the same, as are the distributions of $|X_{\min(t, \psi)} - r/2|^{I(t < \alpha)}$. Thus

$$|E_r |X_{\min(t, \psi)}|^l - E |X_{\min(t, \psi)}|^l | \leq rP(t < \alpha) \to 0 \quad \text{as} \quad t \to \infty,$$

implying

$$\lim_{t \to \infty} E |X_{\min(t, \psi)}|^l = \lim_{t \to \infty} E_r |X_{\min(t, \psi)}|^l = \lim_{t \to \infty} E_r |X_{\min(t, \tau_m(r)SP)}|^l = 1.$$ 

Albert Baernstein II has observed that the proof here almost unchanged gives that $\|v\|^p$ is also the best constant in the inequality $\|f + \tilde{f}\|^p \leq K_p \|f\|_1$, $0 < p < 1$.
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