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ABSTRACT. The diagonal of the product of two triangular matrices
is the product of the diagonals of each matrix. This idea is used to characterize
partially ordered linear algebras which have order properties similar to an
algebra of real triangular matrices.

1. Introduction and basic definitions. This paper is motivated by the work
of Kadison and Singer [6] on triangular operator algebras, but instead of dealing
with a normed linear algebra of operators, we consider an abstract partially or-
dered linear algebra (pola). It should be pointed out that the algebra of all norm
bounded operators on a real Banach space can always be regarded as a pola [3].
Although the basic concept is the same as in [6], our approach is somewhat dif-
ferent and centers on the fact that in an algebra of upper triangular matrices
the diagonal of the product of two matrices is equal to the product of the diag-
onals (see §4). The examples in §2 will illustrate this difference.

The basic references on partially ordered linear spaces and algebras are [1],
[8], [9], [10]. The basic references on operator algebras with a “diagonal”
and on triangular operator algebras are [4], [5], [6], [7]. In this paper the
term “operator” always refers to a linear operator.

The basic definitions needed in this paper will now be given. The basic
reference is Dai [2], but the reader should note that the term “polac” used there
has the same meaning as “dsc-pola” used in this paper. A partially ordered linear
algebra (pola; denoted by \( A \)) is a real linear associative algebra which is partially
ordered so that it is a directed partially ordered linear space and \( 0 < xy \) when-
ever \( x, y \in A \), \( 0 < x \), \( 0 < y \). We also assume that \( A \) has a multiplicative identity
\( 1 > 0 \). A Dedekind \( \sigma \)-complete pola (dsc-pola) \( A \) is one having the property: If
\( x_n \in A \), \( 0 < \cdots < x_2 < x_1 \), then \( \inf \{ x_n \} \) exists. Order convergence is defined
as usual. A dsc-pola \( A \) has the Archimedean property: if \( x, y \in A \) and \( nx < y \)
for every positive integer \( n \), then \( x < 0 \).

The fact that \( A \) is directed plays an important role. This means that if \( x \)
\( \in A \), then there exists \( y \in A \) such that \( 0 \leq y \) and \( x \leq y \). The reader can easily verify that this is equivalent to the following assumption: If \( x \in A \), then there exist elements \( y, z \in A \) such that \( 0 \leq y, 0 \leq z \) and \( x = y - z = (1 + y) - (1 + z) \).

We define addition and multiplication of subsets as usual. Thus, if \( S_1 \) and \( S_2 \) are any two nonempty subsets of \( A \) and \( \beta \) is a real number, we define \( \beta S_1 \pm S_2 = \{ \beta x_1 \pm x_2 : x_1 \in S_1 \text{ and } x_2 \in S_2 \} \) and \( S_1 S_2 = \{ x_1 x_2 : x_1 \in S_1 \text{ and } x_2 \in S_2 \} \).

We now define the diagonal part of a dsc-pola. It is important to point out that this is an "order concept" and does not necessarily relate to the concept of a diagonal as discussed by Kadison and Singer. We first define \( I = \{ y : y > 1 \text{ and } y^{-1} > 0 \} \) and then define \( A_1 = I - I \). We call \( A_1 \) the diagonal (or functional) part of \( A \). The elements of \( A_1 \) behave like diagonal matrices or real-valued functions. We will summarize the basic properties of \( A_1 \) in \( \S 3 \).

We next define a diagonal projection (DP) map \( \Delta : A \rightarrow A_1 \) as a linear map which has the following two properties: (1) \( \Delta(1) = 1 \); (2) if \( x > 0 \), then \( 0 \leq \Delta(x) \leq x \). Since \( \Delta \) is linear, it follows from (2) that \( \Delta \) is isotone. This map was considered by Dai; see p. 671 of [2], but note that Dai uses \( d(\cdot) \) instead of \( \Delta(\cdot) \). He shows that if \( A \) is a lattice, then a DP map always exists, but Example 4 in \( \S 2 \) shows that in some cases a DP map may not exist. In \( \S 3 \) it will be shown that if \( \Delta \) exists, then it is unique. In \( \S 4 \) we discuss various natural properties which imply that \( \Delta \) is multiplicative. The reader should note that a diagonal projection map is related to the so-called "diagonal process" defined by Kadison and Singer; see p. 387 of [5] or p. 109 of [4].

2. Examples. The following examples are given to illustrate the basic concepts involved. In particular, they illustrate the difference between our approach and that of Kadison and Singer. In order to keep the notation simple, we make the following convention: In each example we give a real linear algebra \( A \) and then define a subset \( K \subset A \) which acts as the "positive cone." As usual, if \( x, y \in A \), then \( x \leq y \) means that \( y - x \in K \). The reader may fill in the necessary details.

The first four examples are quite simple and are intended to show that the same real linear algebra can be partially ordered in various ways to give quite different results.

**Example 1.** The real linear algebra \( A \) is the set of quadruples \( x = (\alpha_1, \alpha_2, \alpha_3, \alpha_4) \) of real numbers, where we add and multiply componentwise. Multiplication by a real scalar is defined in the same way. By definition \( x \in K \) if and only if \( 0 \leq \alpha_i \) for \( i = 1, 2, 3, 4 \). Thus, \( A \) is a dsc-pola and \( A = A_1 \).

Hence, we may define \( \Delta(x) = x \) for all \( x \in A \).
Example 2. The real linear algebra $A$ is the same as in Example 1. By definition $x \in K$ if and only if $0 \leq \alpha_1 \leq \alpha_2 \leq \alpha_3 \leq \alpha_4$. Thus, $A$ is a dsc-pola and is also a lattice. It is easy to show that $A_1 = \{ \beta 1 : \beta \text{ is a real number} \}$. We define $\Delta(x) = \alpha_1 1$.

Example 3. The real linear algebra $A$ is the same as in Example 1. By definition $x \in K$ if and only if $0 \leq \alpha_1 \leq \alpha_2 \leq \alpha_3 \leq \alpha_4$. Thus, $A$ is a dsc-pola (but not a lattice) and $A_1$ is the same as in Example 2. We define $\Delta(x) = \alpha_1 1$.

Example 4. The real linear algebra $A$ is the same as in Example 1. By definition $x \in K$ if and only if $0 \leq \alpha_i \leq \alpha_4$ for $i = 1, 2, 3$. Thus, $A$ is a dsc-pola (but not a lattice) and $A_1$ is the same as in Example 2. However, in this example there is no diagonal projection map.

Example 5. The real linear algebra $A$ is the algebra of matrices

$$x = \begin{bmatrix} \alpha & \beta \\ \beta & \alpha \end{bmatrix},$$

where $\alpha$ and $\beta$ are real numbers. By definition $x \in K$ if and only if $\alpha \geq 0$ and $\beta \geq 0$. Thus, $A$ is a dsc-pola and is also a lattice. It is easy to show that $A_1 = \{ \lambda 1 : \lambda \text{ is a real number} \}$. We define $\Delta(x) = \alpha 1$.

Example 6. The real linear algebra $A$ is the algebra of infinite matrices $x = [\alpha_{ij}]$, where $i, j = 1, 2, 3, \ldots$, which are in upper triangular form. This means that $\alpha_{ij} = 0$ for $i < j$. Of course, the $\alpha_{ij}$ are real numbers. By definition $x \in K$ if and only if $\alpha_{ij} \geq 0$ for all $i, j$. Thus, $A$ is a dsc-pola and also a lattice. In this case $A_1$ is just the subalgebra of diagonal matrices. We define $\Delta(x) = [\alpha_{ij} \delta_{ij}]$.

This example has a curious property which will be discussed later. If we define the diagonal matrix $a = [\delta_{ij}]$, then for any $z \in A$, where $z \geq 0$ and $\Delta(z) = 0$, we have $z + az \leq za$.

Example 7. This example is the same as Example 6 except that here we consider only row-finite matrices; that is, each row eventually consists only of zero entries.

Example 8. This example is the same as Example 6 (or Example 7) except that here we require the sequence $\{ \alpha_{ii} \}$ of diagonal entries to be a bounded sequence of real numbers.

Example 9. This example is the same as Example 6 but here we consider infinite matrices in lower triangular form. This means that $\alpha_{ij} = 0$ for $i < j$.

Although the above nine examples are quite elementary, they are sufficient for our purposes. More substantial examples may be found in [2]; see Example 5.6 on p. 679 and Example 5.7 on p. 680. Examples relating to operators on a
Hilbert space may be found in [6]. The reader will find an excellent discussion on lattices of operators in Chapter 4 of Schaefer [9].

3. General properties of a diagonal projection map. We first list those properties of the diagonal part $A_1$ (defined in §1) that will be needed in this paper. Proofs of these properties can be found in [2].

**Lemma 3.1. Basic Properties of the Diagonal Part.** The diagonal part $A_1$ is nonempty and $1 \in A_1$. It is a commutative directed order-convex sub-dsc-pola of $A$ and is closed with respect to order convergence. Of particular importance are:

1. If $a \in A_1$ and $a^2 = 0$, then $a = 0$;
2. If $a \in A_1$ and $0 \leq a^n \leq w$ (w $\in A$) for all $n = 1, 2, \ldots$, then $0 \leq a < 1$;
3. If $b \in A_1$ and $b > 0$, then there exists $a \in A_1$ such that $0 \leq a < 1$ and $b = \sum_{k=1}^{\infty} a^k$;
4. If $a, b \in A$, $a > 0$, $b > 1$ and $ab = 1$, then $a, b \in A_1$;
5. If $a \in A_1$, $b \in A$ and $ab = 1$, then $b \in A_1$ and $ba = 1$.

**Theorem 3.2.** The basic properties of a diagonal projection map $A$ are:

1. If $a \in A_1$, then $A(a) = a$;
2. If $a \in A_1$ and $x \in A$, then $A(ax) = A(xa) = aA(x)$;
3. If $x, y \in A, x > 0$ and $y > 0$, then $0 \leq A(x)A(y) \leq A(xy)$.

**Proof.** To prove part (1) we first note that if $0 < c < 1$, then we may put $b = 1 - c > 0$, so that $b - A(b) + c - A(c) = 0$, where we use the fact that $A(b + c) = A(1) = 1$. Since $b - A(b) > 0$ and $c - A(c) > 0$, we get $A(c) = c$. Thus, if $0 < c < 1$, then $A(c) = c$.

Now if we select any $d \in A_1$, $d > 0$, then there exists an element $c$ such that $0 \leq c < 1$ and $d = \sum_{k=1}^{\infty} c^k$. This is part (3) of Lemma 3.1. If we define the partial sums $s_n = \sum_{k=1}^{n} c^k$, then it can be shown by induction (using the result of the previous paragraph) that $A(s_n) = s_n$ for all $n$. Now $0 \leq d - A(d) \leq d - A(s_n) = d - s_n$ for all $n$. Since $\inf\{d - s_n\} = 0$, we get $A(d) = d$. Finally, since $A_1$ is directed, for any $a \in A_1$, we may find $d_1, d_2 \in A_1$ such that $d_1 > 0, d_2 > 0$ and $a = d_1 - d_2$. Thus, $A(a) = A(d_1) - A(d_2) = d_1 - d_2 = a$.

To prove part (2) we proceed as we did above. Thus, if $0 < c < 1, b = 1 - c, y \in A$ and $y > 0$, then $A(y) = bA(y) + cA(y) = A(by) + A(cy)$, so that $A(by) - bA(y) + A(cy) - cA(y) = 0$. Since $0 \leq bA(y) \leq by$ and $bA(y) \in A_1$, we obtain $0 \leq bA(y) \leq A(by)$. Thus, $A(by) - bA(y) > 0$ and $A(cy) - cA(y) > 0$, so that $A(cy) = cA(y)$. To summarize: if $0 < c < 1, y \in A$ and $y > 0$, then $A(cy) = cA(y)$.

Now if we select any $d \in A_1$, $d > 1$, then $0 \leq d^{-1} < 1$. Hence, if $y \in A$
and \( y > 0 \), then \( \Delta(y) = \Delta(d^{-1}dy) = d^{-1}\Delta(dy) \), so that \( d\Delta(y) = \Delta(dy) \). Finally, we may use the fact that both \( A \) and \( A_1 \) are directed to show that \( \Delta(ax) = a\Delta(x) \) for any \( a \in A_1 \) and \( x \in A \). Clearly we may repeat the above argument to show that \( \Delta(xa) = \Delta(x)a \) for any \( a \in A_1 \) and \( x \in A \). Since \( A_1 \) is a commutative sub-dsc-pola of \( A \), it follows that \( a\Delta(x) = \Delta(x)a \).

To prove part (3) we note that if \( x \gg 0 \) and \( y \gg 0 \), then \( 0 \ll \Delta(x) \ll x \) and \( 0 \ll \Delta(y) \ll y \), so that \( 0 \ll \Delta(x)\Delta(y) \ll xy \). Since \( \Delta(x)\Delta(y) \in A_1 \), we obtain the final result: \( 0 \ll \Delta(x)\Delta(y) \ll \Delta(xy) \).

The next theorem establishes the uniqueness of a diagonal projection map.

**Theorem 3.3.** If \( \Delta_1 \) and \( \Delta_2 \) are both diagonal projection maps, then \( \Delta_1(x) = \Delta_2(x) \) for all \( x \in A \).

**Proof.** For \( y \in A \) and \( y \gg 0 \) let us define \( a_1 = \Delta_1(y) \in A_1 \) and \( a_2 = \Delta_2(y) \in A_1 \). Since \( 0 \ll a_1 \ll y \), we get \( a_1 = \Delta_2(a_1) \ll \Delta_2(y) = a_2 \). Similarly, we can show \( a_2 \ll a_1 \), so that \( \Delta_1(y) = \Delta_2(y) \). Since \( A \) is directed, it follows that \( \Delta_1(x) = \Delta_2(x) \) for all \( x \in A \).

**Lemma 3.4.** If \( w, x \in A \) are such that \( 0 \ll x^n \ll w \) for all \( n = 1, 2, \ldots \), then \( 0 \ll \Delta(x^n) \ll 1 \) for all \( k = 1, 2, \ldots \).

**Proof.** For each \( k \) define \( y = x^k \) and note that \( 0 \ll y^n \ll w \) for all \( n \).

Hence, \( 0 \ll \Delta(y^n) \ll \Delta(y^n) \ll \Delta(w) \ll w \) for all \( n \) (we used part (3) of Theorem 3.2 here). From part (2) of Lemma 3.1 we obtain \( 0 \ll \Delta(y) \ll 1 \). Hence, \( 0 \ll \Delta(x^n) \ll 1 \) for all \( k = 1, 2, \ldots \).

We now introduce two important subsets of \( A \) which will be used in \( \S 4 \).

We define \( N_1 = \{ z : z \gg 0 \) and \( \Delta(z) = 0 \} \) and \( N_2 = \{ z : z \gg 0 \) and \( \Delta(z^2) = 0 \} \).

**Lemma 3.5.** \( N_2 \subset N_1 \).

**Proof.** If \( z \in N_2 \), then \( 0 \ll z \) and \( 0 \ll \Delta(z^2) \ll \Delta(z^2) = 0 \), so that \( \Delta(z^2) = 0 \) (we used part (3) of Theorem 3.2 here). Since \( \Delta(z) \in A_1 \) and \( \Delta(z)^2 = 0 \), we may use part (1) of Lemma 3.1 to obtain \( \Delta(z) = 0 \). Hence, \( z \in N_1 \).

**Lemma 3.6.** \( N_1 = N_2 \) if and only if \( N_1N_1 \subset N_1 \).

**Proof.** Suppose that \( N_1 = N_2 \). Take elements \( z_1, z_2 \in N_1 \) and put \( z = z_1 + z_2 \). Since \( z \in N_1 = N_2 \) and \( 0 \ll z_1z_2 \ll z^2 \), we obtain \( 0 \ll \Delta(z_1z_2) \ll \Delta(z^2) = 0 \), which means that \( z_1z_2 \in N_1 \). Hence, \( N_1N_1 \subset N_1 \).

To show that \( N_1N_1 \subset N_1 \) implies \( N_1 = N_2 \) is trivial.

**Lemma 3.7.** If \( x \in A \) and \( \Delta(x) = 0 \), then \( x \in N_1 - N_1 \).

**Proof.** If \( x \in A \) and \( \Delta(x) = 0 \), then we may use the fact that \( A \) is directed to select an element \( y \in A \) such that \( 0 \ll y \) and \( x \ll y \). Since \( y - x \gg 0 \),
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0, we have $0 \leq \Delta(y - x) \leq y - x$, from which it follows that $x \leq y - \Delta(y)$. Defining $z_1 = y - \Delta(y)$ and $z_2 = z_1 - x$, we can easily show that $z_1, z_2 \in N_1$ and $x = z_1 - z_2$. Thus, $x \in N_1 - N_1$. Note that if we put $z = z_1 + z_2$, then $z \in N_1$ and $-z \leq x \leq z$.

4. Properties which imply that $\Delta$ is multiplicative. Although we assume here that $A$ has a diagonal projection map, the reader should note that some of the properties considered do not require the existence of $\Delta$. The most important fact is the following.

**Lemma 4.1.** If $N_1 = N_2$, then $\Delta$ is multiplicative. (By Lemma 3.5, we only need $N_1 \subseteq N_2$.)

**Proof.** Since $A$ is directed, we only need to show that if $x > 1$ and $y > 1$, then $\Delta(xy) = \Delta(x)\Delta(y)$. Since $\Delta(x) > 1$ and $\Delta(x) \in A_1$, we must have $0 < \Delta(x)^{-1} < 1$. If we define $x_1 = \Delta(x)^{-1}x$, then $\Delta(x_1) = 1$ and $1 \leq x_1$ because $\Delta(x) \leq x$. Similarly, we may define $y_1 = y\Delta(y)^{-1}$, so that $\Delta(y_1) = 1 \leq y_1$. Now if we put $w = x_1 - 1$ and $z = y_1 - 1$, then $w, z \in N_1$. Since $N_1 = N_2$, we have $N_1 N_1 \subseteq N_1$ from Lemma 3.6, which means $\Delta(wz) = 0$. Since $x_1 y_1 = 1 + w + z + wz$, we get

$$1 = \Delta(x_1 y_1) = \Delta(x)^{-1} \Delta(xy) \Delta(y)^{-1}$$

by using part (2) of Theorem 3.2. Hence, $\Delta(xy) = \Delta(x)\Delta(y)$.

**Theorem 4.2.** If $N_1 - N_1$ is a one-sided ideal (in the sense of ring theory), then $\Delta$ is multiplicative.

**Proof.** If $N_1 - N_1$ is a one-sided ideal, then $N_1 N_1 \subseteq N_1$. From Lemma 3.6 it follows that $N_1 = N_2$. From Lemma 4.1 it follows that $\Delta$ is multiplicative.

The reader should note that the converse of the above theorem is true and is easily verified by routine computation (but one must use Lemma 3.7); in fact, $N_1 - N_1$ is a two-sided ideal. The reader should also refer to Definition 29 on p. 109 of [4].

**Theorem 4.3.** Suppose $A$ has the property: if $x, y \in A$, $\Delta(x) > 0$ and $\Delta(y) > 0$, then $\Delta(xy) > 0$. Then $\Delta$ is multiplicative.

**Proof.** For any $z \in N_1$ we define $x = 1 - z$ and $y = z$. Hence, $\Delta(x) = 1 > 0$ and $\Delta(y) = 0$. By the above property, $\Delta(xy) = \Delta(z - z^2) > 0$, so that $\Delta(z^2) < \Delta(z) = 0$. Since $\Delta(z^2) > 0$, we obtain $\Delta(z^2) = 0$, which means that $z \in N_2$. This shows that $N_1 \subseteq N_2$ and from Lemma 4.1 it follows that $\Delta$ is multiplicative.

The property of Theorem 4.3 holds in Examples 6 through 9 but does not hold in Example 5.
The following property is more easily understood by referring to §5 on some false conjectures.

**Theorem 4.4.** Suppose A has the property: if \( x \in A \), then there exists \( w \in N_2 \) such that \( x^2 \geq -w \). (Note that this implies that \( \Delta(x^2) \geq -\Delta(w) = 0 \).) Then \( \Delta \) is multiplicative.

**Proof.** We first use this property to show that \( N_1N_2 \subseteq N_1 \). If we take \( z \in N_1 \) and \( w \in N_2 \), then \( \Delta((nw - z)^2) \geq 0 \) for all \( n = 1, 2, \ldots \). Therefore, \( 0 \leq n\Delta(wz + zw) \leq \Delta(z^2) \) for all \( n \), which means that \( \Delta(wz) = \Delta(zw) = 0 \) by using the Archimedean property. Hence, \( N_1N_2 \subseteq N_1 \) and \( N_2N_1 \subseteq N_1 \).

If we take \( z \in N_1 \), then for each positive integer \( n \) there exists \( w_n \in N_2 \) such that \( (n1 - z)^2 \geq -w_n \). By rewriting and multiplying by \( z \) on the left, we obtain \( 0 \leq 2nz^2 \leq n^2z + zw_n + z^3 \). Since \( zw_n \in N_1N_2 \subseteq N_1 \), we have \( \Delta(zw_n) = 0 \). Therefore, \( 0 \leq n\Delta(z^2) \leq \Delta(z^3) \) for all \( n = 1, 2, \ldots \). From the Archimedean property we obtain \( \Delta(z^2) = 0 \). Thus, \( N_1 \subseteq N_2 \) and from Lemma 4.1 it follows that \( \Delta \) is multiplicative.

The above property holds in Examples 6 through 9 but not in Example 5.

**Lemma 4.5.** If \( x, y \in A \) are elements such that \( x \leq 1, 0 \leq y \) and \( 1 \leq xy \), then \( 0 \leq (1 - x)^n \leq y \) for all \( n = 1, 2, \ldots \).

**Proof.** See Proposition 3 on p. 640 of [3].

**Theorem 4.6.** Suppose A has the property: if \( z \in A \) and \( z \geq 0 \), then there exists \( a \in A_1 \) such that \( a \leq 1 + z \), \( a - z \) has an inverse and \( 0 \leq (a - z)^{-1} \). Then \( \Delta \) is multiplicative.

**Proof.** If we take any \( z \in N_1 \), then \( z \geq 0 \), so that by the above property there exists \( a \in A_1 \) such that \( a \leq 1 + z \) and \( 0 \leq (a - z)^{-1} \). Since \( a \in A_1 \), we have \( a = \Delta(a) \leq \Delta(1 + z) \leq 1 \). Therefore, \( a - z \leq 1 - z \leq 1 \) and \( 1 \leq (1 - z)(a - z)^{-1} \). Taking \( 1 - z = x \) in Lemma 4.5, we see that \( 0 \leq z^n \leq (a - z)^{-n} \) for all \( n = 1, 2, \ldots \). From Lemma 3.4 it follows that \( 0 \leq \Delta(z^2) \leq 1 \).

If \( z \in N_1 \), then \( nz \in N_1 \) for all \( n = 1, 2, \ldots \). From the previous paragraph it follows that \( 0 \leq n^2\Delta(z^2) \leq 1 \) for all \( n = 1, 2, \ldots \). From the Archimedean property we obtain \( \Delta(z^2) = 0 \). Thus, \( N_1 \subseteq N_2 \) and from Lemma 4.1 it follows that \( \Delta \) is multiplicative.

The above property holds in Examples 6 and 9 but not in Examples 5 and 7. This property is what is needed to prove an abstract version of the statement that a triangular matrix has an inverse if and only if its diagonal has an inverse.

**Theorem 4.7.** Suppose A has the property described in Theorem 4.6. If \( x \in A \) and \( x \) has a left or right inverse, then \( \Delta(x) \) has a full inverse. If \( \Delta(x) \) has a left or right inverse, then \( x \) has a full inverse. Hence, it follows that if \( x \)
has a left or right inverse, then it has a full inverse.

PROOF. Suppose \( x, y \in A \) and \( xy = 1 \). Since \( \Delta \) is multiplicative, we have \( \Delta(x)\Delta(y) = 1 \). Since \( A_1 \) is commutative, we also have \( \Delta(y)\Delta(x) = 1 \), which means that \( \Delta(y) = \Delta(x)^{-1} \).

Next suppose that \( b, x \in A \) and \( \Delta(x)b = 1 \). From part (5) of Lemma 3.1 it follows that \( b \in A_1 \) and \( b\Delta(x) = \Delta(bx) = 1 \) (we used part (2) of Theorem 3.2 here). If we define \( w = 1 - bx \), then \( \Delta(w) = 0 \). From Lemma 3.7 there exists \( z \in N_1 \) such that \( -z \leq w \leq z \). We now use the proof of Theorem 4.6 and Propositions 2, 3 and 4 of [3] to assert that \( 1 - w \) has an inverse. From above we see that \( x = \Delta(x)(1 - w) \), which means that \( x^{-1} = (1 - w)^{-1}b \).

**Theorem 4.8.** Suppose \( A \) has the property: if \( z \in N_1 \), then there exists \( a \in A_1 \) such that \( z + az \leq za \). Then \( \Delta \) is multiplicative.

PROOF. If \( z \in N_1 \) and \( a \in A_1 \) is as described in the theorem, then \( z^2 + zaz \leq z^2a \) and \( z^2 + az^2 \leq za \). Hence, \( 2z^2 + az^2 \leq z^2a \), so that \( 2\Delta(z^2) + a\Delta(z^2) \leq \Delta(z^2)a \) or \( \Delta(z^2) \leq 0 \) (we used part (2) of Theorem 3.2 here). Therefore, \( \Delta(z^2) = 0 \) so that \( z \in N_2 \). Since \( N_1 \subseteq N_2 \), it follows from Lemma 4.1 that \( \Delta \) is multiplicative.

This rather curious property was mentioned in Example 6 and it also holds in Example 7; in both cases upper triangular matrices are involved. It does not hold in Example 9 because the matrices are lower triangular. It also does not hold in Example 8 because the diagonal is a bounded sequence of real numbers.

**Theorem 4.9.** Suppose \( A \) has the property: if \( x, y \in A, x > 0, y > 0 \) and \( xy > 1 \), then there exist \( a, b \in A \) such that \( 0 < a < x, 0 < b < y \) and \( ab = 1 \). Then \( \Delta \) is multiplicative.

PROOF. If \( z \in N_1 \), we define \( c = [1 + \Delta(z^2)]^{-1} \); thus, \( 0 < c < 1 \). We next define \( x = c(1 + z) \) and \( y = 1 + z \). It is easy to show that \( xy \geq \Delta(xy) = 1 \); the reader should note here that \( \Delta(x) = \Delta(c) = c \). Let \( a, b \in A \) be as described in the theorem. Since \( 0 < a < x, b < y \) and \( 1 < y \), we obtain \( xy - 1 = xy - ab \geq (x - a)y \geq x - a \geq 0 \) and \( xy - 1 = xy - ab \geq a(y - b) \geq 0 \).

Since \( \Delta(xy - 1) = 0 \), it follows that \( \Delta(a) = \Delta(x) = c \) and \( \Delta(a)\Delta(y - b) = 0 \). Since \( \Delta(c) = c \) and \( c^{-1} \) exists, it follows that \( 1 = \Delta(y) = \Delta(b) \leq b \). Since \( a \geq 0, b \geq 1 \) and \( ab = 1 \), we may use part (4) of Lemma 3.1 to assert that \( b \in A_1 \), which means that \( \Delta(b) = b \). Since \( \Delta(b) = 1 \), we get \( a = b = c = 1 \), which means that \( \Delta(z^2) = 0 \). Hence, \( z \in N_2 \). Since \( N_1 \subseteq N_2 \), it follows from Lemma 4.1 that \( \Delta \) is multiplicative.

The above property holds in Examples 6 through 9 but not in Example 5.
5. Some false conjectures. By looking at triangular matrices, one might conjecture that each of the following properties implies that $\Delta$ is multiplicative.

Property 5.1. If $x, y \in A$, then $\Delta(xy) = \Delta(yx)$.

Property 5.2. If $x \in A$, then $\Delta(x^2) \geq 0$.

Property 5.3. If $x \in A$, then $x^2 \geq -w$, where $w \in N_1$. (Compare with Theorem 4.4.)

These properties hold in Example 5, but $\Delta$ is not multiplicative in that example.
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