COMPOSITION SERIES AND INTERTWINING OPERATORS
FOR THE SPHERICAL PRINCIPAL SERIES. I

BY
KENNETH D. JOHNSON AND NOLAN R. WALLACH

Abstract. Let $G$ be a connected semisimple Lie group with finite center and let $K$ be a maximal compact subgroup. Let $\pi$ be a not necessarily unitary principal series representation of $G$ on the Hilbert space $H^*$. If $X^*$ denotes the space of $K$-finite vectors of $H^*$, $\pi$ induces a representation $\pi_0$ of $U(g)$, the enveloping algebra of the Lie algebra of $G$, on $X^*$.

In this paper, we determine when $\pi_0$ is irreducible, and if $\pi_0$ is not irreducible we determine the composition series of $X^*$ and the structure of the induced representations on the subquotients. Explicit computation of the intertwining operators for the different principal series representations are obtained and their relationship to polynomials defined by B. Kostant are obtained.

1. Introduction. Let $G$ be a connected semisimple Lie group with finite center. Let $G = KAN$ be an Iwasawa decomposition of $G$. That is, $K$ is a maximal compact subgroup of $G$, $AN$ is a solvable subgroup of $G$ with $A$ a vector group normalizing $N$, a simply connected nilpotent subgroup of $G$. Furthermore, the map of $K \times A \times N$ to $G$ given by $(k, a, n) \mapsto kan$ is an analytic diffeomorphism. Let $M$ be the centralizer of $A$ in $K$. Let $g, t, m, a,$ and $n$ denote the Lie algebras of $G, K, M, A,$ and $N$ respectively. $\exp$ is a Lie isomorphism from $a$ to $A$. We denote its inverse by $\log$. Finally, if $g \in G$,

$$g = k(g)\exp H(g)n(g)$$

where $k(g) \in K$, $H(g) \in a$ and $n(g) \in N$ and $k(g), H(g)$ and $n(g)$ are unique. We will use this notation throughout this paper.

If $\xi: M \to \mathcal{E}(H, H)$ is an irreducible unitary representation of $M$ and if $\nu \in a_C^*$ we define $H^{\xi,\nu}$ to be the space of all measurable functions $f: G \to H$ so that:

$$f(gm) = \xi(m)^{-1}e^{-\nu(\log a)}f(g) \quad \text{for } g \in G, m \in M,$$

$$a \in A, n \in N;$$

and
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Then $H^x$ is a Hilbert space relative to $\| \cdot \|$ and left translation by elements of $G$ induces a continuous representation $\pi_{x^r}$ of $G$ on $H^x$. That is, if $f \in H^x$ and $g \in G$, $(\pi_{x^r}(g)f)(x) = f(g^{-1}x)$. The elements $(\pi_{x^r}, H^x)$ are called the principal series of $G$. If $X^x$ denotes the $K$-finite elements of $H^x$ then the elements of $X^x$ are in fact analytic functions on $G$. $\pi_{x^r}$ thus induces a representation of the universal enveloping algebra of $g$ on $X^x$. If $\xi = 1$ is the trivial representation of $M$ (this gives the so-called spherical principal series of $G$) we shall denote $\pi_{1^r}, H^{1^r}$ and $X^{1^r}$ by $\pi_{\rho^r}, H^\rho$ and $X^\rho$ respectively. Of special interest to us will be the function $1^r \in X^\rho$ which is 1 on $K$.

A natural question one may ask concerning these representations is what is the Jordan-Hölder series of $H^x$ under the action of $\pi_{x^r}$. A partial answer to this question was provided by Kostant [10] who determined which spherical principal series representations are irreducible.

This paper is the first of two papers dealing with the study of the composition series of the principal series of $G$. In this paper, we give complete descriptions of the composition series in the case that $G$ is a classical split rank 1 group and $\xi$ is the trivial representation of $M$. In the second paper [7], the problem is solved for the split rank 1 group of real type $F_d$. The two cases are separated since the classical groups may be dealt with in an almost uniform manner, whereas the study of $F_d$ involves an examination of the exceptional simple Jordan algebra and thus merits its own exposition.

In the course of our analysis, we give explicit formulas for the intertwining operators from $X^\rho$ to $X^{1^r}$ which we show for a general $G$ (not necessarily of split rank 1) may be expressed in terms of quotients of the “$P^r$”-matrices defined by Kostant [10]. We also compute the “partial intertwining operators” from $X^\rho$ to $X^{1^r}$, and this enables us to determine which subquotients of the composition series of $X^\rho$ are unitarizable. In particular, we obtain Kostant’s results [10] on the existence of a complementary series.

We also show how to use our results to compute Kostant’s $P^r$-matrices in the case when $G$ is of split rank 1.

In addition to the results on the complementary series our results overlap with Kostant [10] on the irreducibility of the $H^\rho$ and with Knapp-Stein [9], Schiffmann [15] and Helgason [6] on intertwining operators. Our results on $SO(n, 1)$ can be found in Takahashi [17] and Vilenkin [18]. The results in the case $G = SU(2, 1)$ have been announced by Stern [16]. In the case $G = SL(2, R)$ ($SU(1, 1)$) our results can be found in Gelfand, Graev, Vilenkin [1] and Sally [14]. In the case $G = SL(2, C)$ ($SO(3, 1)$) the results can be found in Gelfand, et al. [1].

We now give a summary of the results in this paper. After a few brief remarks on the classical rank 1 groups we explicitly compute the $M$ fixed
vectors of $X^*$ which we shall describe both as polynomials and as hypergeometric functions. We then explicitly compute the action of $\pi(H)$ (where $RH = a$) on the $M$-fixed vectors. This allows us to compute the composition series and all the partial intertwining operators. We then show how to use our results to compute Kostant's $P^\gamma$-matrices in the case when $G$ is split rank 1. Finally, we obtain some results on the non-square-integrability of most of the representations but not all which occur as subquotients.

2. The classical rank one symmetric spaces. Let $F$ be one of the classical fields (that is $F$ is either the reals, $R$, the complexes, $C$, or the quaternions, $H$). Let $x \mapsto \bar{x}$ be the standard involution on $F$, and for $x$ in $F$ set $|x|^2 = xx$.

Consider $F^{n+1}$ as a right vector space over $F$, and on $F^{n+1}$ define the quadratic form $Q(x_1, \ldots, x_{n+1}) = |x_1|^2 + \cdots + |x_n|^2 - |x_{n+1}|^2$. We define $G$ to be the group of all $F$-linear transformations of $F^{n+1}$ preserving $Q$ with the additional property that, if $F = R$ or $C$ and $g \in G$, $\det g = 1$. Then if $F = R$, $C$ or $H$ respectively $G = SO(n, 1)$, $SU(n, 1)$ or $Sp(n, 1)$ respectively (these are the classical split rank 1 groups).

Let $e_1, \ldots, e_{n+1}$ be the standard basis of $F^{n+1}$ and let $K$ be the group of all elements $k$ in $G$ so that $k(e_{n+1}) \in e_{n+1}F$. Let $D^n$ be the unit ball in $F^n$, that is $D^n = \{(x_1, \ldots, x_n) | |x_1|^2 + \cdots + |x_n|^2 < 1\}$.

We now define an action of $G$ on $D^n$ as follows: If $z = z_1e_1 + \cdots + z_ne_n$ and $g \in G$ then $g(z + e_{n+1}) = y_1e_1 + \cdots + y_ne_n + y_{n+1}e_{n+1}$. Set

$$g \cdot z = y_1y_{n+1}^{-1}e_1 + \cdots + y_ne_n^{-1}e_n.$$  

Since

$$|y_1|^2 + \cdots + |y_n|^2 - |y_{n+1}|^2 < 0, \quad |z_1|^2 + \cdots + |z_n|^2 < 1,$$

this implies that $g \cdot z$ is in $D^n$. Thus $gD^n \subset D^n$ and in fact the action of $g$ is actually $C^\infty$ in a neighborhood of $D^n$.

We now show that $G$ acts transitively on $D^n$. If $u \in F^n$ let $u^*(w) = \langle u, w \rangle = \tilde{u}_1w_1 + \cdots + \tilde{u}_nw_n$ for $w$ in $F^n$. If $A$ is an $F$-linear transformation of $F^n$ and $u, v \in F^n$ and $w \in F$ define

$$\left( g = \begin{bmatrix} A & u \\ v^* & w \end{bmatrix} \right) \left( \begin{bmatrix} z \\ z_{n+1} \end{bmatrix} \right) = \left( \begin{bmatrix} Az + uz_{n+1} \\ v^*(z) + wz_{n+1} \end{bmatrix} \right)$$

for $z \in F^n$ and $z_{n+1} \in F$. Then $g$ defines an $F$-linear transformation of $F^{n+1}$.

If $z \in D^n$ set $\|z\|^2 = |z_1|^2 + \cdots + |z_n|^2$ and let $A[z]$ be the positive definite square root of $I + (z \otimes z^*)/(1 - \|z\|^2)$ where $(z \otimes z^*)(w) = z(z^*(w))$. $A[z]$ is clearly well defined. Now set
Here we use the natural identification that if \( u \in F^n \) so is \( u^* \).

A simple check shows that \( T[z] \) is in \( G \) and that \( T[z] \cdot 0 = z \). Thus we see that \( G \) acts transitively on \( D^n \).

A simple examination of \( G \) shows that if \( g \in G \), \( g \) is of the form \( g = (A^* u \ w) \) where \( A \) is an \( n \times n \) matrix, \( u, v \in F^n \) and \( w \in F \), and \( g^{-1} = (A^* \ w \ u) \) where \( A^* \) is the conjugate transpose of \( A \). Thus, we see that \( g \) consists of all matrices of the form

\[
X = \begin{pmatrix} A & u \\ u^* & w \end{pmatrix}
\]

where \( \begin{pmatrix} A & u \\ u^* & w \end{pmatrix} + \begin{pmatrix} A^* & -u \\ -w & w \end{pmatrix} = 0, \)

and if \( F = C \) we have the additional property that \( \text{tr} \ X = 0 \).

If we set \( H = e_1 \otimes e_n^* + e_{n+1} \otimes e_1^* \) we may then take \( a = RH \). With \( a \) and hence \( A \) determined, we now have that \( M \) is the group of all matrices in \( G \) of the form

\[
\begin{bmatrix} b & 0 & 0 \\ 0 & B & 0 \\ 0 & 0 & b \end{bmatrix}
\]

where \( B \) is an \( (n - 1) \times (n - 1) \) matrix and \( |b|^2 = 1 \). For \( n \) we make the choice that \( n \) is spanned by all matrices of the form

\[
\begin{bmatrix} 0 & z & 0 \\ -z^* & 0 & z^* \\ 0 & z & 0 \end{bmatrix}
\]

with \( z \in F^{n-1} \) and of the form

\[
\begin{bmatrix} w & 0 & -w \\ 0 & 0 & 0 \\ w & 0 & -w \end{bmatrix}
\]

with \( w \in F \) and \( w + \bar{w} = 0 \). Now this choice of \( n \) thus determines \( N \).

Under the identification of \( G/K \) with \( D^n \) we see that \( G/MAN = K/M \) may be identified with \( S^{d-1} \), the unit sphere in \( F^n \) where \( d = \dim_F F \). Note that \( MAN = \{ g \in G \mid g \cdot e_1 = e_1 \} \) where \( G \) is considered as acting on \( D^n \).

As \( G \) acts on \( K/M \) via left translation, \( g \in G \) induces a linear map on the exterior forms of \( K/M \) and we denote this map by \( g^* \).

If \( \omega \) is a \( K \)-invariant volume element on \( K/M \), the Poisson kernel is the function \( P: G/K \times K/M \to \mathbb{R} \) defined by
\(( (g^{-1})^* \omega)_b = P(gK, b) \omega_b \) for \( g \in G \) and \( b \in K/M \).

From Harish-Chandra \[21\] we have that
\[
P(gK, kM) = \exp(-2\rho H \langle g^{-1}k \rangle)
\]
where \( H \in \mathfrak{a} \), \( 2\rho(H) = \text{tr ad} \, H \).

On \( F^{n+1} \times F^{n+1} \) let \( B \) be the \( F \)-valued bilinear form such that \( B(x, y) = \bar{x}_1 y_1 + \cdots + \bar{x}_{n+1} y_{n+1} \). Suppose that \( g = ka_n \) where \( a_n = \exp tH \) and \( H = e_1 \otimes e_{n+1} + e_{n+1} \otimes e_1 \). Then \( 2\rho(H) = d(n+1) - 2 \) and \( P(gK, 1M) = e^{-(d+1)} \). A simple calculation shows that
\[
|B(g^{-1}(e_{n+1}), e_1 + e_{n+1})|^2 = |B(a_n^{-1}(e_{n+1}), e_1 + e_{n+1})|^2 = e^{2t}.
\]
Thus we see that \( P(gK, kM) = |B(ge_{n+1}, k(e_1 + e_{n+1}))|^{d-(n+1)} \). Now using the fact that \( g \) is of the form
\[
g = \begin{pmatrix} A & u \\ v^* & w \end{pmatrix}
\]
with \( |w|^2 - |v|^2 = 1 \) and that \( g \cdot 0 = uw^{-1} \) we obtain by a simple calculation that
\[
|B(g(e_{n+1}), k(e_1 + e_{n+1}))|^2 = \frac{|1 - \langle g \cdot 0, b \rangle|^2}{1 - |g \cdot 0|^2}
\]
where \( kM = b \) (that is, \( k(e_1 + e_{n+1}) = b + ae_{n+1} \) and \( b = b' \alpha^{-1} \)). Thus we obtain the following:

**Lemma 2.1.**

\[
P(z, b) = \left( \frac{1 - \|z\|^2}{1 - \langle z, b \rangle^2} \right)^{(d+1)/2-1}.
\]

3. **Spherical harmonics.** Since our work in this paper will be infinitesimal we will actually be studying the representations \((\pi_\gamma, X_\gamma)\) of the enveloping algebra of \( g \). We will therefore want an explicit description of the elements of \( X_\gamma \).

Since, as a \( K \)-representation, \( X_\gamma \) may be identified with the \( K \)-finite elements of \( L^2(K/M) = L^2(S^{d(n-1)}) \), we see that determining the members of \( X_\gamma \) is the same as the determination of Peter-Weyl decomposition of \( L^2(S^{d(n-1)}) \).

Let \( \hat{K} \) denote the set of equivalence classes of irreducible finite dimensional representations of \( K \), and if \((\pi_\gamma, V_\gamma) \in \hat{K} \) set \( V_\gamma = \{ v \in V_\gamma | \pi(m)v = v \) for all \( m \) in \( M \} \). Frobenius reciprocity combined with the Peter-Weyl theorem imply that the space of \( K \)-finite elements of \( L^2(S^{d(n-1)}) \) decomposes into \( \sum_{\gamma} \hat{K} n_\gamma V_\gamma \) where \( n_\gamma = \dim V_\gamma \). In the future we shall express this as \( L^2(S^{d(n-1)}) \sim \sum_{\gamma} \hat{K} n_\gamma V_\gamma \).
Since $K$ in its action on $S^{dn-1}$ is contained in the orthogonal group $O(dn)$, we have that $\mathcal{Y}_k$, the spherical harmonics of degree $k$, is invariant under the action of $K$. Since $L^2(S^{dn-1}) \sim \sum_{k=0}^{\infty} \mathcal{Y}_k$ the problem of decomposing $L^2(S^{dn-1})$ according to the action of $K$ reduces to the problem of decomposing each $\mathcal{Y}_k$ according to the action of $K$.

In this section we will decompose $\mathcal{Y}_k$ under the action of $K$ in two ways. We shall express the members of $\mathcal{Y}_k$ as polynomials and as solutions to certain “hypergeometric type” differential equations.

Observe that the action of $K$ extends differentiably to all of $F^n$. Let $D^K(F^n)$ denote the ring of differential operators on $F^n$ which commute with the left action of $K$. Since our decomposition of $L^2(K/M)$ will depend on obtaining “enough” differential operators which commute with the left action of $K$, an explicit description of some of the members of $D^K(F^n)$ is important.

If $F = R$ let $x_1, \ldots, x_n$ be the standard coordinates on $R^n$.

If $F = C$ let $z_1, \ldots, z_n$ be the standard coordinates on $C^n$.

If $F = H$ let $w_1, \ldots, w_n$ be the standard coordinates on $H^n$ where $w_a = z_a + jz_{n+a}$ with $z_a, z_{n+a} \in C$. (We will have occasion to use these coordinates in §6.)

Now $F^n \cong R^{dn}$ as vector spaces over $R$ and $K$ is contained in $SO(dn)$. We thus have that $E = \sum_{j=1}^{dn} x_j \partial / \partial x_j$ and $A = \sum_{j=1}^{dn} \partial^2 / \partial x_j^2$ are in $D^K(F^n)$ where $E$ is the Euler operator and $A$ is the Laplace operator. We now have:

**Lemma 3.1.** (1) If $F = R$, $E$ and $A$ are in $D^K(R^n)$.

(2) If $F = C$, $E, A, \sum_{j=1}^{dn} z_j \partial / \partial z_j$ and $\sum_{j=1}^{dn} \bar{z}_j \partial / \partial \bar{z}_j$ are in $D^K(C^n)$.

(3) If $F = H$, $E, A$ and $\Gamma = (D - \bar{D})^2 - 2D_1\bar{D}_1 - 2\bar{D}_1D_1$ are in $D^K(H^n)$ where

\[
D = \sum_{a=1}^{2n} z_a \frac{\partial}{\partial z_a}, \quad \bar{D} = \sum_{a=1}^{2n} \bar{z}_a \frac{\partial}{\partial \bar{z}_a},
\]

\[
D_1 = \sum_{a=1}^{n} \left( \bar{z}_a \frac{\partial}{\partial \bar{z}_{n+a}} - z_{n+a} \frac{\partial}{\partial z_a} \right),
\]

and

\[
\bar{D}_1 = \sum_{a=1}^{n} \left( z_a \frac{\partial}{\partial z_{n+a}} - \bar{z}_{n+a} \frac{\partial}{\partial \bar{z}_a} \right).
\]

**Proof.** (1) and (2) are well known. To prove (3) we set

\[
\hat{f} = \begin{bmatrix} i & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -i \end{bmatrix}, \quad \hat{j} = \begin{bmatrix} j & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -j \end{bmatrix}, \quad \text{and} \quad \hat{K} = \begin{bmatrix} k & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -k \end{bmatrix}.
\]

If $x \in \mathfrak{f}$ and $\hat{f} : K \to \mathbb{C}$ set
\[(\rho(x)f)(y) = \frac{d}{dt} f(y \exp tx)|_{t=0} \cdot \]

Since \(\hat{i}^2 + \hat{j}^2 + \hat{k}^2\) is ad -r\text{M}\text{-invariant} it is clear that \(\rho(\hat{i})^2 + \rho(\hat{j})^2 + \rho(\hat{k})^2\) is in \(D^K(\mathbb{H}^n)\) and a simple calculation shows that
\[(-\frac{1}{4})(\rho(\hat{i})^2 + \rho(\hat{j})^2 + \rho(\hat{k})^2) = (\overline{D - D})^2 - 2\overline{D_1D_1} - 2\overline{D_1D_1} = \Gamma.\]

Thus the lemma is proved.

Remark. Observe that \(\Delta E = E\Delta + 2\Delta\). We thus have that, although \(E\) and \(\Delta\) do not commute, \(E: \mathcal{H} \to \mathcal{H}\) where \(\mathcal{H} = \sum_{k=0}^{\infty} \mathcal{H}^k\).

The following lemma of Vilenkin [18, pp. 499-501], will be one of our most important tools in determining the decomposition of \(\mathcal{H}^k\) under the action of \(K\).

**Lemma 3.2 (Vilenkin).** Consider the following differential equation on \([0, \pi/2]\),
\[
\frac{1}{\cos^p\phi \sin^q\phi} \frac{d}{d\phi} \cos^p\phi \sin^q\phi \frac{du}{d\phi} - \left[ \frac{r(r + p - 1)}{\cos^q\phi} - l(l + p + q) \right] u = 0.
\]

(i) If \(p = 0, q \neq 0\) and \(u\) is a continuous solution to (1) then \(l\) is a nonnegative integer and \(u\) is a scalar multiple of
\[(\cos \phi)^l F \left( -\frac{l}{2}, \frac{1 - l}{2}; \frac{q + 1}{2}; -\tan^2 \phi \right).\]

(ii) If \(p \neq 0, q \neq 0\) and \(u\) is a continuous solution to (1) then \(l - v\) must be a nonnegative even integer and \(u\) is a scalar multiple of
\[(\cos \phi)^l F \left( \frac{r - l}{2}, \frac{1 - p - l - r}{2}; \frac{q + 1}{2}; -\tan^2 \phi \right).\]

Here \(F(\alpha, \beta; \gamma; z)\) denotes the standard hypergeometric function of type \((2,1)\) (see [19]).

We review some facts concerning spherical harmonics. Let \(x_1, \ldots, x_n\) be the standard coordinates for \(\mathbb{R}^n\). Let \(\Gamma^2 = \sum_{i=1}^n x_i^2\) and \(\Delta_n\) be the standard Laplacian. Let \(\mathcal{P}^k\) be the space of all homogeneous polynomials of degree \(k\) in the variables \(x_1, \ldots, x_n\) and set \(\mathcal{H}^k = \text{Ker} \Delta_n|_{\mathcal{H}^k}\). Clearly, \(\mathcal{H}^k\) is invariant under the action of \(O(n)\). Moreover, if \(\varphi \in \mathcal{H}^k\),
\[\Delta_n(\varphi r^{2r}) = 2t(2k + m + 2t - 2)\varphi r^{2r-2}.
\]
Thus we obtain easily that \(\mathcal{P}^k \oplus \mathcal{H}^k = \mathcal{P}^k\).

Thus we obtain the result that \(L^2(S^{n-1}) \sim \bigoplus_{k=0}^{\infty} \mathcal{H}^k\) where we are identifying elements of \(\mathcal{H}^k\) and their restrictions to the unit sphere in \(\mathbb{R}^n\).
\[ \mathcal{K} = \sum_{k=0}^{\infty} \mathcal{K}^k \] and \( \mathcal{P} = \sum_{k=0}^{\infty} \mathcal{P}^k \). Then \( \mathcal{P} = \mathcal{K} \oplus \mathcal{P}^2 \). Let \( P : \mathcal{P} \to \mathcal{K} \) be a projection on \( \mathcal{K} \) with kernel \( \mathcal{P}^2 \).

We can now state our main result of this section.

**Theorem 3.1.** (1) (Kostant [10]). As a representation of \( K \),
\[
L^2(S^{dn-1}) = \sum_{\gamma \in K_0} V_\gamma
\]
where \( K_0 = \{ \gamma \in \hat{K} | V_\gamma \neq (0) \} \). That is if \( (\pi, V_\gamma) \in \gamma \in K_0, n_\gamma = \dim V_\gamma = 1 \).

(2) If \( F = \mathbb{R} \), \( \mathcal{K}^k \) is irreducible under the action of \( K \) for \( n > 3 \). Moreover,
\[
(\mathcal{K}^k)_M = CP(x_1^k) = Cr^k \cos^k \xi F \left( -\frac{k}{2}, 1 - \frac{k}{2}; \frac{n-1}{2}; -\tan^2 \xi \right)
\]
where \( x_1 = r \cos \xi \), and \( x_i = r \sin \xi \omega_i \) (\( i > 2 \)) with \( \sum_{i=2}^{\infty} \omega_i^2 = 1 \) and \( 0 < \xi < \pi \).

(3) If \( F = \mathbb{C} \) let \( \mathcal{P}_{p,q} = \{ f \in \mathcal{P}^{p+q} | f(az_1, \ldots, az_n) = \alpha f(z_1, \ldots, z_n) \) for all \( \alpha \in \mathbb{C} \} \). Let \( \mathcal{K}^{p,q} = \mathcal{K}^{p+q} \cap \mathcal{P}^{p,q} \). Then \( L^2(S^{2n-1}) \sim \sum_{p,q \geq 0} \mathcal{K}^{p,q} \) and each \( \mathcal{K}^{p,q} \) is irreducible under the action of \( K \). Furthermore,
\[
(\mathcal{K}^{p,q})_M = CP(z_1^{p+q} \xi^q) = Cr^p q^e i^{p+q} \cos^p \xi F(-p, -q; n-1; -\tan^2 \xi)
\]
where \( z_1 = r \cos \xi \) and \( z_i = r \sin \xi \omega_i \) for \( i > 2 \) with \( \sum_{i=2}^{\infty} |\omega_i|^2 = 1 \), \( 0 < \varphi < 2\pi \) and \( 0 < \xi < \pi/2 \).

(4) If \( F = \mathbb{H} \) we use the coordinates for \( H^n \) which we have already considered. Set \( r_1 = z_1 + \bar{z}_1 \) and \( r_2^2 = |z_1|^2 + |z_{n+1}|^2 \) and let
\[
\psi_{k,k-2j} = \frac{1}{r_1^j} \sum_{i=1}^{\lfloor k/2 \rfloor} (-1)^i \left( \begin{array}{c} k \notag i \notag \end{array} \right) r_1^{k-2i} r_2^{2i}.
\]
(Note that \( \Delta_n(\sum_{i=0}^{\lfloor k/2 \rfloor} (-1)^i \left( \begin{array}{c} k \notag i \notag \end{array} \right) r_1^{k-2i} r_2^{2i}) = 0 \). Let \( V^{p,q} \) be the \( K \)-cyclic space for \( \psi_{p,q} \) for \( p > q \) and \( p - q \) even. Then \( L^2(S^{4n-1}) \sim \{ V^{p,q} | p > q \) and \( p - q \) is even \}). Furthermore,
\[
(V^{p,q})_M = C \psi_{p,q}
\]
\[
= C \left[ r^p \frac{\sin(q+1)t}{\sin t} \cos^p \xi
\]
\[
\cdot F \left( -\frac{p-q}{2}, -\frac{r-q-2}{2}; 2(n-1); -\tan^2 \xi \right) \right]
\]
where \( r^2 = \sum_{i=1}^{\n} |w_i|^2 \), \( |w_1| = r \cos \xi \), and \( \Re w_1 = r \cos \xi \cos t \) with \( 0 < \xi < \pi/2 \) and \( 0 < t < \pi \).

**Proof.** Observe that (2), (3) and (4) combined imply (1). We will therefore prove (2), (3) and (4).
Proof of (2). Let $\nabla^2 = x_1^2 + \cdots + x_n^2$. If $f \in \mathcal{Y}^k$ and $f$ is invariant under the action of $M = SO(n-1)$, $f = \sum_{j+2l=k} a_{j,2l} x_j^j \nabla^{2l}$. Since $\Delta f = 0$ we have that

$$0 = \Delta f = \sum_{j+2l=k} j(j-1) a_{j,2l} x_j^{j-2} \nabla^{2l} + 2l(2l + n - 3) a_{j,2l} x_j^{2l-2}.$$  

Thus we have the recursion formula

$$(j + 2)(j + 1) a_{j+2,2l} + (2l + 2)(2l + n - 1) a_{j,2l+2} = 0$$

where $j + 2 + 2l = k$. Thus knowing $a_{k,0}$ we can determine all $a_{j,2l}$ uniquely. Therefore, $(\mathcal{Y}^k)^M = CP(x_1^k)$.

We now use the angular coordinates of (2) and suppose that $f$ is $M$-invariant. Then $f$ is a function of only $r$ and $\xi$.

Since $dx_1^2 + \cdots + dx_n^2 = dr^2 + r^2 d\xi^2 + r^2 \sin^2 \eta (du_1 + \cdots + du_n)$, it follows from Helgason [5, p. 387] that

$$\frac{1}{r^n-1} \frac{\partial}{\partial r} r^{n-1} \frac{\partial}{\partial r} f + \frac{1}{r^2} \frac{\partial}{\partial \xi} \sin^{-2} \xi \frac{\partial}{\partial \xi} f = 0.$$  

Suppose $f \in \mathcal{Y}^k$. Then $f(r, \xi) = r^k h(\xi)$. Since

$$\frac{1}{r^n-1} \frac{\partial}{\partial r} r^{n-1} \frac{\partial}{\partial r} f = \frac{k(k + n - 2)}{r^2} f$$

we have that

$$\frac{1}{\sin^{-2} \xi} \frac{d}{d\xi} \sin^{-2} \xi \frac{d}{d\xi} h + k(k + n - 2) h = 0.$$  

(2) now follows from Lemma 3.2(i).

Proof of (3). The fact that $\mathcal{Y}^{p,q}$ is invariant under the action of $K$ is well known.

If $f$ is an $M$-invariant polynomial, it is a polynomial in the variables $z_1, \bar{z}_1$ and $\nabla^2 = |z_1|^2 + \cdots + |z_n|^2$. So if $f \in \mathcal{Y}^{p,q}, f = \sum_{j+k+2l = p+q} a_{j,k,2l} \bar{z}_1^j z_1^k \nabla^{2l}$ where $j + k + 2l = p + q$ and $j - k = p - q$. Now

$$0 = \Delta f = \sum 4j k a_{j+k,2l} \bar{z}_1^{j-1} z_1^{k-1} \nabla^{2l}$$

$$+ \sum 2l(2l + 2n - 4) a_{j,k,2l} \bar{z}_1^j z_1^k \nabla^{2l-2}.$$  

Thus we have the recursion formula

$$4(j + 1)(k + 1) a_{j+1,k+1,2l} + (2l + 2)(2l + 2n - 2) a_{j,k,2l+2} = 0.$$  

Thus if we know $a_{p,q,0}$ we can determine all $a_{j,k,2l}$ uniquely. Thus we have $(\mathcal{Y}^{p,q})^M = CP(z_1^{p,q})$.

Using the angular coordinates of (3) we have that if $f$ is $M$-invariant, $f$ is a function of only $r$, $\xi$ and $\eta$. Again using Helgason [5, p. 387], we have
\[ \Delta f = \frac{1}{r^{2n-1}} \frac{\partial}{\partial r} r^{2n-1} \frac{\partial}{\partial r} f + \frac{1}{r^2 \cos \xi \sin^{2n-3} \xi} \frac{\partial}{\partial \xi} \cos \xi \sin^{2n-3} \xi \frac{\partial}{\partial \xi} f \]

\[ + \frac{1}{r^2 \cos^2 \xi} \frac{\partial^2}{\partial \varphi^2} f. \]

If \( f \in \mathcal{C}^{p,q}, f(r, \xi, \varphi) = r^{p+q} e^{i(p-q)\varphi}(\xi) \) and thus \( (\partial^2 f/\partial \varphi^2) = -(p - q)^2 f \)

and

\[ \frac{1}{r^{2n-1}} \frac{\partial}{\partial r} r^{2n-1} \frac{\partial}{\partial r} f = (p + q)(p + q + 2n - 2) f. \]

Since \( \Delta f = 0 \),

\[ \frac{1}{\cos \xi \sin^{2n-3} \xi} \frac{\partial}{\partial \xi} \cos \xi \sin^{2n-3} \xi \frac{\partial}{\partial \xi} h \]

\[ + \left( \frac{-(p - q)^2}{\cos^2 \xi} + (p + q)(p + q + 2n - 2) \right) h = 0. \]

(3) now follows from Lemma 3.2.

Proof of (4). Recall that \( \mathcal{P} = \mathcal{C} \oplus r^2 \mathcal{P} \) and note that \( (\mathcal{P}^k)^M = \Sigma_{p+2q+2s=k} \mathcal{C} r^2 \mathcal{P}^{q+p+2s}. \)

Since \( \Gamma \) is in the enveloping algebra of \( \mathcal{P} \), \( \Gamma \) and \( \Delta \) commute. A simple calculation shows that

\[ \Gamma r^{2q}_1 = p(p + 2) r^{2q}_1 - 4p(p - 1) r^{2q-2}_2. \]

Thus if \( \Sigma a_{k,j} r^{k-2s}\text{.}_2^2 = f \), \( \Gamma f = \lambda f \), \( a_{k,j} = 0 \) for \( i < s \), and \( a_{k,s} \neq 0 \), \( \lambda = (k - 2s)(k - 2s + 2), \)

\[ (j - s)(k - (s + j) + 1) a_{k,j} = - (k - 2j + 2)(k - 2j + 1) a_{k,j-1}. \]

So \( a_{k,i+s} = (-1)^j (k - 2s - i) a_{k,s}. \)

We have thus shown that the only eigenvalues of \( \Gamma \) in \( (\mathcal{P}^k)^M \) mod \( (\mathcal{P}^k)^M \cap (r^2 \mathcal{P})^M \) are \( (k - 2s)(k - 2s + 2) \) and each appears with multiplicity one. This clearly proves that \( (\mathcal{V}^{p,q})^M = \mathcal{C} \mathcal{V}^{p,q} \). We now consider the coordinates

\[ r^2 = \Sigma_i^{(-1)} w_i |^2, \quad w_i = r \cos \xi q_i \text{ for } i > 2 \]

with \( \Sigma_i^{(-1)} |q_i|^2 = 1 \) and

\[ w_1 = r \cos \xi (\cos t + (\sin t) \varphi) \]

where \( 0 < t < \pi \) and \( \varphi \in \mathbb{F}, \text{ Re} \varphi = 0 \) and \( |\varphi|^2 = 1. \)

If \( f \) is \( M \)-invariant \( f \) depends only on \( r, \xi \) and \( t \) and
\[
\Delta f = \frac{1}{r^{4n-1}} \frac{\partial}{\partial r} r^{4n-1} \frac{\partial f}{\partial r} + \frac{1}{r^2} \frac{1}{(\cos \xi)^3 (\sin \xi)^{4n-5}} \frac{\partial}{\partial \xi} f + \frac{1}{r^2} \frac{1}{(\cos \xi)^2} \left[ \frac{1}{\sin^2 t} \frac{\partial}{\partial t} \sin^2 t \frac{\partial}{\partial \xi} \right] f.
\]

Noting that \(-\Gamma f = (1/\sin^2 t)(\partial \sin^2 t/\partial \xi)(\partial f/\partial \xi)\) we have that if \(f \in V^{p,q}\), \(-\Gamma f = -q(q + 2)f\). Thus we see that \(f(r, \xi, t) = r^p((\sin(q + 1)t)/\sin t)h(\xi)\) and \(h(\xi)\) satisfies the differential equation

\[
(\cos^2 \xi) (\sin \xi)^2 \frac{d}{d\xi} (\cos \xi)^3 (\sin \xi)^{4n-5} \frac{d}{d\xi} h + \frac{-q(q + 2)}{\cos^2 \xi} + p(p + 4n - 2)h = 0.
\]

(4) now follows from Lemma 3.2.

This completes the proof of Theorem 3.1.

**Remarks.** If \(F = R\) set \(e_m = \cos^m \theta F(-m/2, (1 - m)/2, (n - 1)/2; -\tan^2 \theta)\). If \(F = C\) set

\[
e_{p+q, p-q} = e^{i(p-q)\theta} \cos^p \cos^q \xi F(-p, -q; n - 1; -\tan^2 \theta).
\]

This of course provides another parametrization for the \(K\)-irreducible spaces of harmonics when \(F = C\). If \(F = H\) set

\[
e_{m,l} = \frac{\sin(l + 1)t}{\sin t} \cos^m \xi F\left(-m - \frac{l}{2}, \frac{m - l - 2}{2}; 2(n - 1); -\tan^2 \theta\right).
\]

In §8, we will compute characters and we will use the classification of the spaces \(V^{p,q}\) given in Theorem 3.1(4) in terms of highest weights on \(Sp(n) \times Sp(1)\).

The Dynkin diagram for \(Sp(n) \times Sp(1)\) is

\[
\alpha_1 \alpha_2 \cdots \alpha_n \alpha_{n+1}
\]

where the \(\alpha_i\)'s are the simple roots. Let \(\lambda_i\) be the basic weight such that 

\[
2\langle \lambda_i, \alpha_j \rangle / \langle \alpha_j, \alpha_j \rangle = \delta_{ij}.
\]

**Lemma 3.3.** Suppose that relative to a choice of Weyl chamber in \(Sp(n) \times Sp(1)\) \(Y^1\) has highest weight \(\mu\) and \(Y^2 = V^{2,2} \oplus V^{2,0}\) with \(V^{2,2}\) having highest weight \(2\mu\) and \(V^{2,0}\) having highest weight \(v\). Then \(\mu\) and \(v\) are independent over \(R\) and \(Y^k\) has precisely the highest weights \(m_1 \mu + m_2 v\) with \(m_1 + 2m_2 = k\).
$m_i > 0$, $m_i$ an integer. $V^{p,q}$ has highest weight $q(\lambda_1 + \lambda_{n+1}) + (p - q)/2 \lambda_n$.

Proof. Since every representation of $Sp(n) \times Sp(1)$ is self-dual, the representation of $Sp(n) \times Sp(1)$ on $H^* = V^{1,1}$ is the same as the representation of $Sp(n) \times Sp(1)$ on $\mathcal{H} = V^{1,1}$. Thus $\mu = \lambda_1 + \lambda_{n+1}$.

Now $(V^{2,0})^M$, in fact, is fixed under the group $K_0 = Sp(1) \times Sp(n-1) \times Sp(1)$. Thus $\nu = m\lambda_n$ for some positive integer $m$ since $Sp(n) \times Sp(1)/K_0$ is a symmetric space. By the Weyl dimension formula we have $m = 1$. Thus we have that $\mu$ and $\nu$ are independent over $R$.

Suppose the highest weights on $\mathcal{H}$ are precisely $m_1 \mu + m_2 \nu$ with $m_1 + 2m_2 = l$ and the $m_i$ nonnegative integers for $1 < l < k$. We now prove the result for $\mathcal{H}$. As $\mathcal{H}^k \cong \mathcal{H}^k \oplus \mathcal{H}^{k-2,2}$ as a representation of $Sp(n) \times Sp(1)$ we have that highest weights of the form $m_1 \mu + m_2 \nu$ with $m_1 + 2m_2 = k$ cannot occur in $\mathcal{H}^{k-2}$. If $m_1 + 2m_2 = k$ we see that $S^{m_1}(V^{1,1}) \otimes S^{m_2}(V^{2,0})$ is a subrepresentation of $Sp(n) \times Sp(1)$ in $\mathcal{H}^k$ and contains the highest weight $m_1 \mu + m_2 \nu$. As $\mathcal{H}^k$ contains $[k/2]$ irreducible subrepresentations of $Sp(n) \times Sp(1)$ and there are $[k/2]$ weights of the form $m_1 \mu + m_2 \nu$ with $m_1$, $m_2$ nonnegative integers such that $m_1 + 2m_2 = k$ we are done.

It is now a trivial matter by examining the formula for $(V^{p,q})^M$ that the highest weight on $V^{p,q}$ is $q\mu + (p - q)/2 \nu$.

4. The action of $\alpha$ on $X^*$. Let $H = e_1 \otimes e_{n+1}^* + e_{n+1} \otimes e_1^*$. Since $\dim \alpha = 1$ the map $\alpha \rightarrow C$ given by $\nu \rightarrow \nu(H)$ is an isomorphism and we shall abuse notation by identifying $\nu$ with $\nu(H)$. Using this identification we have that

$$(\pi_\nu(g)f)(b) = \left(\frac{1 - \|g \cdot 0\|^2}{(1 - \langle g \cdot 0, b \rangle)^2}\right)^{r/2} f(g^{-1}b)$$

where $g \in G$, $b \in S^{dn-1}$ and $f \in H^r$. Moreover if we define

$$1_r(g^{-1}b) = \left(\frac{1 - \|g \cdot 0\|^2}{|1 - \langle g \cdot 0, b \rangle|^2}\right)^{r/2}$$

we have that $H^* = 1_r \cdot H^0$ where the product has the obvious meaning.

In §3 we found an explicit formula for the $M$-fixed vectors of $X^*$. Since $\text{Ad } M(H) = H$ it is clear that $\pi_\nu(H)(X^*)^M \subset (X^*)^M$. In this section we will find explicit formulas for the restriction of $\pi_\nu(H)$ to $(X^*)^M$.

Suppose $f \in H^0$ and $y = (y_1, \ldots, y_n) \in S^{dn-1}$. A simple calculation yields

$$(\pi_\nu(H)1_r f)(y) = (\nu/2)(y_1 + \overline{y}_1)(1_r f)(y) + 1_r(y)\pi_0(H) f(y).$$

Since $1_r(b) = 1$ for all $b$ in $S^{dn-1}$ we will abuse notation and write $f$ and $1_r f$. In order to compute explicitly $\pi_\nu(H)$ restricted to $(X^*)^M$, we first state some easily derived facts concerning the hypergeometric function $F(\alpha, \beta; \gamma; z)$. 
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Lemma 4.1.

(1) \[(d/dz)F(a, \beta; \gamma; z) = (a\beta/\gamma)F(a + 1, \beta + 1; \gamma + 1; z).\]

(2) \[(\gamma - \beta - a)F(a, \beta; \gamma; z) = (\gamma - \beta)F(a, \beta - 1; \gamma; z) - \alpha(1 - z)F(a + 1, \beta; \gamma; z).\]

(2') \[(\gamma - \beta - a)F(a, \beta; \gamma; z) = (\gamma - \alpha)F(a - 1, \beta; \gamma; z) - \beta(1 - z)F(a, \beta + 1; \gamma; z).\]

F(a, \beta + 1; \gamma; z) = \frac{az}{\gamma}F(a + 1, \beta + 1; \gamma + 1; z).

F(a + 1, \beta; \gamma; z) = \frac{bz}{\gamma}F(a + 1, \beta + 1; \gamma + 1; z).

Theorem 4.1. (1) If \(F = R,\)

\[\pi_r(H)e_m = \frac{1}{n + 2m - 1} \left[ (n + 2m - 2)(v + m)e_{m+1} + m(v - m - n + 2)e_{m-1} \right].\]

(2) If \(F = C\) or \(F = H,\)

\[\pi_r(H)e_{m,l} = \frac{1}{2(dn - 2 + 2m)} \left[ (dn - 2 + l + m)(v + l + m)e_{m+1,l+1} + (m - l)(v - m - l - dn + 2)e_{m-1,l+1} + (l + m + d - 2)(v - m - l - dn - d + 4)e_{m-1,l-1} \right].\]

Proof. Proof of (1). From equation (*) we have

\[\pi_r(H)e_m(\xi) = v \cos \xi e_m(\xi) + \pi_0(H)e_m(\xi).\]

Differentiation by parts yields \(\pi_0(H)e_m(\xi) = \sin \xi (d/d\xi)e_m(\xi).\) Thus,

\[\pi_r(H)e_m(\xi) = v \cos^{m+1}\xi F\left( -\frac{m}{2}, \frac{1 - m}{2}; \frac{n - 1}{2}; -\tan^2\xi \right) - m \cos^{m-1}\xi \sin^2\xi F\left( -\frac{m}{2}, \frac{1 - m}{2}; \frac{n - 1}{2}; -\tan^2\xi \right) + \frac{m(1 - m)}{n - 1} \cos^{m-1}\xi \tan^2\xi \cdot F\left( -\frac{m}{2} + 1, \frac{1 - m}{2} + 1; \frac{n - 1}{2} + 1; -\tan^2\xi \right).\]
From Lemma 4.1(3')

\[
\frac{m(1 - m)}{n - 1} \cos^{m-1} \xi \tan^2 \xi F \left( \frac{-m}{2}, \frac{1-m}{2}; \frac{n-1}{2}; \tan^2 \xi \right)
\]

\[
= -m \cos^{m-1} \xi F \left( \frac{2-m}{2}, \frac{1-m}{2}; \frac{n-1}{2}; \tan^2 \xi \right)
\]

\[
+ m \cos^{m-1} \xi F \left( \frac{-m}{2}, \frac{1-m}{2}; \frac{n-1}{2}; \tan^2 \xi \right)
\]

\[
= -m \cos^{m-1} \xi F \left( \frac{-m}{2}, \frac{1-m}{2}; \frac{n-1}{2}; \tan^2 \xi \right) + m \cos^{m-1} \xi F \left( \frac{2-m}{2}, \frac{1-m}{2}; \frac{n-1}{2}; \tan^2 \xi \right) + m \cos^{m-1} \xi F \left( \frac{-m}{2}, \frac{1-m}{2}; \frac{n-1}{2}; \tan^2 \xi \right).
\]

So

\[
\pi(H) \sigma_m(\xi) = (\nu + m) \cos^{m+1} \xi
\]

\[
\cdot F \left( \frac{-m}{2}, \frac{1-m}{2}; \frac{n-1}{2}; \tan^2 \xi \right) - me_{m-1}(\xi).
\]

By Lemma 4.1(1)

\[
(\nu + m) \cos^{m+1} \xi F \left( \frac{-m}{2}, \frac{1-m}{2}; \frac{n-1}{2}; \tan^2 \xi \right)
\]

\[
= (\nu + m) \frac{(n + m - 2)}{(n + 2m - 2)} e_{m+1}(\xi) + (\nu + m) \frac{(m)}{(n + 2m - 2)} e_{m-1}(\xi).
\]

This proves (1).

Proof of (2). (a) Suppose that \( F = C \) and let \( e_{m,l}(\xi, \varphi) = h_{m,l}(\xi)e^{i\varphi} \). Then differentiation by parts yields

\[
\pi(H) e_{m,l}(\xi, \varphi) = \left[ \frac{\nu}{2} \cos \xi h_{m,l} + \frac{1}{2} \sin \xi \frac{dh_{m,l}}{d\xi} \right] e^{i(l+1)\varphi}
\]

\[
+ \frac{l}{2} \left( \cos \xi + (\cos \xi)^{-1} \right) h_{m,l} e^{i(l+1)\varphi}
\]

\[
+ \left[ \frac{\nu}{2} \cos \xi h_{m,l} + \frac{1}{2} \sin \xi \frac{dh_{m,l}}{d\xi} \right]
\]

\[
- \frac{l}{2} \left( \cos \xi + (\cos \xi)^{-1} \right) h_{m,l} e^{i(l-1)\varphi}.
\]

Set

\[
L_1(h_{m,l}) = \frac{\nu}{2} \cos \xi h_{m,l} + \frac{1}{2} \sin \xi \frac{dh_{m,l}}{d\xi} + \frac{l}{2} \left( \cos \xi + (\cos \xi)^{-1} \right) h_{m,l}
\]

and
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\[ L_2(h_{m,l}) = \frac{\nu}{2} \cos \xi h_{m,l} + \frac{1}{2} \sin \xi \frac{d h_{m,l}}{d \xi} - \frac{l}{2} (\cos \xi + (\cos \xi)^{-1}) h_{m,l}. \]

Then
\[
L_1(h_{m,l}) = \frac{\nu + l}{2} \cos^{m+1} \xi F \left( \frac{l - m}{2}, \frac{-l - m}{2}; n - 1; -\tan^2 \xi \right)
+ \frac{l}{2} \cos^{m-1} \xi F \left( \frac{l - m}{2}, \frac{-l - m}{2}; n - 1; -\tan^2 \xi \right)
- \frac{m}{2} \cos^{m-1} \xi \sin^2 \xi F \left( \frac{l - m}{2}, \frac{-l - m}{2}; n - 1; -\tan^2 \xi \right)
+ \left( \frac{l - m}{2} \right) \left( \frac{-l - m}{2} \right) \left( \frac{1}{n - 1} \right) \cos^{m-1} \xi (-\tan^2 \xi)
\cdot F \left( \frac{l - m}{2} + 1, \frac{-l - m}{2} + 1; n; -\tan^2 \xi \right).
\]

By Lemma 4.1(3')
\[
\left( \frac{l - m}{2} \right) \left( \frac{-l - m}{2} \right) \left( \frac{1}{n - 1} \right) \cos^{m-1} \xi (-\tan^2 \xi)
\cdot F \left( \frac{l - m}{2} + 1, \frac{-l - m}{2} + 1; n; -\tan^2 \xi \right)
= \left( \frac{l - m}{2} \right) h_{m-1,l+1} - \left( \frac{l - m}{2} \right) \cos^{m-1} \xi
\cdot F \left( \frac{l - m}{2}, \frac{-l - m}{2}; n - 1; -\tan^2 \xi \right).
\]

Thus,
\[ L_1(h_{m,l}) = \frac{l - m}{2} h_{m-1,l+1} + \frac{\nu + l + m}{2} \cos^{m+1} \xi
\cdot F \left( \frac{l - m}{2}, \frac{-l - m}{2}; n - 1; -\tan^2 \xi \right). \]

Applying (2) of Lemma 4.1 gives
\[
\frac{\nu + l + m}{2} \cos^{m+1} \xi F \left( \frac{l - m}{2}, \frac{-l - m}{2}; n - 1; -\tan^2 \xi \right)
= \frac{\nu + l + m}{2} \left[ \left( \frac{2n - 2 + l + m}{2n - 2 + 2m} \right) h_{m+1,l+1} + \left( \frac{m - l}{2n - 2 + 2m} \right) h_{m-1,l+1} \right].
\]

Therefore we obtain
\[ \left[ L_1(h_{m,l}) \right] e^{i(l+1)\varphi} = \frac{1}{2(2n - 2 + 2m)} \cdot \left[ (2n - 2 + l + m)(\nu + l + m)e_{m+1,l+1}^m + (m - l)(\nu - m + l - 2n + 2)e_{m-1,l+1}^m \right]. \]

Now
\[ L_2(h_{m,l}) = \frac{\nu - l}{2} \cos^{m+1}\xi F\left(\frac{l - m}{2}, -\frac{l - m}{2}; n - 1; -\tan^2\xi\right) \]
\[ + \frac{\nu - l}{2} \cos^{m-1}\xi F\left(\frac{l - m}{2}, -\frac{l - m}{2}; n - 1; -\tan^2\xi\right) \]
\[ - \frac{m}{2} \cos^{m-1}\xi \sin^2\xi F\left(\frac{l - m}{2}, -\frac{l - m}{2}; n - 1; -\tan^2\xi\right) \]
\[ + \left(\frac{l - m}{2}\right) \left(\frac{l - m}{2}\right) \left(\frac{1}{n - 1}\right)(-\tan^2\xi) \cos^{m-1}\xi \]
\[ \cdot F\left(\frac{l - m}{2} + 1, -\frac{l - m}{2} + 1; n; -\tan^2\xi\right). \]

If we apply Lemma 4.1(3) to the fourth term on the right-hand side of our equation we obtain
\[ L_2(h_{m,l}) = -\frac{l - m}{2} h_{m-1,l-1} + \frac{\nu - l + m}{2} \cos^{m+1}\xi \]
\[ \cdot F\left(\frac{l - m}{2}, -\frac{l - m}{2}; n - 1; -\tan^2\xi\right). \]

By Lemma 4.1(2'), \( \cos^{m+1}\xi F((l - m)/2, (-l - m)/2; n - 1; -\tan^2\xi) \) gives us
\[ \left[ L_2(h_{m,l}) \right] e^{i(l-1)\varphi} = \frac{1}{2(2n - 2 + 2m)} \cdot \left[ (2n - 2 + l + m)(\nu - l + m)e_{m+1,l-1}^m + (l + m)(\nu - m - l - 2n + 2)e_{m-1,l-1}^m \right]. \]

(b) Suppose now that \( F = H \) and let \( e_{m,l}(\xi, t) = \chi_t(t)h_{m,l}(\xi) \). Then
\[ \pi_r(H)e_{m,l}(\xi, t) = \nu \cos \xi \cos t\chi(t)h_{m,l}(\xi) \]
\[ + \sin \xi \cos t\chi(t) \frac{dh_{m,l}(\xi)}{d\xi} \]
\[ + \left(\cos \xi + (\cos \xi)^{-1}\sin t \frac{d\chi(t)}{dt}\right)h_{m,l}(\xi). \]
As \( \chi_i(t) = (\sin(l + 1)t)/\sin t \) we have that
\[
\cos t \chi_i(t) = \frac{1}{2} \chi_{i+1}(t) + \frac{1}{2} \chi_{i-1}(t)
\]
and
\[
\sin t \frac{d}{dt} \chi_i(t) = \frac{l}{2} \chi_{i+1}(t) - \frac{l + 2}{2} \chi_{i-1}(t).
\]
Thus
\[
\pi_* (H) e_{m,l}(\xi, t) = \left[ \frac{\nu}{2} \cos \xi h_{m,l}(\xi) + \frac{1}{2} \sin \xi \frac{dh_{m,l}}{d\xi} \right] \chi_{i+1}(t) + \frac{l}{2} (\cos \xi + (\cos \xi)^{-1}) h_{m,l} \chi_{i-1}(t)
\]
\[
+ \left[ \frac{\nu}{2} \cos \xi h_{m,l}(\xi) + \frac{1}{2} \sin \xi \frac{dh_{m,l}}{d\xi} \right] - \frac{l + 2}{2} (\cos \xi + (\cos \xi)^{-1}) h_{m,l} \chi_{i-1}(t).
\]

Our result now follows by using the argument of (a). This completes the proof of the theorem.

5. The composition series for the principal series. In this section \( G \) will be a classical split rank one group. Our main goal in this section will be a complete description of the composition series which arises in \((\pi_*, X^*)\) when \( \pi_* \) is reducible. For this purpose we need the following proposition.

**Proposition 5.1.** (1) There is a \( G \)-invariant nondegenerate sesquilinear pairing between \((\pi_*, H^*)\) and \((\pi_{d(n+1)-2-\gamma}, H^{d(n+1)-2-\gamma})\).

(2) Let \( f \) be an element of \( V_\gamma \) for some \( \gamma \in \hat{K}_0 \). Then, if \( 1_{\pi} f \) is a cyclic vector for \((\pi_*, H^*)\), the cyclic space for \( 1_{d(n+1)-2-\gamma} f \) is infinitesimally irreducible.

See [22] for a proof of this result.

Recall the definition of the function \( e \) for \( \varrho \)
\[
e(\lambda) = \Gamma\left(\frac{1}{2} \left( \frac{1}{2} m_\alpha + 1 + \langle i\lambda, \alpha_0 \rangle \right) \right) \Gamma\left(\frac{1}{2} \left( \frac{1}{2} m_\alpha + m_{2\alpha} + \langle i\lambda, \alpha_0 \rangle \right) \right).
\]

See [6] for an explanation of the terms.

Then \( e(i(\rho - \nu \alpha)) = \Gamma(\frac{1}{2}(\nu + 1 - m_{2\alpha})) \Gamma(\frac{1}{2} \nu) \) where
\[
m_{2\alpha} = \begin{cases} 0 & \text{if } F = \mathbb{R}, \\ 1 & \text{if } F = \mathbb{C}, \\ 3 & \text{if } F = \mathbb{H}. \end{cases}
\]

So
\[
e(i(\rho - \nu \alpha)) e(-i(\rho - \nu \alpha)) = \Gamma(\frac{1}{2} \nu) \Gamma(-\frac{1}{2} \nu) \Gamma(\frac{1}{2}(\nu + 1 - m_{2\alpha})) \cdot \Gamma(\frac{1}{2}(-\nu + 1 - m_{2\alpha})).
\]
Let $X_0^*$ be the cyclic space for $1_\nu$ in $X^*$.

**Theorem 5.1.** (1) (Kostant [10], Helgason [6]). $X_0^* = X^*$ if and only if $e(i(\rho - \nu a)) \neq 0$. $\pi_\nu$ is irreducible if and only if $e(i(\rho - \nu a))e(-i(\rho - \nu a)) \neq 0$.

(2) (Takahashi [17]). Let $F = R$ and $\nu = -k$ where $k$ is a nonnegative integer. Then $\pi_{-k}$ leaves $V_k = \sum_{j=0}^k \mathcal{G}^j$ invariant, and the induced representations on $V_k$ and $X^{-k}/V_k$ are irreducible. By duality, $\pi_{n-k}$ leaves $W_k = \sum_{j=k+1}^\infty \mathcal{G}^j$ invariant, and $W_k$ and $X^{n-1-k}/W_k$ are irreducible.

(3) Let $F = C$ and $\nu = -2l$ where $l$ is a nonnegative integer. Then $\pi_{-2l}$ leaves

$$L_{2l} = \sum_{p,q=0}^l \mathcal{G}^{p,q}, \quad H_{2l}^+ = \sum_{p=0}^l \sum_{q=0}^p \mathcal{G}^{p,q},$$

$$H_{2l}^- = \sum_{q=0}^l \sum_{p=0}^l \mathcal{G}^{p,q}, \quad H_{2l}^+ + H_{2l}^-$$

and $X^{-2l}$ invariant with $L_{2l}$, $H_{2l}^+/L_{2l}$, $H_{2l}^-/L_{2l}$ and $X^{-2l}/(H_{2l}^+ + H_{2l}^-)$ irreducible under the action induced by $\pi_{-2l}$. $\pi_{2n+2l}$ leaves

$$U_{2l} = \sum_{p=0}^l \sum_{q=0}^p \mathcal{G}^{p,q}, \quad F_{2l}^+ = \sum_{p=0}^l \sum_{q=0}^p \mathcal{G}^{p,q},$$

$$F_{2l}^- = \sum_{q=0}^l \sum_{p=0}^l \mathcal{G}^{p,q}, \quad F_{2l}^+ + F_{2l}^-,$$

and $X^{2n+2l}$ invariant and the actions induced on $U_{2l}$, $F_{2l}^+/U_{2l}$, $F_{2l}^-/U_{2l}$, and $X^{2n+2l}/(F_{2l}^+ + F_{2l}^-)$ are irreducible.

(4) (i) Let $F = H$ and $\nu = -2l$ where $l$ is a nonnegative integer. Then $\pi_{-2l}$ leaves $W_i = \sum_{m+k<2l} V^{m+k}$, $M_i = \sum_{m-k<2l+2} V^{m+k}$ and $X^{-2l}$ invariant, and $W_i$, $M_i/W_i$, and $X^{-2l}/M_i$ are irreducible. Dualizing we have that $\tilde{W}_i = \sum_{m+k>2l} V^{m+k}$, $\tilde{M}_i = \sum_{m-k>2l+2} V^{m+k}$ and $X^{4n+2l}$ are invariant under $\pi_{4n+2l}/\tilde{M}_i$ and the induced representations on $\tilde{M}_i$, $\tilde{W}_i/\tilde{M}_i$ and $X^{4n+2l}/\tilde{W}_i$ are irreducible.

(ii) Again, let $F = H$. Then $T = \sum_{m=0}^\infty V^{m,m}$ and $X^2$ are invariant under $\pi_2$ and $T$ and $X^2/T$ are irreducible. $\tilde{T} = \sum_{m-k>0} V^{m,k}$ and $X^{4n}$ are invariant under $\pi_{4n}$ and $\tilde{T}$ and $X^{4n}/\tilde{T}$ are irreducible.

**Proof.** We will prove (1) for each case separately.

Proof of (1) and (2) for $F = R$. From Theorem 4.1(1) we have that $\pi_\nu(H)^m 1_\nu \equiv (\nu + m - 1)(\nu + m - 2) \cdots (\nu) e_m \mod [1_\nu, e_1, \ldots, e_{m-1}]$.

Thus $1_\nu$ is cyclic if and only if $\nu \neq k$ where $k$ is some nonnegative integer. Since $m_n = n - 1$ and $m_{2n} = 0$ this is equivalent to the condition that $e(i(\rho - \nu a)) \neq 0$. By duality we have that $\pi_\nu$ is irreducible if and only if
\[ e(-i(p - \nu \lambda)) e(i(p - \nu \lambda)) \neq 0. \text{ But } e(-i(p - \nu \lambda)) e(i(p - \nu \lambda)) \neq 0 \text{ if and only if } e(-i(p - \nu \lambda)) e(i(p - \nu \lambda)) \neq 0. \text{ This proves (1) if } F = \mathbb{R}. \]

We now consider \( \pi_{-k} \) and its dual representation \( \pi_{n-1+k} \). From Theorem 4.1(1) we see that \( 1_{n-1+k} \) is a cyclic vector for \( \pi_{n-1+k} \) and that the cyclic space for \( 1_{-k} \) is \( V_k \). So \( V_k \) is an irreducible subspace. From Theorem 4.1(1) we see that \( e_{k+1} \) is a cyclic vector for \( \pi_{-k} \) and the irreducible cyclic space for \( e_{k+1} \) in \( X^{n-1+k} \) is \( W_k \). (2) now follows from Proposition 5.1(1).

**Proof of (1) and (3) for \( F = \mathbb{C} \).** Using Theorem 4.1(2) with \( d = 2 \) we can see that \( 1_\nu \) will be a cyclic vector for \( \pi_\nu \) if and only if \( \nu \neq -2k \) where \( k \) is a nonnegative integer. By duality we obtain (1) when \( F = \mathbb{C} \).

We now consider \( \pi_{-2l} \) and its dual representation \( \pi_{2n+2l} \) where \( k \) is a nonnegative integer. Since \( 1_{2n+2l} \) is cyclic for \( \pi_{2n+2l} \) the cyclic space for \( 1_{-2l} \) in \( X^{-2l} \) is irreducible. By Theorem 4.1(2) and the remark in §3 for \( F = \mathbb{C} \), we see that the cyclic space for \( 1_{-2l} \) is \( L_{2l} \). By further application of 4.1(2) and the remark in §3 for \( F = \mathbb{C} \) we see that \( H_{2l}, H_{2l}^+, H_{2l}^- + H_{2l}^+ \) and \( X^{-2l} \) are invariant under the action of \( \pi_{-2l} \). In the same manner we see that \( \pi_{2n+2l} \) leaves \( U_{2l}, F_{2l}^+, F_{2l}^-, F_{2l}^+ + F_{2l}^- \) and \( X^{2n+2l} \) invariant.

Observe by Theorem 4.1(2) that \( e_{2l+2,0} \) is cyclic for \( \pi_{-2l} \) and that the cyclic space for \( e_{2l+2,0} \) in \( \pi_{2n+2l} \) is \( U_{2l} \).

By observing that the actions of \( \pi_{-2l} \) on \( H_{2l}, H_{2l}^+, H_{2l}^- + H_{2l}^+ \) and \( \pi_{-2l} \) on \( H_{2l}, H_{2l}^+, H_{2l}^- \) and \( \pi_{2n+2l} \) on \( X^{2n+2l} \) are dual (3) follows by a modification of Proposition 5.1(2).

**Proof of (1) and (4) for \( F = \mathbb{H} \).** By using Theorem 4.1(2) \( (d = 4) \) we see that \( 1_\nu \) is cyclic if and only if \( \nu \neq -2l \) where \( l \) is a nonnegative integer and \( \nu \neq 2 \). By duality (1) now follows immediately for \( F = \mathbb{H} \).

(i) We consider \( \pi_{-2l} \) and its dual representation \( \pi_{4n+2+2l} \) for \( l \) a nonnegative integer. By Theorem 4.1(2) we see that \( W_{l}, M_{l} \) and \( X^{-2l} \) are invariant under the action of \( \pi_{-2l} \). Similarly we see that \( \tilde{W}_{l}, \tilde{M}_{l} \) and \( X^{4n+2+2l} \) are invariant under the action of \( \pi_{4n+2+2l} \). Also Theorem 4.1(2) tells us that \( 1_{4n+2+2l} \) is cyclic for \( \pi_{4n+2+2l} \) and \( e_{2l+4,0} \) is cyclic for \( \pi_{-2l} \). The cyclic space for \( 1_{-2l} \) is \( W_{l} \) and the cyclic space for \( e_{2l+4,0} \) in \( X^{4n+2+2l} \) is \( \tilde{M}_{l} \). Now the induced action of \( \pi_{4n+2+2l} \) on \( X^{4n+2+2l} / \tilde{M}_{l} \) is dual to the action of \( \pi_{-2l} \) on \( M_{l} \). By modifying Proposition 5.1(2) we obtain 4(i).

(ii) By Theorem 4.1(2) we have that \( 1_{4n} \) is a cyclic vector for \( \pi_{4n} \). Also, we see that the cyclic space for \( 1_{2} \) in \( X^{2} \) is \( T \). Again by Theorem 4.1(2) we see that \( e_{2,0} \) is a cyclic vector for \( \pi_{2} \) and the cyclic space for \( e_{2,0} \) in \( X^{4n} \) is \( 
\tilde{T} \). 4(ii) now follows from Proposition 5.1.

6. The intertwining operators and the complementary series for the classical split rank one groups. In this section we compute the intertwining operators and the “partial” intertwining operators between \( X^{r} \) and \( X^{\lambda} \) for \( \lambda, \nu \in \mathbb{C} \) when \( G \) is one of our classical split rank one groups. We actually determine
the linear maps $A_0$ from $X'$ to $X^\lambda$ such that $A_0\pi_\nu(k) = \pi_\lambda(k)A_0$ for all $k \in K$ and $A_0\pi_\nu(H) = \pi_\lambda(H)A_0$.

**Theorem 6.1.** Suppose that $A_0$ intertwines $X'$ and $X^\lambda$ where $\lambda = d (n+1) - 2 - \nu$ with $A_0|_{\nu'} = 1_\lambda$:

(i) if $F = \mathbb{R}$,

$$a_k(\nu) = A_0|_{\nu'} = \prod_{j=1}^{k} \left( \frac{n - 2 - \nu + j}{\nu + j - 1} \right) I;$$

(ii) if $F = \mathbb{C}$,

$$a_{p,q}(\nu) = A_0|_{\nu'} = \prod_{j=1}^{p} \left( \frac{2n - 2 + 2j - \nu}{2j - 2 + \nu} \right) \prod_{l=1}^{q} \left( \frac{2n - 2 + 2l - \nu}{2l - 2 + \nu} \right) I;$$

or,

(iii) if $F = \mathbb{H}$,

$$a_{p,q}(\nu) = A_0|_{\nu'} = \prod_{j=1}^{(p-q)/2} \left( \frac{4n - 2 + 2j - \nu}{2j - 4 + \nu} \right)^{(p+q)/2} \prod_{l=1}^{(p+q)/2} \left( \frac{4n + 2l - \nu}{2l - 2 + \nu} \right) I.$$

**Proof.** (i) Now $\pi_\nu(H)a_k(\nu)e_k = A_0(\pi_\lambda(H)e_k)$. Thus by Theorem 5.1(1) we have that

$$= \prod_{j=1}^{k} \left( \frac{n - 2 - \nu + j}{\nu + j - 1} \right) I;$$

This gives us a recursion relation for $a_{k+1}(\nu)$ and (i) follows. (ii) and (iii) follow in the same way.

We consider the intertwining operator $B_0(\nu): X' \to X^{d(n+1)-2-\nu}$ defined by $B_0(\nu) = e(i(\rho - \nu a))A_0(\nu)$.

**Remarks.** If $F = \mathbb{R}$,

$$B_0(\nu)|_{\nu'} = \frac{1}{\Gamma(\frac{1}{2})\Gamma(\frac{1}{2}(\nu + 1))} a_k(\nu) = \frac{2^{1-n/2}}{\Gamma(\nu)} a_k(\nu) = b_k(\nu).$$

If $F = \mathbb{C}$,

$$B_0(\nu)|_{\nu'} = \frac{1}{(\Gamma(\frac{1}{2}))^2} a_{p,q}(\nu) = b_{p,q}(\nu).$$

If $F = \mathbb{H}$,

$$B_0(\nu)|_{\nu'} = \frac{1}{\Gamma(\nu/2)\Gamma((\nu - 2)/2)} a_{p,q}(\nu) = b_{p,q}(\nu).$$
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We wish to determine which of the representations \((\pi, X')\) and which of the representations defined in Theorem 5.1 have invariant pre-Hilbert space structures. In other words suppose \((\pi_1, V_1')\) is one of these representations and \((\pi_2, V_2)\) is the dual representation. We wish to determine whether or not there is an intertwining operator \(B: V_1 \to V_2\) such that, for all \(v\) in \(V_1\), \(\langle Bv, v \rangle > 0\). Observe, for example, that if \(v = (d(n + 1)/2) - 1 + i\lambda\) where \(\lambda\) is real, \(\pi_\lambda\) is self-dual and the identity defines the appropriate intertwining operator.

From Proposition 5.1(1) it is clear that we can only find an invariant pre-Hilbert space structure if \(v = \bar{v}\) or if \(v = d(n + 1) - 2 - \bar{v}\). Since the second case has just been dealt with, we consider the case where \(v\) is real.

Let \(B_0(v)\) be as above and let \(\langle , \rangle\) denote the sesquilinear pairing on \(H^* \times H^{d(n+1)-2-\bar{v}}\) in Proposition 5.1(1). If \(f \in H^*, g \in H^{d(n+1)-2-\bar{v}}\), \(\langle f, g \rangle = \int_{K/M} f(b) \overline{g(b)} db\). If \(v\) is real let \((, )_v\) be the bilinear form on \(H^*\) defined as follows: For \(f, g\) in \(H^*\) set \(\langle f, g \rangle_v = \langle f, B_0(v)g \rangle\).

**Theorem 6.2 (Kostant [10]).** Suppose \(v\) is real. Then the following statements are true.

1. If \(F = \mathbb{R}\), \((, )_v\) induces a positive definite Hermitian form on \(X_v\) if and only if \(0 < v < n - 1\).
2. If \(F = \mathbb{C}\), \((, )_v\) induces a positive definite Hermitian form on \(X_v\) if and only if \(0 < v < 2n\).
3. If \(F = \mathbb{H}\), \((, )_v\) induces a positive definite Hermitian form on \(X_v\) if and only if \(2 < v < 4n\).

**Proof.** This follows from Theorem 6.1 if one observes that all the \(b_\gamma(v)\)'s are nonzero and have the same sign for each \(\gamma \in K_0\). (Here we are identifying the elements of \(K_0\) with their indexing sets.)

We use the notation of Theorem 5.1. By reasoning similar to the above we easily obtain:

**Theorem 6.3.**

1. If \(F = \mathbb{R}\) the kernel of \(B_0(-k)\) is \(V_k\) and \((, )_{-k}\) induces a positive definite bilinear form on \(X^{-k}/V_k \cong W_k\).
2. If \(F = \mathbb{C}\) the kernel of \(B_0(-2l)\) is \(H_{2l}^* + H_{2l}^*\) and \((, )_{-2l}\) induces a positive definite bilinear form on \(X^{-2l}/(H_{2l}^* + H_{2l}^* ) \cong U_{2l}\).
3. (i) If \(F = \mathbb{H}\) the kernel of \(B_0(-2l)\) is \(M_l\) and \((, )_{-l}\) induces a positive definite bilinear form on \(X^{-2l}/M_l \cong \hat{M}_l\).
   (ii) If \(F = \mathbb{H}\) the kernel of \(B_0(2)\) is \(T\) and \((, )_2\) induces a positive definite bilinear form on \(X^2/T \cong \hat{T}\). The kernel of \(B_0(4n)\) is \(\hat{T}\) and \((, )_{4n}\) induces a positive definite bilinear form on \(X^{4n}/\hat{T} \cong T\).

Observe that if \(F = \mathbb{R}\) we have exhausted our considerations. However, if \(F = \mathbb{C}\) or \(\mathbb{H}\) there are some subquotient representations for which we have
not determined whether or not there is a positive definite Hermitian bilinear form.

If $F = C$ set

$$C_0(\nu) = \frac{\Gamma(\nu/2)}{B_0(\nu)}$$

and if $F = H$ set

$$C_0(\nu) = \frac{\Gamma((\nu - 2)/2)}{B_0(\nu)}.$$ 

If $\nu = -2l$ let $\langle f, g \rangle_{-2l} = \langle f, C_0(-2l)g \rangle$.

**Theorem 6.4.** (1) If $F = C$, $C_0(-2l)$ is defined on $H^{2l}_+ + H^{2l}_-$ and has kernel $L_{2l}$. $C_0(-2l)$ is an isomorphism from $(H^{2l}_+ + H^{2l}_-)/L_{2l}$ to $(F^{2l}_+ + F^{2l}_-)/U_{2l}$. Moreover, $\langle \, , \, \rangle_{-2l}$ induces a positive definite Hermitian form on $(H^{2l}_+ + H^{2l}_-)/L_{2l}$ if and only if $l = 0$. Thus $H^{2l}_+ / L_{2l} \cong F^{2l}_+ / U_{2l}$ and $H^{2l}_- / L_{2l} \cong F^{2l}_- / U_{2l}$, and only $H^+_0 / L_0 \cong F^+_0 / U_0$ and $H^-_0 / L_0 \cong F^-_0 / U_0$ have invariant pre-Hilbert space structures.

(2) If $F = H$, $C_0(-2l)$ is defined on $M_l$ and has kernel $W_l$, $C_0(-2l)$ induces an isomorphism of $M_l / W_l$ with $\bar{W}_l / \bar{M}_l$ and $\langle \, , \, \rangle_{-2l}$ never induces a positive definite Hermitian form.

**Proof.** The proof of this theorem is the same as the proof of Theorem 6.2. By Nelson's theorem [13], we obtain:

**Theorem 6.5.** Consider the representations of Theorems 6.2, 6.3 and 6.4 which have positive definite invariant Hermitian forms on them. We obtain unitary representations of $G$ on their respective completions with respect to the induced norm.

7. **Kostant's $P$-matrices.** In this section we give the relationship between Kostant's $P$-matrices and the intertwining operators for general semisimple groups. We show how to compute the $P$-matrix in the case of split rank 1 using the results of §6 and [7].

The Poincaré-Birkhoff-Witt theorem implies that since $g = \mathfrak{f} \oplus \mathfrak{a} \oplus \mathfrak{n}$, $U(g)$ (the universal enveloping algebra of $g$) splits into a direct sum $U(g) = (U(\mathfrak{f}) \oplus \mathfrak{n} U(g)) \oplus U(\mathfrak{a})$ ($U(\mathfrak{a})$ is the universal enveloping algebra of $\mathfrak{a}$).

Thus if $u \in U(g)$ there is a unique element $P_u \in U(\mathfrak{a})$ so that $u - P_u \in U(\mathfrak{g}) \mathfrak{f} + \mathfrak{n} U(\mathfrak{g}).$

If $u \in U(g)$ and $v \in \mathfrak{a}^*$ then $(\pi_*(u)v)(e) = v(P_u)$ (here $v$ is extended as the unique homomorphism of $U(\mathfrak{a})$ to $C$ which is $v$ on $\mathfrak{a}$). This is easily checked since if $X \in \mathfrak{n}$ and $f \in X^*$ then $(\pi_*(X)f)(e) = 0$ and $\pi_*(\mathfrak{f})1_+= 0$.

Set $P_u(v) = v(P_u)$.

Kostant and Rallis [11] showed that there exist $K$-invariant (under ad) subspaces $H^*$ and $J^*$ (see [11] for definitions) of $U(g)$ so that

1. $U(g) = U(\mathfrak{g}) \mathfrak{f} \oplus H^* J^*$. 
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(2) \( J^* \) is contained in the centralizer of \( \mathfrak{f} \) in \( U(\mathfrak{g}) \).

(3) \( H^* \) as a \( K \)-representation is equivalent with \( X^* \). (As a \( K \)-representation, \( (\pi|_K, X^*) \cong (\pi|_K, X^*) \) for all \( \nu, \mu \in \Lambda^*_+ \). Let us denote \( (\pi|_K, X^*) \) as \( (\pi, X) \).

For \( \gamma \in \hat{K} \), let \( E_\gamma = \text{Hom}_K(V_\gamma, H^*) \) and \( \hat{E}_\gamma = \text{Hom}_K(V_\gamma, X^*) \).

**Lemma 7.1.** There is a basis \( a_1, \ldots, a_{l(\gamma)} \) of \( E_\gamma \) \( (l(\gamma) = \dim V_\gamma^M \) (the \( M \)-invariants in \( V_\gamma \)) and a basis \( v_1, \ldots, v_{l(\gamma)} \) of \( V_\gamma^M \) so that \( \varphi_0(f, a(v)) = \delta^\gamma_v \).

**Proof.** If we observe that \( 1_{2p}(g^{-1}k) = P(gK, kM) \) is the Poisson kernel of \( G/X \) it is easy to see that \( \pi_{2p}(U(\mathfrak{g}))1_{2p} = X_2^p \). Now \( \pi_{2p}(J^*)1_{2p} \subset C_{12p} \) and \( f \cdot 1_{2p} = 0 \). Hence \( X_2^p = \pi_{2p}(H^*)1_{2p} \). But then the space of \( M \)-invariants of \( X_2^p \) is \( \sum_{\gamma \in \hat{K}} \pi_{2p}((E_\gamma(V^M_\gamma))1_{2p} \). Frobenius reciprocity implies that \( X = \sum_{\gamma \in \hat{K}} \psi(E_\gamma \otimes V_\gamma) \) where

\[
\psi(\lambda \otimes v)(k) = \lambda(\psi_v(k)-1)v (\rho_\gamma, V_\gamma) \in \gamma.
\]

Thus the \( M \)-invariants of \( X \) are just \( \sum_{\gamma \in \hat{K}} \psi(E_\gamma \otimes V^M_\gamma) \cdot 1_{2p} \). Now it is clear that \( \pi_{2p}(E_\gamma(V^M_\gamma))1_{2p} = \psi(E_\gamma \otimes V_\gamma) \). Thus by counting dimensions we see that there is a bijective mapping \( \delta^\gamma : E_\gamma \rightarrow \hat{E}_\gamma \) so that

\[
\pi_{2p}(a(v))1_{2p} = \psi(\delta^\gamma(a) \otimes v).
\]

The standard proof of Frobenius reciprocity implies that there is a basis \( v_1, \ldots, v_{l(\gamma)} \) of \( V_\gamma^M \) and a basis \( a_1, \ldots, a_{l(\gamma)} \) of \( E_\gamma \) so that \( \psi(A \otimes v_j)(e) = \delta^\gamma_v \). Take \( a_i = \delta^\gamma_i(A) \). Q.E.D.

**Definition 7.2.** \( P^\gamma(v) = P_{a(v)}(v) \) for \( a_1, \ldots, a_{l(\gamma)} \), \( v_1, \ldots, v_{l(\gamma)} \) as in Lemma 7.1.

Set \( P^\gamma(v) = (P_{a(v)}(v)) \). We look at \( P^\gamma(v) \) as a map of \( V_\gamma^M \rightarrow V_\gamma^M \) by setting \( P^\gamma(v)_{a_j} = \sum P_{a_j(v)}(v) \).

If \( \lambda \in (V^*_M)^M, v \in V_\gamma \), define \( (\lambda \otimes v)(k) = \lambda(\psi_v(k)-1)v \). Then \( X_\gamma = (V^*_\gamma)^M \otimes V_\gamma \) (the only action of \( K \) is on \( V_\gamma \)) as a \( K \)-module. Define for \( a \in E_\gamma, v \in V_\gamma^M, B^\gamma_j(a)(v) = (\pi_\gamma(a(v)) \cdot 1)v \). Then \( B^\gamma_j : E_\gamma \rightarrow (V^*_\gamma)^M \). Clearly \( B^\gamma_j(a)(v) = P_{a(v)}(v) \).

Now let \( T_\gamma : H^* \rightarrow X \) be defined by \( T_\gamma(u) = \pi_\gamma(u)1_\gamma \). Then \( T_{2p} \) is bijective by Lemma 7.1.

**Lemma 7.3.** \( T_\gamma \circ T_{2p}^{-1}(\lambda \otimes v) = \lambda \circ P^\gamma(v) \otimes v \), for \( \lambda \in (V^*_M)^M, v \in V_\gamma^M \).

**Proof.** Let \( \delta^\gamma : E_\gamma \rightarrow (V^*_\gamma)^M \) be defined so that \( T_{2p}(a(v)) = \delta^\gamma(a) \otimes v, a \in E_\gamma, v \in V_\gamma \). By the above \( B_{2p}^\gamma(a \otimes v) = B^\gamma_j(a \otimes v) \). But \( B_{2p}^\gamma(a \otimes v) = P_{a(v)}(v) \). Hence if \( B_{2p}^\gamma(a \otimes v) = \lambda \), then \( T_\gamma \circ T_{2p}^{-1}(\lambda \otimes v) = \lambda \circ P^\gamma(v) \otimes v \).

We note that the definition of \( P^\gamma(v) \) implies

**Lemma 7.4.** \( \pi_\gamma(U(\mathfrak{g}))1_\gamma = X^* \) if and only if \( \det P^\gamma(v) \neq 0 \) for all \( \gamma \in \hat{K}_0 \).
Noting that $P^\gamma(2\rho) = I$ for all $\gamma \in \hat{K}_0$, we see that $\det P^\gamma(\nu) \equiv 0$ for any $\gamma \in \hat{K}_0$. Thus $\det P^\gamma(\nu) \neq 0$ for almost all $\nu$.

**Lemma 7.5.** Let $s \in W(A)$ the Weyl group of $A$. Suppose that $A_\gamma(\nu) : X \to X$, $A_\gamma(\nu) \circ \pi_\gamma(\nu) = \pi_{s(\nu)}(\nu) \circ A_\gamma(\nu)$, $\nu \in U(A)$ and $A_\gamma(\nu) \cdot 1_\nu = 1_{s(\nu)}$. Then if $\gamma \in \hat{K}_0$ and $\lambda \in (V^\gamma)_\nu$, $\nu \in V_\gamma$,

$$A_\gamma(\nu)(\lambda \otimes \nu) = \lambda \circ P^\gamma(\nu)^{-1} P^\gamma(s(\nu - \rho) + \rho) \otimes \nu$$

if $\det P^\gamma(\nu) \neq 0$ and $\det P^\gamma(s(\nu - \rho) + \rho) \neq 0$ for all $\gamma \in \hat{K}_0$.

**Proof.** If $u \in H^*$ then $A_\gamma(\nu) T_\nu(u) = A_\gamma(\nu) \pi_\gamma(\nu) 1_\nu = \pi_{s(\nu)}(\nu) A_\gamma(\nu) 1_\nu = T_{s(\nu)}(\nu) \pi_{s(\nu - \rho) + \rho}(u)$. Hence $A_\gamma(\nu) T_\nu \circ T_{2\rho}^{-1}(\lambda \otimes \nu) = T_{s(\nu - \rho) + \rho} \circ T_{2\rho}^{-1}(\lambda \otimes \nu)$. Thus

$$A_\gamma(\nu)(\lambda \otimes \nu) = \left(T_{s(\nu - \rho) + \rho} \circ T_{2\rho}^{-1}\right) \circ \left(T_{s(\nu - \rho) + \rho} \circ T_{2\rho}^{-1}\right)^{-1}(\lambda \otimes \nu)$$

by Lemma 7.3.

If $\dim A = 1$ we identify $\nu \in a^*_C$ with $\nu(\mathfrak{h}_0) \in C$ where 1 is the smallest eigenvalue of $ad H_0|_n$.

**Theorem 7.6 (compare Kostant [10]).** If $G$ is split rank 1 then $\dim V^\gamma = 1$ if $\gamma \in \hat{K}_0$. Hence $P^\gamma(\nu)$ is a scalar.

1. If $G$ is locally isomorphic with $SO(n, 1)$ we parametrize $\hat{K}_0$ as in Theorem 3.2 and set $P^\gamma(\nu) = P_{ij}(\nu)$ if $\gamma$ is the class of $\mathfrak{g}^\gamma$. Then $P_{ij}(\nu) = c_{ij}^{(i+j)/2}(\nu + j)$, $c_{ij} \neq 0$.

2. If $G$ is locally isomorphic with $SU(n, 1)$ then let $P^\gamma(\nu) = P_{ij}(\nu)\nu$ if $\gamma$ is the class of $\mathfrak{g}^\gamma$. Then

$$P_{ij}(\nu) = c_{ij} \prod_{k=0}^{i-1} (2k + \nu) \prod_{k=0}^{j-1} (2k + \nu).$$

3. If $G$ is locally isomorphic with $Sp(n, 1)$ then let $P^\gamma(\nu) = P_{ij}(\nu)$ if $\gamma$ is the class of $\mathfrak{g}^\gamma$ (see Theorem 3.2). Then

$$P_{ij}(\nu) = c_{ij} \prod_{l=0}^{(i+j)/2-1} (\nu + 2l - 2) \prod_{l=0}^{(i+j)/2-1} (\nu + 2l).$$

4. If $G$ is locally isomorphic with $F_4$ with $K = \text{Spin}(9)$ then if $\gamma$ is the class of $\mathfrak{g}^\gamma$,

$$P_{ij}(\nu) = c_{ij} \prod_{l=0}^{(i+j)/2-1} (2l - 6 + \nu) \prod_{l=0}^{(i+j)/2-1} (2l + \nu).$$

(See [7, Theorem 3.1] for notation.)
Proof. Suppose dim $\alpha = 1$. If $S(\rho_\omega)$ is the symmetric algebra of $\rho_\omega$, then we look at $S(\rho_\omega)$ as the polynomials on $\rho_\omega^*$. Using $B$, the killing form of $g$, $\rho_\omega^*$ is equivalent to $\rho_\omega$ as a representation of $K$ under $\text{Ad}$. Also, if $H_0$ is as above, then $\text{Ad}(K) \cdot H_0 = K/M$. Thus $S(\rho_\omega)/K/M = X$ as a representation of $K$. Let $\mathcal{H}$ be the harmonic polynomials in $S(\rho_\omega)$. Then if $\lambda: S(\rho_\omega) \rightarrow U(g)$ is the symmetrization mapping $\lambda(\mathcal{H}) = H^*$. Let $\mathcal{H}_\gamma$ be an irreducible component of $\mathcal{H}$ labeled by its equivalence class. If $f \in \mathcal{H}_\gamma$ then $\pi_\gamma(\lambda(f))_1 = P^\gamma(v)f$ as a function on $K/M$. We therefore see

(1) If $f \in \mathcal{H}_\gamma, f \neq 0$, then $\deg P^\gamma = \deg f$.

The result now follows from Lemma 7.5, Theorem 6.1 and [7, Theorem 5.2] by observing that the $a_\gamma(v)$ are of the form $n_\gamma(v)/d_\gamma(v)$ with $n_\gamma(v)$ and $d_\gamma(v)$ relatively prime and $\deg d_\gamma(v) = \deg f$ for $f \neq 0, f \in \mathcal{H}_\gamma^M$. Q.E.D.

8. Remarks on square-integrability. In this section we will examine the representations of §7 to determine which of these representations are square-integrable. We first however will make some general statements concerning the square-integrability of representations.

Let $G, K, A$ and $\alpha$ be as in §2. Let $\alpha^+ = \{H \in \alpha: \alpha(H) > 0 \text{ for all } \alpha \in \Delta^+\}$. Suppose $\pi: G \rightarrow \mathcal{L}(\mathcal{H}, \mathcal{H})$ is an irreducible representation of $G$. Let $\nu$ be an irreducible representation of $K$ which occurs in $\pi$ and let $v_1, \ldots, v_m$ be orthonormal vectors which span a vector space which is irreducible under the restriction of $\pi$ to $K$ and transforms according to $\nu$.

$\pi$ is said to be square-integrable if, for all $\varphi$ and $\psi$ in $\mathcal{H}$, $\int_G |\langle \pi(g)\varphi, \psi \rangle|^2\, dg < \infty$. From Harish-Chandra [3], we know that $\pi$ is square-integrable if and only if there exist $\varphi$ and $\psi$ nonzero in $\mathcal{H}$ such that

$$\int_G |\langle \pi(g)\varphi, \psi \rangle|^2\, dg < \infty.$$ 

Thus $\pi$ is square-integrable if and only if

$$\int_G |\langle \pi(g)v_1, v_1 \rangle|^2\, dg < \infty.$$ 

Now

$$\int_G |\langle \pi(g)v_1, v_1 \rangle|^2\, dg = \int_K \int_A \int_K |\langle \pi(k_1)\pi(a)\pi(k_2)v_1, v_1 \rangle|^2 \delta(a)\, dk_1\, da\, dk_2$$

where $\delta(a) = \prod_{\alpha \in \Delta^+} (e^{\alpha(\log a)} - e^{-\alpha(\log a)})^{m_\alpha}$ (see Helgason [5, p. 382]).

From Schur's lemma, we have

$$\int_K \int_A \int_K \delta(a) |\langle \pi(k_1)\pi(a)\pi(k_2)v_1, v_1 \rangle|^2\, dk_2\, da\, dk_2$$

$$= \int_K \int_A \int_K \delta(a) \sum_{j,k=1}^m |v_j(k_1)|^2 |v_l(k_2)|^2 |\langle \pi(a)v_j, v_l \rangle|\, dk_1\, da\, dk_2$$

$$= \frac{1}{m^2} \int_A \int_K \delta(a) \sum_{j,l=1}^m |\langle \pi(a)v_j, v_l \rangle|^2\, da.$$
Thus $\pi$ is square-integrable if and only if for all $1 < j, l < m$

$$\int_{A^+} \delta(a) |\langle \pi(a)v_j, v_l \rangle|^2 \, da < \infty.$$  

Hence, from the formula for $\delta(a)$, $\pi$ is square-integrable if and only if for all $1 < j, l < m$

$$\int_{A^+} e^{2\rho(\log a)} |\langle \pi(a)v_j, v_l \rangle|^2 \, da < \infty.$$  

From Harish-Chandra [4], we know that if $\mathcal{K}$ contains a $K$-fixed vector, $\pi$ is not square-integrable.

We now suppose that $G$ is a classical split rank one group. That is, $G/K$ is the open unit ball in $\mathbb{F}^n$. Our main results of this section can now be stated.

**Theorem 8.1.** (1) (Takahashi [17]). If $F = \mathbb{R}$ and $n > 3$ the unitary representation $\pi_{-k}$ induces on the completion of $X^{-k}/V_k$ is not square-integrable.

(2a) If $F = \mathbb{C}$ and $n > 2$ the unitary representations $\pi_0$ induces on the completion of $H_0^+/L_0$ and $H_0^-/L_0$ are not square-integrable.

(2b) If $F = \mathbb{C}$ and $n > 3$ the unitary representation $\pi_{-2l}$ induces on the completion of $X^{-2l}/(H_{2l}^+ + H_{2l}^-)$ is not square-integrable.

(3) If $F = \mathbb{H}$ and $n > 3$ the unitary representation $\pi_{-2l}$ induces on the completion of $X^{-2l}/M_l$ is not square-integrable, and the unitary representation $\pi_2$ induces on the completion of $X^2/T$ is not square-integrable.

**Proof.** Since $G$ in each of these cases has split rank 1, dim $a = 1$. So if we let

$$a_i = \begin{bmatrix} \cosh t & 0 & \sinh t \\ 0 & I & 0 \\ \sinh t & 0 & \cosh t \end{bmatrix} \in A$$

we have that

$$\int_{A^+} \delta(a)f(a) \, da = c_0 \int_0^\infty \delta(a_i)f(a_i) \, dt$$

where $c_0 > 0$ and $f \in C_c(A^+)$.  

**Proof of (1).** Observe that the $K$-irreducible subspace $\mathcal{K}^{k+1}$ occurs in $X^{-k}/V_k$. Since $n > 3$ there is a harmonic polynomial of degree $k + 1$ which is independent of the first variable $x_1$. (Recall the coordinates of $\mathbb{F}^n$.)

Now

$$\pi_{-k}(a)G(x_2, \ldots, x_n) = (\cosh t - \sinh tx_1)^k G \left( \frac{x_2}{\cosh t - \sinh tx_1}, \ldots, \frac{x_n}{\cosh t - \sinh tx_1} \right)$$

$$= \frac{1}{\cosh t - \sinh tx_1} G(x_2, \ldots, x_n).$$
If the representation $\pi_{-k}$ induces on the completion of $X^{-k}/V_k$ were square-integrable we would have

$$\int_0^\infty \delta(a_t)|\langle \pi_{-k}(a_t)G, G\rangle|^2 \, dt < \infty$$

where

$$\langle \pi_{-k}(a_t)G, G\rangle = \int_{S^{n-1}} \pi_{-k}(a_t)G(x_1, \ldots, x_n) \overline{G(x_1, \ldots, x_n)} \, d\mu(S^{n-1})$$

and $d\mu(S^{n-1})$ is the standard measure on $S^{n-1}$. However,

$$\int_{S^{n-1}} \pi_{-k}(a_t)G(x_1, \ldots, x_n) \overline{G(x_1, \ldots, x_n)} \, d\mu(S^{n-1})$$

$$= \int_{S^{n-1}} \frac{1}{\cosh t - (\sinh t)x_1} |G(x_2, \ldots, x_n)|^2 \, d\mu(S^{n-1})$$

$$= \frac{1}{\cosh t} \int_{S^{n-1}} \frac{1}{1 - (\tanh t)x_1} |G(x_2, \ldots, x_n)|^2 \, d\mu(S^{n-1})$$

$$> \frac{1}{2} \cosh t \int_{S^{n-1}} |G(x_2, \ldots, x_n)|^2 \, d\mu(S^{n-1}) = \frac{A}{2 \cosh t}.$$ 

Since $2\rho(\log a_t) = (n - 1)t$ and $e^{((n-1)/2)t}(A/2 \cosh t) \sim Ae^{((n-3)/2)t}$ for large $t$ we see that our representation is not square-integrable if $n > 3$.

Proof of (2). (a) Observe that $\mathcal{C}^{0,0}$ occurs in $H_0^+ / L_0$ and $\mathcal{C}^{0,1}$ occurs in $H_0^- / L_0$.

Let $G(z_1, \ldots, z_n) = z_2$ and let $a_t$ be as above. Then

$$\pi_0(a_t)G(z_1, \ldots, z_n) = \frac{z_2}{\cosh t - (\sinh t)z_1}.$$ 

Then

$$\langle \pi_0(a_t)G, G\rangle = \int_{S^{2n-1}} \frac{|z_2|^2}{\cosh t - (\sinh t)z_1} \, d\mu(S^{2n-1})$$

$$= \frac{1}{\cosh t} \int_{S^{2n-1}} \frac{|z_2|^2}{1 - (\tanh t)z_1} \, d\mu(S^{2n-1})$$

$$= \frac{1}{\cosh t} \int_{S^{2n-1}} |z_2|^2 \, d\mu(S^{2n-1}) = \frac{A}{\cosh t}.$$ 

As $2\rho(\log a_t) = 2nt$ and $e^{nt}(A/\cosh t) \sim 2Ae^{(n-1)t}$ for large $t$, we see that the unitary representation $\pi_0$ induces on the completion of $H_0^+ / L_0$ is not square-integrable. The case of $H_0^- / L_0$ is now obvious. Thus we have proved (2a).

(2b) Observe that $\mathcal{C}^{0,1,1} / \mathcal{H}_2^+$ occurs in $X^{-2f}/(H_2^+ + H_2^-)$. Recall that if $G$ is in $\mathcal{C}^{0,1,1}$,
\[ G(az_1, \ldots, az_n) = |a|^{2n+2} G(z_1, \ldots, z_n) \quad \text{for } \alpha \in \mathbb{C}. \]

Let \( G \in \mathcal{H}^{l+1,j+1} \) which is independent of \( z_1 \) and \( \bar{z}_1 \). This can clearly be done since \( n > 3 \). Then an easy calculation gives

\[ \pi_{-2l}(a_i)G(z_1, \ldots, z_n) = \frac{1}{|\cosh t - (\sinh t)z_i|^2} G(z_2, \ldots, z_n). \]

Moreover,

\[ \langle \pi_{-2l}(a_i)G, G \rangle = \int_{S^{2n-1}} \frac{1}{|\cosh t - (\sinh t)z_1|^2} |G(z_2, \ldots, z_n)|^2 d\mu(S^{2n-1}) \]

\[ = \frac{1}{\cosh^2 t} \int_{S^{2n-1}} \frac{1}{1 - (\tanh t)z_1^2} |G(z_2, \ldots, z_n)|^2 d\mu(S^{2n-1}) \]

\[ = \frac{1}{\cosh^2 t} \int_{S^{2n-1}} \frac{1}{1 - (\tanh t)^2|z_1|^2} |G(z_2, \ldots, z_n)|^2 d\mu(S^{2n-1}) \]

\[ > \frac{1}{\cosh^2 t} \int_{S^{2n-1}} |G(z_2, \ldots, z_n)|^2 d\mu(S^{2n-1}) \]

\[ = \frac{A}{\cosh^2 t} \quad \text{with } A > 0. \]

As \( e^{\alpha t}(A/\cosh^2 t) \sim 4Ae^{(n-2)t} \) for large \( t \) and \( n > 3 \) the representation \( \pi_{-2l} \) induces on the completion of \( X^{-2l}/(H_2^+ \times H_2^-) \) is not square-integrable.

**Proof of (3).** Observe that the \( K \)-irreducible space \( V^{2l+4,0} \) occurs in \( X^{-2l}/M_i \) and the \( K \)-irreducible space \( V^{2,0} \) occurs in \( X^2/T \). We first need a characterization of the elements of \( V^{2m,0} \) and this is provided easily as follows:

(i) Let \( \mathcal{B}^{2m} = \{ f \in \mathcal{B}^{2m} : f(w_1w, \ldots, w_nw) = |w|^{2m} f(w_1, \ldots, w_n) \text{ for all } w \in F = H \}. \) An easy calculation shows that \( \mathcal{B}^{2m} \) is \( K = (Sp(n) \times Sp(1)) \)-invariant.

(ii) Observe from Theorem 4.1 that \( (V^{2m,0})^* \cap \mathcal{B}^{2m} \approx (0) \) if and only if \( l = 0 \). Thus \( V^{2m,0} \subset \mathcal{B}^{2m} \).

Now let \( G \in V^{2l+4,0} \) which is independent of the real coordinates of \( w_1 \).

This can be done since \( n > 3 \). Then

\[ \pi_{-2l}(a_i)G(w_1, \ldots, w_n) = \frac{1}{|\cosh t - (\sinh t)w_1|^4} G(w_2, \ldots, w_n). \]

Similarly, if \( G \in V^{2,0} \) which is independent of the real coordinates of \( w_1 \)

\[ \pi_2(a_i)G(w_1, \ldots, w_n) = \frac{1}{|\cosh t - (\sinh t)w_1|^4} G(w_2, \ldots, w_n). \]

Now
\[
\int_{S^{4n-1}} \frac{1}{|\cosh t - (\sinh t)w_1|^4} |G(w_2, \ldots, w_n)|^2 \, d\mu(S^{4n-1})
\]
\[
= \frac{1}{\cosh^4 t} \int_{S^{4n-1}} \frac{1}{|1 - (\tanh t)w_1|^4} |G(w_2, \ldots, w_n)|^2 \, d\mu(S^{4n-1}).
\]

Now
\[
\frac{1}{|1 - (\tanh t)w_1|^4} = \frac{1}{(1 - (\tanh t)(w_1 + \bar{w}_1) + |w_1|^2 \tanh^2 t)^2}
\]
using the coordinates \(|w_1|^2 = \cos^2 \xi\) and \(|w_1 + \bar{w}_1| = 2 \cos \xi \cos t\) \((0 < \xi < \pi/2, 0 < t < \pi)\) we have
\[
\frac{1}{|1 - (\tanh t)w_1|^4} = \sum_{k=0}^{\infty} (k + 1) \frac{(2 \tanh t)^k \cos^k \xi \cos^k t}{(1 + \cos^2 \xi \tanh^2 t)^{k+2}}.
\]
Using the fact that \(\int_0^\infty \cos^k \xi \sin^2 \xi \, d\xi = 0\) for odd \(k\), we obtain from Theorem 4.1(4) that
\[
\frac{1}{\cosh^4 t} \int_{S^{4n-1}} \frac{1}{|1 - (\tanh t)w_1|^4} |G(w_2, \ldots, w_n)|^2 \, d\mu(S^{4n-1})
\]
\[
= \frac{1}{\cosh^4 t} \sum_{k=0}^{\infty} \int_{S^{4n-1}} (2k + 1) \frac{(\tanh t)^{2k}(w_1 + \bar{w}_1)^{2k}}{(1 + |w_1|^2 \tanh^2 t)^{2k+2}} |G(w_2, \ldots, w_n)|^2 \, d\mu(S^{4n-1})
\]
\[
= \frac{1}{4 \cosh^4 t} \int_{S^{4n-1}} |G(w_2, \ldots, w_n)|^2 \, d\mu(S^{4n-1})
\]
\[
= \left( \frac{A}{4} \right) \frac{1}{\cosh^4 t} \quad \text{with} \quad A > 0.
\]
As \(2\rho(\log a_j) = (4n + 2)t\) and \(e^{(2n+1)t}/(4/A)(1/\cosh^4 t) \sim 4Ae^{(2n-3)t}\) for large \(t\) and \(n > 3\), (3) now follows. This completes the proof of the theorem.

Using the fact that no unitary representation that contains a \(K\)-fixed vector is square-integrable, we have:

**Corollary 1.** No unitary representation which arises from the spherical principal series (irreducible or reducible) of \(SO(n, 1)\), \(SU(n, 1)\) or \(Sp(n, 1)\) for \(n > 3\) is square-integrable.
We now consider the groups $SO(n, 1)$, $SU(n, 1)$ and $Sp(n, 1)$ for $n < 2$. In the case of $SU(1, 1)$ or $SO(2, 1)$ the discrete series does arise when the principal series is reducible; see [1] or [14]. Now $Sp(1, 1)$ is a covering of $SO^0(4, 1)$ and is thus dealt with above. $SO^0(1, 1) = \mathbb{R}$ and no more need be said about it.

It remains only to consider the groups $SU(2, 1)$ and $Sp(2, 1)$. The following proposition shows that the breakdown in the proof of Theorem 8.1 for these groups is more than mere technical inconvenience.

**Theorem 8.2.** Let $G = SU(2, 1)$; then the unitary representation that $\pi_{-2k}$ induces on the completion of $X^{-2k}/(H_{-2k}^+ + H_{-2k}^-)$, $H_{-2k}^-$, is square-integrable.

The proof of this theorem requires a little preparation. We will actually get more precise estimates than will be necessary to prove Theorem 8.2. Let $T_1$ be the subgroup of $K$ consisting of matrices in $K$ of the form

$$
\begin{pmatrix}
 e^{i\theta} & 0 & 0 \\
 0 & e^{-i\theta} & 0 \\
 0 & 0 & 1
\end{pmatrix}.
$$

Then $T_1$ is a maximal torus of the subgroup $K_1$ consisting of all matrices in $K$ of the form

$$
\begin{pmatrix}
 g & 0 \\
 0 & 1
\end{pmatrix}
$$

with $g$, $2 \times 2$. Noting that $K$ is a central extension of $K_1$ we see that the representation of $K_1$ on $\mathcal{C}_{k,k}$ is already irreducible. Furthermore standard theory says that $\mathcal{C}_{k,k} = \mathcal{S}_{j,-k}^k \mathcal{C}_{2j}^k$ with

(a) $\dim \mathcal{C}_{2j}^k = 1$, $-k < j < k$.

(b) If $f \in \mathcal{C}_{2j}^k$ and if

$$k_1(\theta) = \begin{pmatrix}
 e^{i\theta} & 0 & 0 \\
 0 & e^{-i\theta} & 0 \\
 0 & 0 & 1
\end{pmatrix}
$$

then $\pi_0(k_1(\theta)) f = e^{-2j\theta} f$.

Let $P: \mathcal{C} \to \mathcal{C}$ be the harmonic projection (see the discussion preceding Theorem 4.1).

Set $\phi_{k,j}(z_1, z_2) = P(|z_2|^{2k-2j} |z_1|^{2j} \overline{z_2})$ for $0 \leq j < k$. Set $\phi_{k,-j} = \overline{\phi_{k,j}}$.

**Lemma 8.1.** $\mathcal{C}_{j}^{k,k} = C\phi_{k,j}$.

**Proof.** Clearly $\phi_{k,j} \in \mathcal{C}_{j}^{k,k}$. It is thus only necessary to show that $\phi_{k,j} \neq 0$. We leave this as a (simple) exercise to the reader.
Lemma 8.2. \( \Delta(|z|^2k-2k2iz|z|_{2}^{2}) = 4k(k - j)|z|^2k-2j-2j|z|_{2}^{2}. \)

The proof is again a straightforward computation. Using Lemma 8.2 one concludes directly.

Lemma 8.3. \( \phi_{j,k} = z|z|^2k-2k2iz|z|_{2}^{2} \) for \( 0 < j < k \); here \( c_{k,j,k} \in \mathbb{R} \), \( c_{k,j,0} = 1 \).

Lemma 8.4. (1) \( \langle \pi_{-2k} (a_1) \phi_{k+1,1}, \phi_{k+1,1} \rangle = 0 \) if \( j \neq 1 \).
(2) \( \langle \pi_{-2k} (a_1) \phi_{k+1,1}, \phi_{k+1,1} \rangle = \text{conj}((\pi_{-2k} (a_1) \phi_{k+1,1}, \phi_{k+1,1})) \) for \( -k < j < k \) (here \( \text{conj}(z) = \bar{z} \)).
(3) If \( 0 < j < k + 1 \) then
\[
\langle \pi_{-2k} (a_1) \phi_{k+1,1}, \phi_{k+1,1} \rangle = (\cosh t)^{-2j} \int_{S^3} \frac{z|z|^2k-2k2iz|z|_{2}^{2} \phi_{k+1,1}(z)}{1 - (\tanh t)^2 |z|^2} d\mu.
\]

Proof. To prove (1) we note that the centralizer in \( G \) of the set of all \( a_t, t \in \mathbb{R} \) is \( M \), the group of all matrices of the form
\[
m(\theta) = \begin{bmatrix} e^{i\theta} & 0 & 0 \\
0 & e^{-2i\theta} & 0 \\
0 & 0 & e^{i\theta} \end{bmatrix}.
\]

Now \( m_0(m(\theta)) \phi_{k,j} = e^{-3i\theta} \phi_{k,j} \). Thus (1) follows from Schur orthogonality. (2) follows from the fact that \( \pi_{-2k} (a_1) \) is a real operator \( \text{conj}((\pi_{-2k} (a_1)f)(z)) = (\pi_{-2k} (a_1)f)(z) \) for \( z \in S^3 \).
(3) Let \( 0 < j < k + 1 \).

\[
(\pi_{-2k} (a_1) \phi_{k+1,1})(z)
\]
\[
= \left[ \frac{1 - (\tanh t)^2}{1 - (\tanh t)|z|^2} \right]^{-2k/2} \phi_{k+1,1}((\cosh t - (\sinh t)|z|^2)^{-1}
\cdot ((\cosh t)|z|^2 \sinh t, |z|^2)
\cdot |1 - (\tanh t)|z|^2|^{2k} \cosh t)^{-2k-2j+2j}|z|^2 \cosh t)^{-2j-2j+2j}
\cdot \left\{ \sum_{i=0}^{k-j+1} c_{k,j,1}((\cosh t)^{-2k-2j+2j} |z|^2 |z|^2 \cosh t)^{-2j-2j+2j}
\cdot |1 - (\tanh t)|z|^2|^{2k-2j-2j+2j} \right\}
\]
\[
= |1 - (\tanh t)|z|^2|^{-2} ((\cosh t)^{-2} ((\cosh t)|z|^2 \sinh t, |z|^2)^2 |z|^2 \cosh t)^{-2j-2j+2j}
\cdot \right\}
\cdot + r^2 \psi(z_1, z_2) \) with \( \psi(z_1, z_2) \in \mathfrak{p}^{2k} \).
Hence
\[
\langle \sigma_{-2k}(a_i)\Phi_{k+1,j}, \Phi_{k+1,j} \rangle
\]
\[
= (\cosh t)^{-2} \int_{S^3} \frac{(\cosh t)z_1 - \sinh t)^jz_2^2|z_2|^{2k+2-2j}}{|1 - (\tanh t)z_1^2|^{\phi_{k+1,j}(z)}} d\mu(z)
\]
\[
= (\cosh t)^{-2} \sum_{p,q \geq 0} (\tanh t)^{p+q} \sum_{l=0}^j (-1)^l (\cosh t)^\gamma (\sinh t)^l
\]
\[
\cdot \int_{S^3} z^p z^{j-l} z_2^2 |z_2|^{2k+2-2j} \phi_{k+1,1}(z) d\mu(z).
\]
Now \(\int_{S^3} z^p z^{j-l} z_2^2 |z_2|^{2k+2-2j} \phi_{k+1,1}(z) d\mu(z) = 0\) if \(p + j - l \neq q + j\) since \(\phi_{k+1,1} \in \mathcal{R}_{k+1,k+1}\). Thus noting \((\cosh t)^\gamma (\sinh t)^l = (\cosh t)^\gamma (\tanh t)^l\),
\[
\langle \sigma_{-2k}(a_i)\Phi_{k+1,j}, \Phi_{k+1,j} \rangle
\]
\[
= (\cosh t)^{-2}(\cosh t)^\gamma \sum_{l=0}^j (-1)^l \sum_{q=0}^\infty (\tanh t)^{2q+2l}
\]
\[
\cdot \int_{S^3} z^p z^{j-l} z_2^2 |z_2|^{2k+2-2j} \phi_{k+1,1}(z) d\mu(z) = (\cosh t)^{-2}(\cosh t)^\gamma
\]
\[
\cdot \sum_{l=0}^j (-1)^l (\tanh t)^l \int_{S^3} z_2^2 |z_2|^{2k+2-2j} \phi_{k+1,1}(z) d\mu(z).
\]

The lemma now follows from the formula \(1 - (\tanh t)^2 = (\cosh t)^{-2}\).

**Lemma 8.5.** \(\int_{S^3} |z_1|^{2p} |z_2|^{2q} d\mu(z) = p! q! /(p + q + 1)!\).

**Proof.** This result is standard (cf. Vilenkin [18]). One can give a very elementary proof of the lemma by noting
\[
\Delta^p |z_1|^{2p} = 4^p (p!)^2, \quad \Delta^p z_2^{2p} = 4^p (p + 1)! p!.
\]
Hence \(\int_{S^3} |z_1|^{2p} d\mu(z) = 1/(p + 1)!\). The result can then be proven by induction using
\[
|z_1|^{2p} |z_2|^{2q + 2} = |z_1|^{2p} |z_2|^{2q} 2^p - |z_1|^{2p + 2} |z_2|^{2q}.
\]

**Lemma 8.6.** (1) \(\frac{1}{2} < \int_{S^3} |z_2|^2 / (1 - (\tanh t)^2 |z_1|^2) d\mu(z) < 1\) for all \(t\) and there is a positive constant \(c_2\) such that
(2) \(1 < \int_{S^3} 1/(1 - (\tanh t)^2 |z_1|^2) d\mu(z) < c_2 |t|\) for \(|t|\) sufficiently large.

**Proof.** The lower estimates are trivial and (1) follows from the inequality \(1 - (\tanh t)^2 |z_1|^2 > |z_2|^2\).

We now prove (2). As
\[ \int_{S^3} \frac{1}{1 - (\tanh t)^2|z_1|^2} \, d\mu(z) = \sum_{p=0}^{\infty} (\tanh t)^{2p} \int_{S^3} |z_1|^{2p} \, d\mu(z) \]

\[ = \sum_{p=0}^{\infty} \frac{(\tanh t)^{2p}}{p+1} < 1 + \sum_{p=1}^{\infty} \frac{(\tanh t)^{2p}}{p} \]

\[ = 1 - (\tanh t)^{-2} \log(1 - (\tanh t)^2) < c_2 |t| \]

for \(|t|\) sufficiently large.

**Lemma 8.7.** Let \(c_2\) be as in Lemma 8.6. Then

\[ (\cosh t)^{-3+k}((k+1)!)^2 \frac{(2k+3)!}{(2k+1)!} \leq \langle \mathcal{M}_{-2k}(a_j) \phi_{k+1, \pm(k+1)}, \phi_{k+1, \pm(k+1)} \rangle \leq (\cosh t)^{-3+k}. \]

(1) If \(0 < |t| < k\) then

\[ |\langle \mathcal{M}_{-2k}(a_j) \phi_{k+1,j}, \phi_{k+1,j} \rangle| \leq c_2 |t| (\cosh t)^{-2(k+1)-1} \|\phi_{k+1,j}\|_{\infty} \]

for \(|t|\) sufficiently large. Here

\[ \|\phi_{k+1,j}\|_{\infty} = \sup_{z \in S^3} |\phi_{k+1,j}(z)|. \]

**Proof.** (1)

\[ \langle \mathcal{M}_{-2k}(a_j) \phi_{k+1,k+1}, \phi_{k+1,k+1} \rangle \]

\[ = (\cosh t)^{-3+k} \int_{S^3} \frac{z_1^{k+1}z_2^{k+1} \phi_{k+1,j}(z)}{1 - (\tanh t)^2|z_1|^2} \, d\mu(z) \]

\[ = (\cosh t)^{-3+k} \int_{S^3} \frac{|z_1|^{2k+2}|z_2|^{2k+2} \phi_{k+1,j}(z)}{1 - (\tanh t)^2|z_1|^2} \, d\mu(z) \]

\[ > (\cosh t)^{-3+k} \int_{S^3} \frac{|z_1|^{2k+2}|z_2|^{2k+2} \phi_{k+1,j}(z)}{1 - (\tanh t)^2|z_1|^2} \, d\mu(z) \]

\[ = (\cosh t)^{-3+k} \frac{(k+1)!^2}{(2k+3)!}. \]

On the other hand,

\[ \int_{S^3} \frac{|z_1|^{2k+2}|z_2|^{2k+2}}{1 - (\tanh t)^2|z_1|^2} \, d\mu(z) < \int_{S^3} \frac{|z_2|^2}{1 - (\tanh t)^2|z_1|^2} \, d\mu(z) < c_2. \]

This proves (1).

To prove (2) we first observe that if \(s > 1\), then
\[ \int_{S^3} \frac{z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j} \Phi_{s+j+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) \]

(a)

Indeed,

\[ \int_{S^3} \frac{z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j} \Phi_{s+j+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) = - (\cosh t)^{-2} \int_{S^3} \frac{z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j+2} \Phi_{s+j+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z). \]

Since \( \deg(z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j}) = 2s + 2j + 2l - 2 \), \( \deg(\Phi_{s+j+j}) = 2s + 2j + 2l \) and \( \Phi_{s+j+j} \) is harmonic. This implies that

\[ \int_{S^3} \frac{z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j} \Phi_{s+j+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) = \int_{S^3} \frac{z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j} \Phi_{s+j+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) = 0. \]

This yields (a) after the appropriate algebraic manipulation.

Now suppose that \( 0 < j < k \).

\[ \left< \pi_{2k}(a_i) \phi_{k+j}, \phi_{k+j} \right> = \left( \cosh t \right)^{-2j} \int_{S^3} \frac{z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j} \Phi_{j+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) \]

\[ = \left( \cosh t \right)^{-2j} \left( \cosh t \right)^{-2(2j+2k-2)} (1)^{k-j+1} \int_{S^3} \frac{z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j} \Phi_{j+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) \]

by repeated application of (a). Thus

\[ \left| \left< \pi_{2k}(a_i) \phi_{k+j}, \phi_{k+j} \right> \right| \]

\[ = \left( \cosh t \right)^{-4+2k-2j} \int_{S^3} \frac{z_1 \bar{z}_2 |z_2|^2 |z_1|^{2j} \Phi_{j+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) \]

\[ \leq \left( \cosh t \right)^{-4+2k-2j} \| \phi_{k+j} \|_{\infty} \int_{S^3} \frac{|z_1|^2 |z_2|^2 |z_1|^{2k-2j} \Phi_{k+j}(z)}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) \]

\[ \leq \left( \cosh t \right)^{-4+2k-2j} \| \phi_{k+j} \|_{\infty} \int_{S^3} \frac{1}{1 - (\tanh t)^2 |z_1|^2} \, d\mu(z) \]

\[ \leq c_2 |t| ((\cosh t)^{-4+2k-2j} \| \phi_{k+j} \|_{\infty}). \]
The result for $-k + 1 < j < 0$ follows from the observation
\[
|\langle \pi_{-2k}(a_i) \phi_{k+1-j} \phi_{k+1-j} \rangle| = |\langle \pi_{-2k}(a_i) \phi_{k+1} \phi_{k+1} \rangle|.
\]
Q.E.D.

**Proof of Theorem 8.2.** If $G = SU(2, 1)$ then $e^{2\pi \log a} = e^{4t}$. On the other hand, Lemma 8.7 implies
\[
|\langle \pi_{-2k}(a_i) \phi_{k+1-j} \phi_{k+1-j} \rangle| < e^{-3t}
\]
for $t$ sufficiently large, $k > 0$, and $0 < |j| < k + 1$. Thus
\[
\int_0^\infty e^{4t}|\langle \pi_{-2k}(a_i) \phi_{k+1-j} \phi_{k+1-j} \rangle|^2 dt < \infty
\]
for all $k > 0$ and $0 < |j| < k + 1$. The result now follows from the observation preceding Theorem 8.1.

In order to handle $Sp(2, 1)$ we will need the weight space characterization of spherical harmonics given in §2. We consider the representation $\pi_{-2l}$ induces on $X^{-2l}/M_l$ and the representation $\pi_2$ induces on $X^2/T$. Let $T_0$ be a compact Cartan subgroup of $Sp(2, 1)$ in $Sp(2) \times Sp(1)$. Let $\Theta_{-2l}$ and $\Theta_2$ denote the restrictions of the respective characters of these representations to $T_0$.

If $P_0$ denotes the set of positive compact roots and
\[
D_0 = \prod_{\alpha \in P_0} \left( e^{\alpha/2} - e^{-\alpha/2} \right)
\]
we have that formally
\[
\Theta_{-2l} = \frac{1}{D_0} \sum_{p > 1+2} \sum_{q > 0} \sum_{s \in W} (\det s) \exp s \left[ (p + 1)\lambda_1 + (q + 1)(\lambda_2 + \lambda_3) \right]
\]
where $W$ is the Weyl group of $Sp(2) \times Sp(1)$. Thus, if we let $P_n$ be the positive noncompact roots and set $D_+ = \prod_{\alpha \in P_n} (e^{\alpha/2} - e^{-\alpha/2})$ we have that
\[
\Theta_{-2l} = \frac{1}{D_0D_+} \sum_{s \in W} (\det s) \exp s \left[ (l + 2)\lambda_1 + \lambda_2 + \lambda_3 \right]
\]
and also
\[
\Theta_2 = \frac{1}{D_0D_+} \sum_{s \in W} (\det s) \exp s \left[ \lambda_1 + \lambda_2 + \lambda_3 \right].
\]

Again from Harish-Chandra [4] and Schmid [20] we have that $\Theta_{-2l}$ and $\Theta_2$ agree on $T_0$ with discrete series representations. We must add that since we have not verified that the characters of our unitary representations for $Sp(2, 1)$ are tempered we cannot conclude that our representations are discrete series representations.

We close with a brief remark on integrable representations which we believe is well known but we give a proof for completeness sake.
Proposition 8.2. Let $G$ be a semisimple Lie group with finite center and let $G = \mathbb{K}A^+K$ as above. Let $\pi: G \to \mathcal{L}(\mathfrak{H}, \mathfrak{H})$ be an irreducible unitary representation of $G$. Then, if $V$ is an irreducible representation of $K$ which occurs in $\mathfrak{H}$, we have that $\pi$ is integrable if and only if for all $\varphi$ and $\psi$ in $V$

$$\int_{A^+} \delta(a) |\langle \pi(a)\varphi, \psi \rangle| \, da < \infty.$$ 

Proof. Clearly, if $\int_{A^+} \delta(a) |\langle \pi(a)\varphi, \psi \rangle| \, da < \infty$ for all $\varphi$ and $\psi$ in $V$, $\pi$ is integrable by Harish-Chandra [3].

Suppose that $\pi$ is integrable. Then

$$\int_G |\langle \pi(x)\varphi, \psi \rangle| \, dx = \int_K \int_{A^+} \delta(a) |\langle \pi(a)\pi(k_1)\varphi, \pi(k_2)\psi \rangle| \, da \, dk_1 \, dk_2 < \infty.$$ 

Let $F(k_1, k_2)(a) = \langle \pi(a)\pi(k_1)\varphi, \pi(k_2)\psi \rangle$. Then

$$(*) \int_{A^+} \delta(a) |F(k_1, k_2)(a)| \, da < \infty$$

for almost all $(k_1, k_2)$ in $K \times K$. Then, if $S$ is the subset of $K \times K$ for which $(*)$ holds, the linear span of $\{F(k_1, k_2)| (k_1, k_2) \in S \}$ is the same as the linear span of $\{F(k_1, k_2)| (k_1, k_2) \in K \times K \}$. Thus our result holds.

Corollary 1. The representations $(\pi_0, H_0)$, $(\pi_1, H_1)$ are not integrable. The representations $(\pi_{-2k}, H_{-2k})$ for $k > 1$ are integrable.

Proof. Lemma 8.7(1) implies that if $h = 0$ or 1,

$$\int_0^\infty e^{4t}|\langle \pi_{-2k}(a)\phi_{k+1,k+1}, \phi_{k+1,k+1} \rangle| \, dt = \infty.$$ 

If $k \geq 2$ then Lemma 8.7 implies that

$$|\langle \pi_{-2k}(a)\phi_{k+1,j}, \phi_{k+1,j} \rangle| < Ce^{-2t}$$

for $t$ large and $0 < |j| < k + 1$. We are left to analyze $k = 2$. If $k = 2$ then $|\langle \pi_{-4}(a)\phi_{3,3}, \phi_{3,3} \rangle| < Ce^{-2t}$ and

$$|\langle \pi_{-4}(a)\phi_{3,j}, \phi_{3,j} \rangle| < C_2|t|e^{-(t/O)\eta}\|\phi_{3,j}\|_{\infty}$$

for $|t|$ large. Q.E.D.

Note. If $G = SU(2, 1)$ and $T$ is a maximal torus of $K$, then it is easily seen that the representations of $(\pi_{-2k}, H_{-2k})$ for $k > 0$ are not $T$-finite. Hence they do not belong to the holomorphic discrete series. (See Enright, Thesis, University of Washington at Seattle.)
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