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Abstract. A pair of complex vector spaces \((V, W)\) is called a system if and only if there is a \(\mathbb{C}\)-bilinear map from \(\mathbb{C}^2 \times V\) to \(W\). The category of systems contains subcategories equivalent to the category of modules over the ring of complex polynomials. Many concepts in the latter generalize to the category of systems. In this paper the pure projective systems are characterized and a bound on the rank of purely simple systems is obtained.

Introduction. The classification of a pair of linear maps \(f_1, V_1 \rightarrow V_2, f_2; V_1 \rightarrow V_2\) is connected with the graph

\[
\begin{array}{c}
\alpha_1 \cdot & \overset{l_1}{\longrightarrow} & \cdot \alpha_2 \\
\downarrow & & \downarrow \\
l_2 & & \\
\end{array}
\]

A representation of (1) assigns complex vector spaces \(V_1, V_2\) to \(\alpha_1\) and \(\alpha_2\) respectively and linear maps \(f_1, f_2\) as above to \(l_1\) and \(l_2\) respectively. If one restricts oneself to finite-dimensional vector spaces, then a theorem of Kronecker and Weierstrass says that every representation is a direct sum of indecomposable representations. Using this result and theorems proved by Aronszajn and Fixman we give, in \(\S 2\), a characterisation of representations that are direct sums of finite-dimensional indecomposable representations in the case when the vector spaces are of arbitrary dimension. Aronszajn became interested in these representations because of his investigation of finite-dimensional perturbations of spectral problems. He and Fixman in [1] call a representation of (1) a system. They prove results analogous to those in the theory of abelian groups. Our characterisation of pure projective systems in \(\S 2\), for instance, is analogous to the characterisation of pure projective abelian groups, with finite-dimensional indecomposable representations playing the role of cyclic groups. Our proof like the proofs of many of the results in [1] relies heavily on the structure of finite-dimensional systems and is not valid in the category of the representations of a graph like (1) with more than
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two arrows. Irrespective of the number of arrows, the category is equivalent to the category of right modules over a hereditary subring of $M_{n+1}(C)$, where $n$ is the number of arrows; see [6]. One wonders about the hereditary rings for which theorems analogous to those we have for systems can be proved.

§3 is a contrast to §2. In the category of modules over a principal ideal domain it is easily shown that there is no purely simple module of rank greater than one. Already in [4], there is an example of a purely simple system of rank two. We show that for any positive integer $n$ there exists a purely simple system of rank $n$. In §4 it is proved that a system of rank greater than the cardinality of the continuum cannot be purely simple, i.e., has a proper pure subsystem. I do not know if there exists a purely simple system of any infinite rank. For convenience we have also included in §1, without proof, some results and definitions in the literature that we use constantly.

We should add that (1) is a quiver as defined in [10]. As a result of new striking results interest has grown in the finite-dimensional representations of quivers and their generalizations. We refer in particular to Gabriel's results in [9]. Dlab and Ringel, using the functors introduced in [2] by Bernstein, Gelfand and Ponomarev, have extended Gabriel's theorems to valued graphs. For details, see [3]. There is a survey in [10] of other developments in the representation of quivers and the connection with the representation of algebras. The results of our paper and the theorems in [11] can be viewed as results on the infinite-dimensional complex representations of the algebra corresponding to the quiver (1). In [12], Ringel considers the problem of obtaining an infinite-dimensional indecomposable module from finite-dimensional ones. Applying his results to systems one gets only indecomposable systems of rank $< 1$. However the correspondence between nonsingular systems and modules over the complex polynomials (see [1]) enables one to get indecomposable systems of any rank less than the first inaccessible cardinal; see [8, Vol. II]. Such systems are not purely simple.

1. Preliminaries. All vector spaces are over the complex numbers.

**Definition 1.1.** (a) A system is a pair of vector spaces $(V, W)$ together with a system operation which is a $C$-bilinear map $(e, v) \mapsto ev$ of $C^2 \times V$ into $W$. $V$ is called the domain space and $W$ the range space. The dimension of a system $(V, W)$ is defined as $\dim V + \dim W$, where $\dim$ is the vector space dimension.

(b) A system $(S, T)$ is a subsystem of a system $(X, Y)$ in case $S$ and $T$ are subspaces of $X$ and $Y$ respectively and $es \in T$ for all $s \in S$ and $e \in C^2$.

(c) A homomorphism from a system $(S, T)$ to a system $(X, Y)$ is a pair of linear maps $f_1: S \rightarrow X, f_2: T \rightarrow Y$ such that $e \cdot f_1(s) = f_2(e \cdot s)$ for all $s \in S$ and $e \in C^2$.

(d) If $(S, T)$ is a subsystem of $(X, Y)$ the quotient $(X, Y)/(S, T)$ is the system given by the pair of spaces $(X/S, Y/T)$ and the system operation is $(e,
x + S) \mapsto ex + T for all x \in X, e \in \mathbb{C}^2.

(e) A subsystem (S, T) of (X, Y) is a direct summand of (X, Y) in case there exists a subsystem (U, Z) of (X, Y) such that X = S + U, and Y = T + Z.

**Definition 1.2.** (a) A subsystem (S, T) of (X, Y) is said to be pure in (X, Y) provided that for every intermediate subsystem (U, Z), (S, T) \subseteq (U, Z) \subseteq (X, Y) such that (U, Z)/(S, T) is finite-dimensional, (S, T) is a direct summand of (U, Z).

(b) A system (X, Y) is said to be purely simple if it has no proper pure subsystem.

(c) A system (V, W) is said to be pure-projective if it has the projective property relative to the class of pure-exact sequences.

**Remark 1.3.** One can deduce from 1.2(a) that a direct sum of finite-dimensional systems is pure-projective.

**Definition 1.4.** (a) A system (V, W) is said to be torsion-free if and only if for every 0 \neq e \in \mathbb{C}^2, the map v \mapsto ev is injective.

(b) Let X, Y be subsets of V, W resp.; there exists a smallest subsystem, (V', W') of (V, W) with X \subseteq V', Y \subseteq W' such that (V, W)/(V', W') is torsion-free. (V', W') is called the torsion-closure of (X, Y) in (V, W) or the subsystem of (V, W) generated by (X, Y). A subsystem (X, Y) of (V, W) is said to be torsion-closed in (V, W) if (X, Y) = torsion-closure of (X, Y) in (V, W) denoted by tc_{V, W}(X, Y).

(c) A system (V, W) is said to be of rank t, not necessarily finite, if (V, W) = tc_{V, W}(\emptyset, \{w_i\}_{i \in I}) and card(I) = t but (V, W) \neq tc(\emptyset, \{w_j\}_{j \in J}) for any J \subseteq I. The set \{w_i\}_{i \in I} is then said to be a basis of (V, W) with respect to generation. We refer to [4] for the fact that this is well defined and for the proof of the theorem below.

**Theorem 1.5** [4, Theorem 2.4]. For every torsion-closed subsystem (X, Y) of (V, W), rank(V, W) = rank(V, W)/(X, Y) + rank(X, Y).

**Definition 1.6.** Let (V, W) be a system and let w \in W. Consider a basis (a, b) of \mathbb{C}^2. We define the height H(w) at \theta relative to (V, W) as follows: if the equation b_\theta v = w (\theta \in \mathbb{C} = \mathbb{C} \cup \{\infty\}) and the ordered pair 

\[
(b_\theta, a) = \begin{cases} 
(b - \theta a, a) & \text{if } \theta \neq \infty, \\
(a, b) & \text{if } \theta = \infty,
\end{cases}
\]

has no solution in (V, W) put H(V, W)(w)_\theta = 0. If it does consider the positive integers k for which there exists a chain ((v_1, v_2, \ldots, v_k), (w_1, w_2, \ldots, w_{k+1})) with b_\theta v_1 = w_1 = w, av_i = w_{i+1} = b_\theta v_{i+1}, \ i = 1, \ldots, k - 1, \ av_k = w_{k+1}. Take H(V, W)(w)_\theta to be the supremum of these k's.

**Remark.** (a) If (V, W) is torsion-free and 0 \neq w \in W, the chain above is unique and if k = H(V, W)(w)_\theta, we call the subsystem of (V, W) spanned by
((v_1, \ldots, v_k), (w_1, \ldots, w_k, w_{k+1})) the \( \theta \)-closure of \((\emptyset, w)\) in \((V, W)\). The \(\{v_n\}_{n=1}^{k+1}\) and \(\{w_n\}_{n=k+1}^{k+1}\) are each linearly independent. The latter fact follows from Theorem 1.7 below.

(b) A height function, \(H\), is a function from \(\mathbb{C}\) to the positive integers \(\cup \{\infty\}\). Two height functions \(H\) and \(H'\) are said to be equivalent if and only if

(i) the set \(\Delta = \{\theta \in \mathbb{C} : H_{\theta} \neq H'_{\theta}\}\) is finite and \(H_\theta \neq \infty \neq H'_{\theta}\) for \(\theta \in \Delta\).

(ii) If one of the functions does not assume the value \(\infty\) then \(\sum_{\theta \in \Delta} H_{\theta} = \sum_{\theta \in \Delta} H'_{\theta}\).

Let \(\mathbb{C}(\xi)\) be the complex rational functions. \((\mathbb{C}(\xi), \mathbb{C}(\xi))_{a,b}\) is made into a system as follows: \(af = f, bf = \xi f, f \in \mathbb{C}(\xi)\). The isomorphism type of such a system is independent of choice of basis of \(\mathbb{C}^2\) and is denoted by \(\mathcal{R}\). \([1, \text{p. 327}].\)

**Theorem 1.7** \([4, \text{Theorem 3.4}].\) (a) There is a one-one correspondence between equivalence classes of height functions and isomorphism types of rank 1 torsion-free systems. Given a height function \(H\) it corresponds to a system \((S, T)^H_{a,b}\) contained in \((\mathbb{C}(\xi), \mathbb{C}(\xi))_{a,b}\) with

\[S = \left[\{(\xi - \theta)^{-k} : 0 < k < H_{\theta} + 1, \theta \neq \infty\}\right] + \left[\{\xi^k : 0 < k < H_{\infty}\}\right],\]

\[T = \left[\{(\xi - \theta)^{-k} : 0 < k < H_{\theta} + 1\}\right]\]

where \((\xi - \theta)^{-k}\) denotes \(\xi^k\) when \(\theta = \infty\) (\(k\) is an integer) \((S, T)^H_{a,b}\) is torsion-free and of rank 1.

(b) If \((V, W)\) is of rank 1 then the height functions corresponding to the heights of nonzero elements at \(\theta \in \mathbb{C}\) are all equivalent.

We note as in \([4]\) that equivalence of height functions is independent of the choice of basis of \(\mathbb{C}^2\).

Let \(H\) be the height function defined by \(H_{\theta} = 0\) for \(\theta \in \mathbb{C}\) and \(H_{\infty} = \infty\). The domain space and range space of \((S, T)^H_{a,b}\) are respectively the space of polynomials \(\mathbb{C}[\xi]\). The equivalence class of \(H\), and therefore the isomorphism type of \((S, T)^H_{a,b}\), depends on \(a = \{aa : \alpha \in \mathbb{C}\}\). We shall denote this isomorphism type by \(\mathcal{R}_a\). The isomorphism type of finite-dimensional torsion-free rank 1 systems will be denoted by \(\text{III}^m\), where \(m - 1\) is the dimension of the domain space and \(m\) the dimension of the range space. A system of type \(\text{III}^m\) may be assumed to be spanned by a chain \(((x_1, \ldots, x_{m-1}), (y_1, \ldots, y_m))\) with \(ax_i = y_i, ax_{i+1} = y_{i+1} = bx_i, i = 1, \ldots, m - 2, bx_{m-1} = y_m\).

**Theorem 1.8.** Let \(E: 0 \to (X, Y) \to (U, Z) \to (V, W) \to 0\) be an exact sequence of systems such that \((X, Y) = \sum_{j \in J} (X_j, Y_j), J\) finite. Suppose each \((X_j, Y_j)\) is of type \(\text{III}^m\) spanned by \(((x_1, \ldots, x_{m-1}), (y_1, \ldots, y_m))\) and \((V, W)\) is torsion-free. Then \(E\) is congruent to an extension in which the middle
term is \((X \oplus V, Y \oplus W)\) with the system operation defined by

\[
\begin{align*}
    a & \left( \sum_{j \in J} \alpha_j x_j, v \right) = \left( a \sum_{j \in J} \alpha_j x_j + \sum_{j \in J} l_j(v) y_j, av \right), \\
    b & \left( \sum_{j \in J} \alpha_j x_j, v \right) = \left( b \sum_{j \in J} \alpha_j x_j, bv \right), \quad \alpha_j \in \mathbb{C},
\end{align*}
\]

where \(l_j\) are linear functionals on \(V\). The system operations on the first and the second components on the right-hand side are in \((X, Y)\) and \((V, W)\) respectively.

Proof. In the case when \(\operatorname{card}(J) = 1\), this theorem is proved in [11, Theorem 5.3] and the remark following it. The proof there generalizes to any \(J\) with \(\operatorname{card}(J) < \infty\).

Even if \((X, Y)\) in 1.8 is not finite-dimensional we still have

Lemma 1.9 ([11, §4] or [5]). Let \(E: 0 \rightarrow (X, Y) \rightarrow (U, Z) \rightarrow (V, W) \rightarrow 0\) be an exact sequence of systems. Then \(E\) is congruent to an extension in which the middle term is \((X \oplus V, Y \oplus W)\) and the system operation is given by

\[
\begin{align*}
    a(x, v) &= (ax + a \ast v, av), \\
    b(x, v) &= (bx + b \ast v, bv),
\end{align*}
\]

where \(\ast\) is a \(\mathbb{C}\)-bilinear map from \(V\) to \(Y\).

Lemma 1.10. Let \((U, Z)\) be a torsion-free system of rank \(n\) and \((X_0, Y_0)\) a finite-dimensional torsion-closed subsystem of rank \(n-1\), such that \((U, Z)/(X_0, Y_0)\) is of type \(\mathfrak{I}_d\). If \((X, Y)\) is any other finite-dimensional torsion closed subsystem of \((U, Z)\) of rank \(n-1\), then \((U, Z)/(X, Y)\) is also of type \(\mathfrak{I}_d\).

Proof. We may by Lemma 1.9 and the definition of \(\mathfrak{I}_d\) take \(U = X_0 \oplus V_1, Z = Y_0 \oplus W_1\) with \((V_1, W_1)\) the system \((C[\xi], C[\xi])_{a,b} \subset (C(\xi), C(\xi))_{a,b}\). The system operation in \((U, Z)\) is as in 1.9. For \(u = (x_0, f) \in U\) \((z = (y_0, f) \in Z\) respectively) we call \(f\) the polynomial part of \(u\) \((z\) respectively). Suppose \((X, Y)\) is a torsion-closed subsystem of \((U, Z)\) of rank \(n-1\). By Theorem 1.5, \((V, W) = (U, Z)/(X, Y)\) is of rank 1 and it is infinite-dimensional by the hypothesis. To prove that \((V, W)\) is of type \(\mathfrak{I}_d\) it is therefore enough by 1.7 to show that, for a nonzero element \(w\) in \(W\),

\[
H^{(V, W)}(w)_\theta = 0 \quad \text{for almost all } \theta \in \mathbb{C},
\]

\[
H^{(V, W)}(w)_\theta < \infty \quad \text{for all } \theta \in \mathbb{C}.
\]

This is equivalent to showing (again, by 1.7) that the following subsystem of \((V, W)\)

\[
(V^0, W^0) = \left[ \sum_{\theta \in \mathbb{C}} \{ \theta\text{-closure of } w \text{ in } (V, W) \} \right]
\]

is finite-dimensional.
To prove (2) we shall need the above representation of $U$ and $Z$ and

(3) Let $S$ be a subset of $\mathbb{C}[\xi]$. Then $S$ generates a finite-dimensional subspace of $\mathbb{C}[\xi]$ if and only if there exists a positive integer $N$ such that, for every $s \in S$, degree of $s < N$. We say, in that case, that $S$ has bounded degree.

If $(\gamma_0, f) \in Z$, let $(\gamma_0, f)$ denote the image of $(\gamma_0, f)$ under the natural projection on $W = Z/Y$. From Theorem 1.8 and the definition of the system operation on the quotient $(V, W)/(X, Y)$,

(4) If $(\gamma_0, f) \neq 0$ then $H(V^0, W^0)(\gamma_0, f) > 0$ implies that $\xi - \theta$ is a zero of $f$ modulo the polynomial parts of $Y$.

Let $V^0_\rho$ ($W^0_\rho$) denote the polynomial parts in $\{u + x: x \in X, u + X \in V^0\}$, $\{(z + y: y \in Y, z + Y \in W^0\})$. Since $(X, Y)$ is finite-dimensional (4) and (3) imply that $V^0_\rho, W^0_\rho$ are both of bounded degree. Hence, by (3), $[V^0_\rho], [W^0_\rho]$ are finite-dimensional vector spaces. It is readily seen that

$$(V^0, W^0) \subset \left[ [V^0_\rho], \mathbb{C}^2[V^0_\rho] \right] + (X_0, Y_0) + (0, [W^0_\rho]) \subset (V, W)$$

where

$$\mathbb{C}^2[V^0_\rho] = \left\{ ev: e \in \mathbb{C}^2, v \in [V^0]\right\} \quad \text{and} \quad \frac{(X_0, Y_0)}{(X, Y)} = ((X_0, Y_0) + (X, Y))/(X, Y).$$

$[[V^0_\rho], \mathbb{C}^2[V^0_\rho]]$ is similarly defined. Therefore $(V^0, W^0)$ is finite-dimensional as required.

**Lemma 1.11.** Let $E: 0 \to (X, Y) \to (U, Z) \to (V, W) \to 0$ be an exact sequence of systems where $(X, Y)$ is torsion-free of rank $n$ and finite-dimensional and $(V, W)$ is of type $\mathcal{P}_\alpha$. Then $(U, Z)$ is also an extension of a system $(X_0, Y_0)$ of type $\mathcal{P}_\alpha$ by a system of type $\mathcal{P}_\alpha$.

**Proof.** By the preceding Lemma and Theorem 1.5 it is sufficient to find a subsystem $(X_0, Y_0) \subset (U, Z)$ that is torsion-closed and of type $\mathcal{P}_\alpha$. Using Theorem 1.7 we may take $(V, W)$ to be the system

$$(C[\xi], C[\xi])_{ab} \subset (C[\xi], C[\xi])_{ab}.$$ 

By [1, Theorem 4.3], $(X, Y)$ is of type $\bigoplus_{\alpha} \mathcal{P}_\alpha$. So we also assume that $(X, Y)$ and $(U, Z)$ are of the form given in the hypothesis and conclusion respectively of Theorem 1.8. In the notation of 1.8 let

$$(X_0, Y_0) = (0, [y_{m_1} + y_{12}]) + (0, [y_{m_2} + y_{13}]) + \cdots + (0, [y_{m_{n-1}} + y_{1n}]) + (0, [y_{m_n} + 1]).$$

It is of type $\bigoplus_{\alpha} \mathcal{P}_\alpha$.

Suppose $b_\theta(x, v) \in Y_0$. Then

(5) $b_\theta(x, v) = \gamma_1(y_{m_1} + y_{12}) + \cdots + \gamma_n(y_{m_n} + 1)$; \quad \gamma_j \in \mathbb{C}.$
Let \( x = \sum_{i=1}^{m} \alpha_{i} x_{i1} + \cdots + \sum_{i=1}^{m} \alpha_{in} x_{in} \). (If \( m_j = 1 \), the \( j \)th term of \( x \) in the above expression is 0.)

If \( \theta \neq \infty \), we conclude from the definition of the system operation in \((U, Z)\) that \( \gamma_{n}/(\xi - \theta) = v \in \mathbb{C}[\xi] \); hence \( \gamma_{n} = 0 = v \). Applying the definition of the \( b_{\theta} \)-action and equating the coefficients of \( y_{jk}, \ j = 1, \ldots, m_{k}, \ k = 1, \ldots, n \), leads to

\[
-\theta \alpha_{1,k} = \gamma_{k-1}, \quad \gamma_{k-1} = 0 \quad \text{if} \ k = 1, \\
\alpha_{1k} - \theta \alpha_{2k} = 0, \\
\alpha_{2k} - \theta \alpha_{3k} = 0, \\
\vdots \\
\alpha_{m_{k}-2} - \theta \alpha_{m_{k}-1,1} = 0, \\
\alpha_{m_{k}-1,1} = \gamma_{k}, \quad k = 1, \ldots, n.
\]

(6)

From (6) we deduce that \((x, v) = (0, 0)\). The same conclusion is valid if \( \theta = \infty \), i.e., \( b_{\theta} = a \). Therefore \((X_{0}, Y_{0})\) is torsion-closed and we are done with the proof of Lemma 1.11.

**Lemma 1.12.** Let \((X, Y)\) be a purely simple torsion-free system. Then any proper torsion-closed subsystem of \((X, Y)\) which is of finite rank is a system of type \( \oplus_{i \in I} \text{III}^{m_{i}} \), \( I \) finite.

**Proof.** Let \((X_{0}, Y_{0}) \neq (X, Y)\) be torsion-closed of rank \( t \). If \( t = 1 \) and \((X_{0}, Y_{0})\) is infinite-dimensional then it is pure in \((X, Y)\) by [4, Theorem 5.2], contradicting \((X, Y)\) purely simple. So \((X_{0}, Y_{0})\) is of type \( \text{III}^{m_{1}} \). We assume the lemma for all torsion-closed \((X_{1}, Y_{1}) \subset (X, Y)\) of rank \( < t - 1 \). Let \((X_{0}, Y_{0})\) be a torsion-closed subsystem of \((X, Y)\) of rank \( t \). If it has no direct summand of type \( \text{III}^{m_{i}} \), it will be pure in \((X, Y)\) by [7, Theorem 1]. So \((X_{0}, Y_{0})\) has a direct summand of type \( \text{III}^{m_{i}} \). The latter has a direct complement, \((X_{2}, Y_{2})\) in \((X_{0}, Y_{0})\) of rank \( t - 1 \). \((X_{2}, Y_{2})\) is torsion-closed in \((X, Y)\) and hence by the induction hypothesis it is a system of type \( \oplus_{i=2}^{n} \text{III}^{m_{i}} \).

Lemma 1.14 is readily deduced from Theorem 1.13. A real number \( x = a^{1/m} \) is said to be radical if and only if \( a \) and \( m \) are positive integers. The exponent of a radical number is the least positive integer \( m \) such that \( x^{m} \) is a positive integer.

**Theorem 1.13** [13]. Let \( x_{1}, \ldots, x_{n} \) be radical numbers with exponents \( m_{1}, \ldots, m_{n} \). If the positive integers \( x_{1}^{m_{1}}, \ldots, x_{n}^{m_{n}} \) are coprime then \( x_{1}, \ldots, x_{n} \) generate a field extension of the rationals of degree \( m_{1} \cdot m_{2} \cdot \cdots \cdot m_{n} \).

**Lemma 1.14.** Let \( P \) be the set of all positive rational primes and for \( L \subset P \) let \( Q_{L} \) be the field extension obtained by adjoining to \( Q \) the real numbers \( \sqrt[n]{n} \) for all positive rational integers \( n \) and all \( l \in L \). If \( L_{1} \) is not contained in \( L_{2} \), then
$Q_L$, is not contained in $Q_L(\alpha)$, a a complex number algebraic over $Q$.

2. Pure projective systems. We refer to [1] for a description of systems of type $I^m$, $II^m$ and a proof of

**Theorem 2.1** [1, Theorem 4.3]. *Every finite-dimensional system is a direct sum of finite-dimensional indecomposable subsystems, i.e., subsystems of type $I^m$, $II^m$ or $III^m$.*

In this section we shall give a characterisation of those systems that are direct sums of finite-dimensional subsystems. In a system $(V, W) = \bigoplus_{i \in I} (V^i, W^i)$, $I$ an arbitrary indexing set, we have $H((w_i)_{i \in I})_\theta = \inf\{H(w_i)_{i \in I} : i \in I\}$. Using this and [1, Theorem 6.6] we deduce

**Proposition 2.2.** *If $(V, W)$ is torsion-free and a direct sum of finite-dimensional indecomposable subsystems, then any subsystem of $(V, W)$ has a direct summand of type $III^m$ for some positive integer $m$.*

**Theorem 2.3.** A system $(V, W)$ is pure-projective if and only if it is a direct sum of finite-dimensional indecomposable subsystems.

**Proof.** We have already remarked in 1.3 that a direct sum of finite-dimensional systems is pure projective.

Let $(V, W)$ be a pure projective system and let $(V_\alpha, W_\alpha)_{\alpha \in I}$ be the set of all finite-dimensional subsystems of $(V, W)$ and $(\kappa_\alpha, \lambda_\alpha)$ the inclusion map. Let

$$(X, Y) = \sum_{\alpha \in I} (v_\alpha, w_\alpha), \quad (\kappa, \lambda) = \sum_{\alpha \in I} (\kappa_\alpha, \lambda_\alpha).$$

Let $(K, L) = (\ker \kappa, \ker \lambda)$. We get the exact sequence

$$0 \to (K, L) \to (X, Y) \to (V, W) \to 0.$$

In the abelian category of systems, purity as defined in 1.2 is $\mathcal{F}$-purity, where $\mathcal{F}$ is the family of finite-dimensional systems, in the terminology of [14]. By [14, Theorem 2.4], $(K, L)$ is pure in $(X, Y)$. Since $(V, W)$ is pure projective, we get that

(\dagger) 

$(X, Y)$ is isomorphic to $(K, L) \oplus (V, W)$.

$(X, Y)$ is a direct sum of finite-dimensional systems, so by 2.1 it is a direct sum of finite-dimensional indecomposable subsystems. Therefore $t(X, Y)$, where $t$ stands for the ‘torsion part’ is a direct summand of $(X, Y)$. From (\dagger) we get that $t(X, Y) = t(K, L) \perp t(V, W)$. Therefore $t(V, W) \subset (V, W)$ is a direct summand of $(X, Y)$, hence a direct summand of $(V, W)$. Since $(V, W)$ is pure-projective so is $t(V, W)$. That $t(V, W)$ is a direct sum of finite-dimensional indecomposable subsystems follows from [1, Propositions 9.16, 9.19 and p. 338] and [8, Vol. I, Theorem 30.2]. So in (\dagger) we may assume that $(V, W)$ is torsion-free. Therefore, $(X, Y)$ is a direct sum of finite-dimensional
subsystems of type III$^m$, for various positive integers $m$. The claim that $(V, W)$ also has the latter property is established by imitating the proof of Theorem 86.7 in [8] after first proving that direct summands of systems that are direct sums of subgroups of type III$^m$ are separable. See [8] for definition. The necessary modifications to the results quoted in the proof of Theorem 86.7 in [8] are immediate. This completes the proof of Theorem 2.3.

**Corollary 2.4.** A direct summand of a system which is a direct sum of finite-dimensional indecomposable subsystems is itself a direct sum of finite-dimensional indecomposable subsystems.

**Proof.** A direct summand of a pure projective system is pure projective. Therefore 2.4 follows from 2.3.

3. Existence of purely simple systems of arbitrary finite rank.

**Theorem 3.1.** For each positive integer, $n$, there exists a purely simple system of rank $n$.

**Proof.** Let

$V = C[\xi]$,

$W = V + \langle w_2 \rangle \oplus \cdots \oplus \langle w_n \rangle$, where $w_l \neq 0$ for $l = 2, \ldots, n$.

We make $(V, W)$ into a system by requiring for a fixed basis $(a, b)$ of $C^2$ the following relations.

$a \xi^k = \xi^k + \alpha_{2k} w_2 + \cdots + \alpha_{nk} w_n, \quad k = 0, 1, 2, \ldots$

$b \xi^k = \xi^{k+1}$,

where $\alpha_{lk} = \sqrt[p_l]{k}$ and $p_l$ is the $(l - 1)$th prime in the usual ordering of the positive rational primes, $l = 2, \ldots, n$.

We shall now show that $(V, W)$ is of rank $n$ and it is purely simple. It is straightforward to see that $(V, W)$ is torsion-free. The subsystem $(0, \Sigma_{l=2}^n \oplus C w_l)$ is a torsion-closed subsystem of $(V, W)$ of rank $n - 1$. $(V, W)/(0, \Sigma_{l=2}^n \oplus C w_l)$ is of type $\mathcal{Q}_e$. Hence, by Theorem 1.5, rank$(V, W) = n$. To avoid repetition “pure subsystem” means a nontrivial pure subsystem. Any pure subsystem $(X, Y) \subset (V, W)$ is torsion-closed by [4, Lemma 2.1(g)] and hence by 1.5, rank$(X, Y) < n$. We shall show by induction that $(V, W)$ has no pure subsystem.

Suppose $(X, Y)$ is a rank 1 infinite-dimensional pure subsystem of $(V, W)$. Then $(X, Y) = tc(\emptyset, y), 0 \neq y \in Y$.

\begin{equation}
(7) \quad y = \sum_{l=2}^n \beta_l w_l' + \sum_{i=0}^f \gamma_i \xi^i, \quad \beta_l, \gamma_i \in C.
\end{equation}

Since $(X, Y)$ is torsion-closed in $(V, W)$, $H^{(X, Y)}(y)_\theta = H^{(V, W)}(y')_\theta$ for all
$y_1 \in Y$ and all $\theta \in \tilde{C}$. Denote this common height by $H(y_1)_{\theta}$. So by Theorem 1.7

$$\sum_{\theta \in \tilde{C}} H(y)_{\theta} = \infty.$$  

This implies that $y$ is not in $\Sigma_{i=2}^n \oplus Cw_i$ and so we may assume that $y_i \neq 0$ in (7). The sum of the heights of $y$ at $\theta \in C$ does not exceed the corresponding sum for the image of $y$ in $(V, W)/(0, \Sigma_{i=2}^n \oplus Cw_i)$ and the latter is finite by Theorem 1.7. Thus $H(y)_{\infty} = \infty$. Using the definition of the system operation in $(V, W)$ this leads to

$$\sum_{i=0}^{l} \gamma_i \alpha_{l,k+1} = 0, \quad k = 1, 2, \ldots, l = 2, \ldots, n.$$  

From (8) and the assumption $y_i \neq 0$ we conclude that for $l = 2$, for instance,

$$\sqrt{m} \in K = Q(\gamma_0, \gamma_1, \ldots, \gamma_l, \sqrt{2}, \sqrt{3}, \ldots, \sqrt{t+1})$$

for all positive integers $m$. Hence in the notation of Lemma 1.14 $Q_{(2)} \subset K_0 \subset K$ where $K_0 = \{k \in K: K \text{ is algebraic over } Q\}$. However this is not possible because $Q_{(2)}$ is not a finite extension of $Q$ as is immediately deduced from 1.13. Therefore $(V, W)$ does not contain a rank 1 infinite-dimensional pure subsystem. We now assume that $(V, W)$ does not contain an infinite-dimensional pure subsystem of rank $< s < n$ and show that it cannot contain one of rank $s + 1$. We shall assume the contrary and proceed to get a contradiction.

Let $(X, Y)$ be an infinite-dimensional pure subsystem of rank $s + 1$. Any pure subsystem of $(X, Y)$ has rank $< s$ and so by the transitivity of purity [1, Proposition 5.2(a)] and the induction hypothesis, $(X, Y)$ has no pure infinite-dimensional subsystem. It has no finite-dimensional pure subsystem because such a subsystem would be a direct summand in $(X, Y)$ whose complement in $(X, Y)$ would be an infinite-dimensional pure subsystem, [1, Theorem 5.5 and Proposition 5.2(e)]. Therefore $(X, Y)$ is purely simple. Let $(X_0, Y_0)$ be a torsion-closed subsystem of $(X, Y)$ of rank $s$. By Lemma 1.12, $(X_0, Y_0)$ is finite-dimensional. So $(X, Y)/(X_0, Y_0)$ is a rank 1 infinite-dimensional system. It is of type $\mathcal{Q}_d$ by an argument identical to the proof of (2) in Lemma 1.10. By 1.11 we may further assume that $(X_0, Y_0)$ is of type $\oplus_i \mathcal{I}_{11}$, i.e., $(X_0, Y_0) = \Sigma_{i=1}^m (0, C\gamma_i)$ where each $\gamma_i \neq 0$. Let

$$y_i = \sum_{j=0}^{m_i} \gamma_{ij}\xi_j + \sum_{l=2}^{n} \chi_{il}w_{il}, \quad i = 1, \ldots, s,$$

$$= p_i + \sum_{l=2}^{n} \chi_{il}w_{il}, \quad \gamma_{ij}, \chi_{il} \in C.$$  
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Since \((X, Y)\) is purely simple, hence indecomposable, and infinite-dimensional it has subsystems of type III\(m\) for arbitrarily large \(m\), by [1, Theorem 6.6]. Using the definition of the system operation in \((V, W)\) this implies that \(Y\) contains polynomials of arbitrarily large degree. As \(Y_0\) is finite-dimensional, we may pick a generator of \((X, Y)/(X_0, Y_0)\), \(y = \sum_{j=0}^{m} y_j \xi_j + Y_0 = p + Y_0\), where \(p = \sum_{j=0}^{m} \gamma_j \xi_j\) with \(\gamma_m \neq 0\) and \(m > \max(m_1, m_2, \ldots, m_s)\) in (9) and \(H(V, W)(p) \neq 0\). Since \((X, Y)/(X_0, Y_0)\) is of type \(\mathcal{P}_a\), we conclude that

\[
H^{(X, Y)/(X_0, Y_0)}(y) = \infty.
\]

Using the definition of the system operation on \((X, Y)/(X_0, Y_0)\), (9) and (10) we get that for each \(k > 1\) there exist complex numbers \(t_{1k}, t_{2k}, \ldots, t_{sk}\) such that

\[
\begin{align*}
\alpha \left( \xi^k p + \sum_{r=1}^{k} \xi^{k-r} \sum_{i=1}^{s} t_{ir} \xi_i \right) &= \xi^k p + \sum_{r=1}^{k-1} \xi^{k-r} \sum_{i=1}^{s} t_{ir} \xi_i + \sum_{i=1}^{s} t_{ik} \xi_i \\
\end{align*}
\]

where the action of \(\alpha\) is in \((V, W)\).

Substituting for \(y_i\) from (9) we get that the right-hand side of (11)

\[
= \xi^k p + \sum_{r=1}^{k-1} \xi^{k-r} \sum_{i=1}^{s} t_{ir} \xi_i + \left[ \sum_{j=0}^{m_i} \gamma_j \xi_j + \sum_{l=2}^{n} \chi_l \omega_l \right].
\]

After applying the definition of the \(\alpha\) action on the left-hand side of (11) and equating the coefficients of \(\omega_l\), \(l = 2, \ldots, n\), one gets

\[
\sum_{j=0}^{m_i} \gamma_j \alpha_{j+k,l} + \sum_{r=1}^{k-1} \sum_{i=1}^{s} t_{ir} \sum_{j=0}^{m_i} \gamma_j \alpha_{j+k-r,l} = \sum_{i=1}^{s} t_{ik} \chi_i.
\]

This gives

\[
\sum_{i=1}^{s} t_{ik} \left( \chi_i - \sum_{j=0}^{m_i} \gamma_j \alpha_{j+l} \right) = \sum_{j=0}^{m_i} \gamma_j \alpha_{j+k} + \sum_{r=1}^{k-1} \sum_{i=1}^{s} t_{ir} \sum_{j=0}^{m_i} \gamma_j \alpha_{j+k-r}.
\]

For all \(k\) (12) yields an \((n-1) \times s\) matrix \(A\)

\[
A = (a_{li})_{2 \leq i \leq n; 1 \leq l \leq s}, \quad a_{li} = \chi_i - \sum_{j=0}^{m_i} \gamma_j \alpha_{j+l}.
\]

We can now put (12) in the form

\[
A \left[ \begin{array}{c}
t_{1k} \\
t_{2k} \\
\vdots \\
t_{sk}
\end{array} \right] = \left[ \begin{array}{c}
\sum_{j=0}^{m_i} \gamma_j \alpha_{j+k,2} + \sum_{r=1}^{k-1} \sum_{i=1}^{s} t_{ir} \sum_{j=0}^{m_i} \gamma_j \alpha_{j+k-r,2} \\
\vdots \\
\sum_{j=0}^{m_i} \gamma_j \alpha_{j+k,n} + \sum_{r=1}^{k-1} \sum_{i=1}^{s} t_{ir} \sum_{j=0}^{m_i} \gamma_j \alpha_{j+k-r,n}
\end{array} \right]
\]
where the right-hand side is an \((n - 1) \times 1\) matrix. Since \(s + 1 < n - 1\), \(s < n - 2\). So the rank of the matrix \(A < s\). Therefore there exists a row of \(A\) that is a \(C\)-linear combination of the other rows. For simplicity of notation we assume that the row in question is the first row. The same proof works for other rows mutatis mutandis. Let the required complex numbers in such a linear combination be \(\pi_3, \pi_4, \ldots, \pi_n\). Since we are assuming the existence of \(t_{1k}, \ldots, t_{sk}\) such that (13) holds, the first row of the right-hand side of (13) is a linear combination of the other rows by means of the same scalars \(\pi_3, \ldots, \pi_n\). The matrix \(A\) is independent of \(k\), so the same scalars work for \(k = 1, 2, 3, \ldots\).

Let \(L\) be the set of primes used in the definition of the system operation of \((V, W)\) excepting the first prime, i.e., 2, and \(K = \) the field extension of \(QL\) in the notation of 1.14 obtained by adjoining to \(QL\) the following:

(i) \(\pi_3, \pi_4, \ldots, \pi_n\);
(ii) the coefficients of \(p, p_i, i = 1, \ldots, s\), where \(p\) is the polynomial part of \(y\) in (10) and \(p_i\) are the polynomials in (9);
(iii) \(\chi_{il}, l = 2, \ldots, n, i = 1, \ldots, s\), as in (9);
(iv) \(\sqrt{2}, \sqrt{3}, \ldots, \sqrt{m}, m = \deg p\). Recall that \(m > \max(m_1, \ldots, m_s)\).

The matrix \(A\) in (13) is over the field \(K\), and the algebraic part \(K_0\) of \(K\) over \(Q\) is a finite field extension of \(QL\); hence \(K_0 = QL(\alpha)\), \(\alpha\) a complex number.

We shall prove by induction that

\[
K \text{ contains square roots of all positive integers and the } \alpha_{ik}\text{'s of (11) for all } k = 1, 2, \ldots.
\]

For \(k = 1\) (13) becomes

\[
A \begin{bmatrix} t_{11} \\ \vdots \\ t_{s1} \end{bmatrix} = \begin{bmatrix} \sum_{j=0}^{m} \gamma_j \alpha_{j+1,2} \\ \vdots \\ \sum_{j=0}^{m} \gamma_j \alpha_{j+1,n} \end{bmatrix}.
\]

By the definition of \(K\) and the fact that \(\sum_{j=0}^{m} \gamma_j \alpha_{j+1,2}\) is a \(K\)-linear combination of the other rows, the right-hand matrix is over \(K\). We can solve for \(t_{11}, \ldots, t_{s1}\) in terms of the entries in \(A\) and the entries of the matrix on the right-hand side of (15); hence \(t_{11}, \ldots, t_{s1}\) are in \(K\). \(\sqrt{2}, \sqrt{3}, \ldots, \sqrt{m}\) are in \(K\) by definition. We now assume that \(t_{11}, \ldots, t_{s1}, t_{12}, \ldots, t_{s2}, \ldots, t_{1k-1}, \ldots, t_{sk-1}\) and \(\sqrt{m' + j - 1}, j = 1, 2, \ldots, k - 1\), are contained in \(K\) for all \(1 < m' < m\). Reverting to (13), we know that the first row of the matrix on the right-hand side is a \(K\)-linear combination of the
other rows. By the induction hypothesis this \( K \)-linear combination is in \( K \).

Therefore

\[
\sum_{j=0}^{m} \gamma_j \alpha_{j+k,2} + \sum_{r=1}^{k-1} \sum_{i=1}^{s} t_{ir} \sum_{j=0}^{m_i} \gamma_{ji} \alpha_{j+k-r,2} \in K.
\]

Since \( m_i < m \) for all \( i = 1, \ldots, s \) the second term of the last expression is in \( K \) by the induction hypothesis. Therefore

\[
\sum_{j=0}^{m} \gamma_j \alpha_{j+k,2} \in K, \quad \sum_{j=0}^{m-1} \gamma_j \alpha_{j+k,2} \in K
\]

by the induction hypothesis; hence \( \gamma_m \alpha_{m+k,2} \in K \). Since \( \gamma_m \neq 0 \) this implies that \( \alpha_{m+k,2} = \sqrt{m + k} \in K \). Therefore the entries of \( A \) and the matrix on the right-hand side of (13) are in \( K \). As in the case \( k = 1 \), we conclude that \( t_{ik}, \ldots, t_{ik} \) are in \( K \). By induction we have proved (14). Therefore \( K_0 = \mathcal{Q}_L(\alpha) \), the algebraic part of \( K \) contains \( \mathcal{Q}(2) \) contradicting Lemma 1.14. So the assumption that \((V, W)\) has an infinite-dimensional pure subsystem of rank \( s + 1 \) is false. By induction, \((V, W)\) does not have an infinite-dimensional pure subsystem. Hence \((V, W)\) is purely simple by an argument identical to the proof that \((X, Y)\) infinite-dimensional of rank \( s + 1 \) is purely simple. This proves the theorem for \( n > 2 \). However, torsion-free rank 1 systems are purely simple by [4, p. 433].

**Remark.** Also in [4] is the case \( n = 2 \) of Theorem 3.1.

4. **A bound on the rank of purely simple systems.** We shall first prove some easy lemmas.

**Lemma 4.1.** Let \((U, Z)\) be a torsion-free system and \((V, W)\) a torsion-closed subsystem of \((U, Z)\). If \((X, Y)\) is a rank 1 subsystem of \((U, Z)\) not contained in \((V, W)\) then \((V, W) \cap (X, Y) = 0\). In particular distinct torsion-closed rank 1 subsystems of \((U, Z)\) intersect trivially.

**Proof.** Suppose \((V, W) \cap (X, Y) \neq 0\). By torsion-freeness this implies that \( W \cap Y \neq 0 \). Therefore \((X, Y) = \text{tc}(X, Y)(\emptyset, y), 0 \neq y \in W \cap Y \). But

\[
\text{tc}(X, Y)(\emptyset, y) \subset \text{tc}(U, Z)(\emptyset, y) = \text{tc}(V, W)(\emptyset, y) \subset (V, W).
\]

The last equality comes from the fact that \((V, W)\) is torsion-closed in \((U, Z)\). So \((X, Y) \subset (V, W)\), contradiction.

**Lemma 4.2.** Let \( \{w_i\}_{i \in I} \) be a basis with respect to generation of a torsion-free system \((V, W)\). Then \( \sum_{i \in I} \text{tc}(V, W)(\emptyset, w_i) \) is a direct sum.

**Proof.** Denote \( \text{tc}(V, W)(\emptyset, w_i) \) by \((X_i, Y_i)\). Suppose

\[
(X_i, Y_i) \cap \bigoplus_{k \in K} (X_k, Y_k) \neq 0,
\]
where $K$ is a finite subset of $I$ not containing $l$. Then as in the last lemma
$Y_l \cap \sum_{k \in K} Y_k \neq 0$. Let $0 \neq y \in Y_l \cap \sum_{k \in K} Y_k$. Since $(X_l, Y_l)$ is of rank 1, it is also equal to

$$
tc(x_l, y_l)(\emptyset, y) \subset tc(v, w)
\left(\sum_{k \in K} (X_k, Y_k)\right) \subset tc(v, w)(\emptyset, \{w_k\}_{k \in K})$$

so $w_l \in tc(v, w)(\emptyset, \{w_k\}_{k \in K})$, contradicting the hypothesis that $\{w_l\}_{l \in I}$ form a basis with respect to generation.

The next lemma is reminiscent of the method of correcting transformations exploited in [1].

**Lemma 4.3.** Let $(V, W)$ be a system. Suppose $(V, W) = (V^1, W^1) + (V^2, W^2)$ and $(\mu, v)$ is a homomorphism from $(V^1, W^1)$ to $(V^2, W^2)$. Let

$$V_\mu = \{v - \mu(v): v \in V^1\} \quad \text{and} \quad W_\mu = \{w - v(w): w \in W^1\}.$$  

Then $(V, W) = (V_\mu, W_\mu) + (V^2, W^2)$. Moreover, $(V_\mu, W_\mu)$ is isomorphic to $(V^1, W^1)$.

**Proof.** That $(V, W) = (V_\mu, W_\mu) + (V^2, W^2)$ is straightforward to check. The map $(1_{V^1} - \mu, 1_{W^1} - v)$, where $1_{V^1}$ denotes the identity map, is an isomorphism between $(V^1, W^1)$ and $(V_\mu, W_\mu)$.

**Remark 4.4.** If $(X^1, Y^1)$ is of type $\text{III}^m_1$ and $(X^2, Y^2)$ is of type $\text{III}^m_2$ with $m_2 > m_1$ then there is a monomorphism from $(X^1, Y^1)$ to $(X^2, Y^2)$.

Indeed if $(X^1, Y^1)$ and $(X^2, Y^2)$ are spanned by the respective chains $((x^1_0, \ldots, x^1_{m_1-1}), (y^1_0, \ldots, y^1_{m_1}))$, $((x^2_0, \ldots, x^2_{m_2-1}), (y^2_0, \ldots, y^2_{m_2}))$,

$$\phi: x^1_i \mapsto x^2_i, \quad i = 1, \ldots, m_1 - 1,$$
$$\psi: y^1_j \mapsto y^2_j, \quad j = 1, \ldots, m_1,$$

extended linearly to $(X^1, Y^1)$ is a monomorphism.

**Theorem 4.5.** If $(U, Z)$ is a torsion-free system of rank $r > c$ where $c$ is the cardinality of the continuum then $(U, Z)$ is not purely simple.

**Proof.** Choose a basis of $(U, Z)$ with respect to generation. Let $(U^1, Z^1)$ be the subsystem of $(U, Z)$ generated by all but one element of the above basis. If it has no direct summand of type $\text{III}^m$ then it is pure in $(U, Z)$ by [7, Theorem 1]. So we may assume that

$$(U^1, Z^1) = (X^0, Y^0) + (V, W) \quad \text{where} \quad (X^0, Y^0) \quad \text{is of type} \quad \text{III}^m.$$

(Note that for the rest of the proof any reference to $m$ is to the $m$ in (16).)

Rank of $(V, W) = r > c$ by Theorem 1.5. Let $\{w_l\}_{l \in I}$ be a basis of $(V, W)$ with respect to generation, and $(X^i, Y^i) = tc(v, w_l)(\emptyset, w_l) = tc(U, Z)(\emptyset, w_l)$. If any of these $(X^i, Y^i)$ is infinite-dimensional, it would be pure in $(U, Z)$ by [4, Theorem 5.2]. Therefore to complete the proof of the theorem we may assume
that

(17) \((X^i, Y^i)\) is of type III* for all \(i \in I\).

By Lemma 4.2 we get

(18)(0) \((X^0, Y^0) + \sum_{i \in I} \cdot (X^i, Y^i) \subset (U^1, Z^1)\).

Our first goal is to prove

\((U^1, Z^1)\) has a subsystem \(\Sigma_{j \in J} \cdot (U_j, Z_j)\) where each

(19) \((U_j, Z_j)\) is a direct summand of \((U^1, Z^1)\) of type III*,
and \(\text{card}(J) = \text{card}(I) = r\).

**Proof of (19).** Let

\[ I^0_1 = \{ i \in I : (X^i, Y^i) \text{ is a direct summand of } (V, W) \}, \]
\[ I^2_1 = \{ i \in I : m_i > m, m_i \text{ as in (17)} \}. \]

If \(\text{card}(I^0_1) = r\), (19) follows from (18)(0), and if \(\text{card}(I^2_1) = r\), it follows from 4.4 and Lemma 4.3 with

\[(V, W) = (X^0, Y^0) + \sum_{i \in I^0_1} \cdot (X^i, Y^i), (V^1, W^1) = (X^0, Y^0), (V^2, W^2)\]
\[= \sum_{i \in I^2_1} \cdot (X^i, Y^i).\]

We may therefore assume that the set

\[ I^0_3 = \{ i \in I : m_i < m \text{ and } (X^i, Y^i) \text{ is not a direct summand of } (V, W) \}\]

has cardinality \(r\). By [1, Theorem 6.6], for \(i \in I^0_3\), \((X^i, Y^i)\) is contained in

\((X^{i+1}_1, Y^{i+1}_1) + (X^{i+1}_2, Y^{i+1}_2)\), each of type III*+1. The set

\[ \{ \omega_i^1, \omega_i^2 : \omega^1_i \text{ is a generator of } (X^{i+1}_k, Y^{i+1}_k), k = 1, 2; i \in I^0_3 \} \]

must have \(r\) independent elements with respect to generation in \((V, W)\)

because the sum of the systems each pair generates contains \(r\) elements independent with respect to generation in \((V, W)\), since \(\text{card}(I^0_3) = r\). So by 4.2, there is a subset \(I_1 \subset I^0_3\), \(\text{card}(I_1) = r\) and \(\Sigma_{i \in I_1} \cdot (X^{i+1}_k, Y^{i+1}_k) \subset (V, W), k = 1 \text{ or } 2\). Hence

(18)(1) \((X^0_0, Y^0_0) + \sum_{i \in I_1} \cdot (X^{i+1}_k, Y^{i+1}_k) \subset (U^1, Z^1)\).

Repeat the same argument on \(I_1\) as was carried out on \(I\) to get \(I^1_1, I^1_2, I^1_3\) in place of \(I^0_1, I^0_2, I^0_3\) and if necessary a set \(I_2\) of cardinality \(r\) and
(18)(2) \[(X_0, Y_0) + \sum_{i \in I_2} (X_{k+i}^{i+2}, Y_{k+i}^{i+2}) \subset (U^1, Z^1),\]

where \((X_{k+i}^{i+2}, Y_{k+i}^{i+2})\) is of type \(III^{i+2}\).

Since \(m\) is finite, for some integer \(n\), we must get \(I_n \subset I_5^{r-1}\) such that one of the sets \(I_1^n = \{i \in I_n: (X_{k+i}^{i+n}, Y_{k+i}^{i+n})\) is a direct summand of \((V, W)\}, I_2^n = \{i \in I_n: m_i + n > m\}\) has cardinality \(r\) and

(18)(n) \[(X_0, Y_0) + \sum_{i \in I_n} (X_{k+i}^{i+n}, Y_{k+i}^{i+n}) \subset (U^1, Z^1).\]

If \(\text{card}(I_1^n) = r\), (19) follows from (18) (n) and if \(\text{card}(I_2^n) = r\) it follows from 4.4 and Lemma 4.3. We have an exact sequence of systems

\[0 \to (U^1, Z^1) \to (U, Z) \to (V^2, W^2) \to 0.\]

By the choice of \((U^1, Z^1), (V^2, W^2)\) is of rank 1. By Lemma 1.9 we may assume that

\[U = U^1 \oplus V^2, \quad Z = Z^1 \oplus W^2,\]

and that the system operation in \((U, Z)\) is given by

\[e \cdot (u_1, v_2) = (eu_1 + e \cdot v_2, ev_2)\]

where \(\cdot\) is a bilinear map from \(C^2 \times V^2\) to \(Z^1\). Let \(\bigcup_{j \in J} \bigcup_{k \in K_j} \{z_{kj}\}, K_j\) a finite set, be a basis of \(\Sigma_{j \in J} \cdot Z_j\), the range space of the system \(\Sigma_{j \in J} \cdot (U_j, Z_j)\) of (19).

The cardinality of this basis is \(r\). We extend it to a basis, \(B\), of \(Z^1\).

Define a map \(f: C^2 \times V^2 \to \text{finite subsets of } Z^1\) as follows:

\[f(e, v_2) = \{z_1, \ldots, z_n\} \subset Z^1 \text{ if } e \cdot v_2 = \sum_{i=1}^n \alpha_i z_i, \quad z_1, \ldots, z_n \text{ distinct elements of } B\]

and \(\alpha_i \neq 0\) for all \(i = 1, \ldots, n\).

The cardinality of \(C^2 \times V^2\) is \(c\). Therefore there exists \(Z_1 \in \{Z_j\}_j \in J\), the set of range spaces in (19) such that for \(z \in Z_1\) and \(z = \Sigma_{j=1}^t \alpha_j z_j, \alpha_j \neq 0\) for \(j = 1, \ldots, t, z_j \in B\), then \(\{z_j\}_{j=1}^{t} \cap f(e, v_2) = \emptyset\) for all \((e, v_2) \in C^2 \times V^2\).

This follows from the fact that excluding the zero element, the \(Z_j\)’s are mutually disjoint and there are \(r\) of them. The theorem will be proved if we show that \((U_1, Z_1)\) is a direct summand in \((U, Z)\) because a direct summand of a system is a pure subsystem. By (19) we have \((U^1, Z^1) = (U_1, Z_1) \oplus (V^1, W^1)\) for some system \((V^1, W^1) \subset (U^1, Z^1)\). Therefore

\[U = (U_1 + V^1) \oplus V^2, \quad Z = (Z_1 + W^1) \oplus W^2.\]

It is enough to show that \(e(v_1, v_2) \in W^1 \oplus W^2\) for all \(e \in C^2\) and \((v_1, v_2) \in V^1 \oplus V^2\) for in that case \((U, Z)\) would be equal to

\[(U_1, Z_1) + (V^1 \oplus V^2, C^2(V^1 \oplus V^2)) + (0, W^3)\]
where $W^3$ is any complement in $Z$ of $Z_1 \oplus C^2(V^1 \oplus V^2)$. Let $(v_1, v_2) \in V^1 \oplus V^2$.

$$e(v_1, v_2) = (ev_1 + e \cdot v_2, ev_2).$$

$ev_1 \in W^1$ because $(V^1, W^1)$ is a subsystem of $(U^1, Z^1)$, and $ev_2 \in W^2$. Let $e \cdot v_2 = \sum_{i=1}^{n} \alpha_i z_i, z_i$ distinct elements of $B$ and $\alpha_i \neq 0$ for all $i = 1, \ldots, n$.

$$f(e, v_2) = \{z_1, \ldots, z_n\}.$$  

By the choice of $Z$, $z_1, \ldots, z_n$ must all lie in $W^1 \oplus W^2$, hence $e \cdot v_2 \in W^1 \oplus W^2$. Therefore $e(v_1, v_2)$ is in $W^1 \oplus W^2$ as required. This completes the proof of Theorem 4.5.

I do not know if there exists a purely simple system of any infinite rank. However we obtain some information from 4.7 from which we could derive 4.5 as a corollary.

**Definition 4.6.** A nonzero subsystem $(X, Y) \subset (V, W)$ is said to be of corank 1 if $(V, W)/(X, Y)$ is of rank 1.

**Theorem 4.7.** Let $(V, W)$ be a purely simple torsion-free system. Then $\dim((V, W)/(X, Y)) > \text{rank}(V, W)$ for all torsion-closed subsystems $(X, Y) \subset (V, W)$ of corank 1.

**Proof.** If $\text{rank}(V, W) = 1$, the conclusion of the theorem is vacuously satisfied. Let $2 < \text{rank}(V, W) < \infty$. Then the hypothesis and Theorem 2.1 exclude finite-dimensional systems. By Lemma 1.12, any torsion-closed subsystem $(X, Y) \subset (V, W)$ of corank 1 is a system of type $\bigoplus_{k \in K} \text{III}^{\infty}$, $\text{card}(K) < \infty$. So $\dim(V, W)/(X, Y)$ is infinite. So let $\text{rank}(V, W) = r$, an infinite cardinal. We observe that in the notation of the proof of 4.5, 

$$f(e, v_2) \cap \{z_j\}_{j=1}^{r} = \emptyset$$

for all $(e, v_2) \in C^2 \times V^2$ if and only if $(f(a, v) \cup f(b, v)) \cap \{z_j\}_{j=1}^{r} = \emptyset$ for all $v$ in a basis of $V^2$ and $(a, b)$ a basis of $C^2$. So if $\dim((V, W)/(X, Y))$ is less than $\text{rank}(V, W)$ we proceed as in 4.5 to get a contradiction to the hypothesis that $(V, W)$ is purely simple.
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