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Abstract. The theory of singular local perturbations of translation invariant positivity preserving semigroups on $L^2(\mathbb{R}^N, d^n x)$ is developed. A powerful approximation theorem is proved which allows the treatment of a very general class of singular perturbations. Estimates on the local singularities of the kernels of the semigroups, $e^{-tH}$, are given. Eigenfunction expansions are derived. The local singularities of the eigenfunction and generalized eigenfunctions are discussed. Results are illustrated with examples involving singular perturbations of $-\Delta$.

I. Introduction. The sum of an operator, $H_0$, which generates a positivity preserving translation invariant semigroup on $L^2(\mathbb{R}^N, d^n x)$ and a potential $V$ is the subject of the present work. In §II the class of such $H_0$'s is discussed more fully. Here we only remark that the operators corresponding to nonrelativistic and relativistic energy in quantum mechanics are included. The potentials considered are, in general, too singular to be operators and are given as forms, so that $H_0 + V$ must be defined as a form sum. A detailed description of the potentials is given in §III and IV. The success of the perturbation program for the investigation of operator sums is impressive [20]. For form sums such an analysis is more difficult because functions of forms are generally undefined.

One technique for analyzing functions, $f$, of $H_0 + V$ is to:

1. approximate $V$ by bounded functions $V_n$;
2. show $f(H_0 + V_n)$ approximates $f(H_0 + V)$; and
3. analyze $f(H_0 + V)$ by (2) and a direct analysis of $f(H_0 + V_n)$.

Such a procedure for (1) and (2) was developed by Kato [20] and Faris [10], using $f(x) = (x + \lambda)^{-1}$. It employs monotone convergence arguments and so is applicable only when the potential $V$ can be written as the sum of a rather general nonnegative function $V_+$ and a nonpositive function $V_-$ which is a small form perturbation of $H_0$. One truncates $V_+$ and $V_-$ to obtain functions $V_{+,n}$ and $V_{-,n}$ which are absolutely bounded by the integer $n$. Then, for all
nonnegative $H_0$ one can show
\[
\text{strong limit } \lim_{n \to \infty} \text{ strong limit } (H_0 + V_+^n + V_-^n + \lambda)^{-1} = (H_0 + V + \lambda)^{-1}
\] (1.2)
for all sufficiently large $\lambda$.

In contrast, we develop a technique to accommodate a potential $V$ which is the sum of a rather general nonnegative function $V_+$ and a small form perturbation $V_d$ of $H_0$ which is given by a distribution $\tau$. That is, $V_d(f, g) = \tau(fg)$ for all $f, g$ in $C_c^\infty$ so that $V_d$ need not be negative nor even a function. By regularizing $\tau$ we show the existence of $C_c^\infty$ functions $V_n$ such that
\[
\text{strong limit } \lim_{n \to \infty} (H_0 + V_n + \lambda)^{-1} = (H_0 + V + \lambda)^{-1}
\] (1.3)
for all sufficiently large $\lambda$. Note that (1.3) implies
\[
\text{strong limit } \lim_{n \to \infty} e^{-t(H_0 + V_n)} = e^{-t(H_0 + V)}
\] (1.4)
for all $t > 0$.

The approximation theorem (see §V) is basic to our further developments. It allows the use of techniques of proof which only work for smooth perturbations so long as any estimates involved are uniform in the relevant parameters and as long as the result involved is stable under strong resolvent convergence. To our knowledge the approximation theorem is new even in the case $H_0 = -\Delta$.

The approximation theorem is first used to show that $e^{-tH}$ is positivity preserving for $H = H_0 + V$. In §VIII we derive an inequality which is useful in controlling the local singularities of the kernel of the integral operator $e^{-tH}$. We show this kernel is almost everywhere nonnegative and in $L^p_{\text{loc}}(\mathbb{R}^N \times \mathbb{R}^N)$ for some $p > 1$.

These results and other Sobolev type inequalities are used in §IX to prove local regularity theorems for the $L^2$ eigenfunctions of $H$. We illustrate this using $H_0 = -\Delta$ and a potential behaving like $-\lambda^2/r^2$ at $r = 0$.

In §X we consider a subclass of the unperturbed operators introduced in §II. We show that if $\pm V_d < aH_0 + b$ with $a < \frac{1}{2}$ and $V = V_d + V_+$, then $e^{-t(H_0 + V)}$ is a Carleman operator. Consequently we obtain a generalized eigenfunction expansion for $H_0 + V$. We analyze the local singularity structure of the generalized eigenfunctions by discussing their $L^p$ properties.

II. The unperturbed operators. Throughout this paper our unperturbed operators $H_0$ will be selfadjoint operators on $L^2(\mathbb{R}^N, dx)$, $dx$ being Lebesgue measure on $\mathbb{R}^N$, and having the form
where \( \mathcal{F} \) denotes the Fourier transform and \( M_{h_0} \) denotes the selfadjoint operator consisting of multiplication by a real valued function \( h_0 \) satisfying the conditions:

\[
A_1: \ h_0: \mathbb{R}^N \to [0, \infty) \text{ is continuous and } h_0(0) = 0.
\]

\[
A_2: \text{For each } t > 0, \ e^{-t h_0} \text{ is in } L^1(\mathbb{R}^N, dx).
\]

\[
A_3: \text{For each } t > 0, \ e^{-t h_0} \text{ is a positive definite function.}
\]

Such an \( h_0 \) will be called a function of type \( A \) and the corresponding operator, \( H_0 \), will be called an operator of type \( A \). The condition \( h_0(0) = 0 \) has been chosen entirely for convenience. To evaluate the significance of these conditions we state the following lemma. Its conclusions are a consequence of Bochner's theorem and we omit the proof.

**Lemma 2.1.** Let \( H = \mathcal{F} M_{h} \mathcal{F}^{-1} \) be selfadjoint and bounded below on \( L^2(\mathbb{R}^N, dx) \). Fix \( t > 0 \). Then, \( e^{-th} \) is an integral operator with an a.e. nonnegative kernel in \( L^\infty \) if and only if \( e^{-th} \) is in \( L^1 \) and \( h = h^* \) a.e., where \( h^* \) is continuous and \( e^{-th^*} \) is positive definite.

We remark that \( A_3 \) is a severe restriction on the class of functions \( h_0 \) which we will consider. However, the class is sufficiently rich to contain interesting examples, which we will shortly present. The following characterization, which is a specialization of the multi-dimensional version of the Levy-Khintchine formula, can be useful. We set \( v^2 = |v|^2 \) for \( v \) in \( \mathbb{R}^N \) where \( |v| \) is the Euclidean norm of \( v \).

**Lemma 2.2.** The function \( h_0 \) satisfies \( A_1 \) and \( A_3 \) if and only if there exist a finite regular Borel measure \( \mu \) on \( \mathbb{R}^N \) and a real positive semidefinite matrix \( C \) such that

\[
(2.3) \quad h_0(p) = \int_{|\lambda| > 0} \lambda^{-2}(1 + \lambda^2)(1 - \cos(\lambda \cdot p)) \ d\mu(\lambda) + \sum_{i,j} p_i C_{ij} p_j.
\]

This formula follows from Theorem 3, p. 188 of [13]. Note that, in particular, equation (2.3) implies \( h_0(p) < \alpha(1 + p^2) \) for some \( \alpha > 0 \).

It is a familiar fact that second order elliptic differential operators with constant coefficients generate Brownian motion. Writing the Fourier transform of \( 1 - \cos(\lambda \cdot p) \) as \( \delta(x) - \frac{1}{2} \delta(x + \lambda) - \frac{1}{2} \delta(x - \lambda) \) shows that if \( h_0 \) is given by (2.3) then \( H_0 = \mathcal{F} M_{h_0} \mathcal{F}^{-1} \) is given by
Thus, in some sense, $H_0$ generalizes the operator $-\sum \partial_j C_\mu \partial_j$. The representation of equation (2.3)' also leads to a simple proof that if $H_0$ is given by (2.3) then $e^{-iH_0}$ is positivity preserving [2] and [12].

The requirement that $h_0$ be nonnegative guarantees that $(e^{-iH_0})_{t>0}$ is a contraction semigroup on $L^2$. We summarize some of the relevant properties of $e^{-iH_0}$ in the following theorem. Here, and in what follows, $\|T\|_{\mathcal{L}(\mathcal{D},\mathcal{L})}$ denotes the norm of an operator $T: L^p \to L^q$.

**Theorem 2.3.** Assume $h_0$ is a function of type A. Then $e^{-iH_0}$ extends to a contraction semigroup on all the $L^p$ spaces for $p$ in $[1, \infty)$. On each of these spaces $e^{-iH_0}$ is, for $t > 0$, a convolution operator:

$$e^{-iH_0}f = K_0^t \ast f$$

with kernel $K_0^t$ in $L^1 \cap L^\infty$ and $K_0^t$ nonnegative. $K_0^t$ is given by

$$(2.4) \quad K_0^t = (2\pi)^{-N/2} (e^{-t h_0}).$$

In addition, for $t > 0$, $e^{-iH_0}$ is a bounded map from $L^1$ to $L^\infty$ with

$$(2.5) \quad \|e^{-iH_0}\|_{1,\infty} \leq (2\pi)^{-N} \|e^{-i h_0}\|_1.$$

The proof of Theorem 2.3 follows from [16], duality and interpolation.

Because it may be difficult in practice to determine whether a given function $h_0$ satisfies condition $A_3$ we now give some examples of type A functions.

**Example 2.4.** The nonrelativistic kinetic energy $h_0(p) \sim p^2$ is of type A. We have

$$(2.6) \quad K_0^t(x) = (4\pi t)^{-N/2} e^{-x^2/4t}$$

and $H_0 = -\Delta$.

**Example 2.5.** The relativistic kinetic energy $h_0(p) = (p^2 + m^2)^{1/2} - m$, $m > 0$, is of type A. Here

$$(2.7) \quad K_0^t(x) = (2\pi)^{-N} (x^2 + t^2)^{-1/2} e^{mt} \int_{\mathbb{R}^N} e^{-(x^2 + r^2)^{1/2}/(x^2 + m^2)^{1/2}} dr.$$

**Example 2.6.** A direct sum of relativistic and nonrelativistic kinetic energies

---
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is of type $A$, with $N = 3M$.

Given a function, $h_0$, of type $A$ it is easy to find others. Suppose $g$ is a continuous map from $[0, \infty)$ to $[0, \infty)$ satisfying

(a) $g(0) = 0$;
(b) $g$ is $C^\infty$ away from 0 and $(-1)^n g^{(n+1)}(x) > 0$ for $x > 0$; and
(c) $e^{-t(x \cdot h_0)}$ is in $L^1$ for each $t > 0$.

Then $g \circ h_0$ is also a function of type $A$. This follows from the theory of completely monotone functions [11]. Thus the fact that $h_0(p) = (p^2 + m^2)^{1/2} - m$ is of type $A$ follows from Example 2.4.

While we have assumed type $A$ functions to be continuous the additional type $A$ hypotheses imply that $(h_0 + \lambda)^{1/2}$ is uniformly continuous for $\lambda > 0$. In more detail we have

**Lemma 2.7.** Suppose $h_0$ is given by equation (2.3). Let $\lambda > 0$. Then for any $\varepsilon > 0$ there is a $c(\varepsilon) < \infty$ such that for all $p, q$ in $\mathbb{R}^n$

\[
|h_0(p) + \lambda|^{1/2} - (h_0(q) + \lambda)^{1/2}| < c(\varepsilon)|p - q| + \varepsilon.
\]

**Proof.** Choose $r$ large enough so that $2\int_{|\lambda| > r} |\lambda|^{-2}(1 + \lambda^2) \, d\mu(\lambda) < \varepsilon^2/2$ and set $d\nu(\lambda) = (1 + \lambda^2)X_\lambda(\lambda) \, d\mu(\lambda)$ where $X_\lambda(\lambda) = 1$ if $0 < |\lambda| < r$ and zero otherwise. Also set $q_2(p) = \int|\lambda|^{-2}(1 - \cos(\lambda \cdot p)) \, d\nu(\lambda)$ and $q_2(p) = (p, Cp)$.

Note that

\[
|\nabla q_2(p)|^2 = 4|Cp|^2 < 4\|C\|q_2(p).
\]

Also,

\[
|\langle \nabla q_1(p) \rangle| < \int |\lambda| \sin(\lambda \cdot p)| |\lambda|^{-2} \, d\nu(\lambda)
\]

\[
< 2\int |\lambda|^{-1}|\lambda| |\lambda|^{-1} \sin\left(\frac{\lambda \cdot p}{2}\right) \, d\nu(\lambda)
\]

so that

\[
|\nabla q_1(p)|^2 < 2\nu(\mathbb{R}^n) \int 2|\lambda|^{-2} \sin^2\left(\frac{\lambda \cdot p}{2}\right) \, d\nu(\lambda) = 2\nu(\mathbb{R}^n)q_1(p).
\]

Let $q_0 = q_1 + q_2$ and $f = h_0 - q_0 > 0$. Note that $f < \varepsilon^2/2$. Using Taylor's formula and the triangle inequality we find, for some $z$ between $p$ and $q$, that
\[(h_0(p) + \lambda)^{1/2} - (h_0(q) + \lambda)^{1/2}\]

\[< \left| (q_0(p) + \lambda + f(p))^{1/2} - (q_0(q) + \lambda + f(p))^{1/2} \right| + \left| (q_0(q) + \lambda + f(p))^{1/2} - (q_0(q) + \lambda + f(q))^{1/2} \right|\]

\[\leq \frac{1}{2} |p - q| |\nabla q_0(z)| (\lambda + f(p) + q_0(z))^{-1/2} + |f(p) - f(q)|^{1/2}\]

\[\leq c(\varepsilon) |p - q| + \varepsilon.
\]

We will later make use of the following corollary:

**Corollary 2.8.** Suppose \(g\) is in the Schwartz space \(\mathcal{S}(\mathbb{R}^N)\) of rapidly decreasing functions on \(\mathbb{R}^N\). For \(\lambda > 0\) define \(Q_\lambda = (H_0 + \lambda)^{1/2}M_g - M_g(H_0 + \lambda)^{1/2}\). Then for every \(\varepsilon > 0\) there is a constant \(b(\varepsilon)\) such that

\[\|Q_\lambda\| < \int (b(\varepsilon) |p| + \varepsilon) |\hat{g}(p)| \, dp.
\]

**Proof.** \(\hat{\mathcal{Q}}_\lambda \hat{S}^{-1}\) is an integral operator with kernel

\[\hat{Q}_\lambda(p, q) = (2\pi)^{-N} \left\{ (h_0(p) + \lambda)^{1/2} - (h_0(q) + \lambda)^{1/2} \right\} |\hat{g}(p - q)|.
\]

Thus by Lemma 2.7, for each \(\delta > 0\)

\[|\hat{Q}_\lambda(p, q)| < (2\pi)^{-N} \left\{ c(\delta) |p - q| + \delta \right\} |\hat{g}(p - q)|.
\]

The corollary now follows from Young’s inequality.

In what follows we will derive certain relationships involving operators of type \(A\) by verifying the relationships on \(\mathcal{C}_c^{\infty}(\mathbb{R}^N)\), the space of all infinitely differentiable functions of compact support in \(\mathbb{R}^N\). Extending the relationships to the whole of the form domain of \(H_0\) will follow from the fact that \(\mathcal{C}_c^{\infty}(\mathbb{R}^N)\) is a core for \((H_0 + \lambda)^{1/2}\) for \(\lambda > 0\) and \(H_0\) of type \(A\).

**III. The singular potentials.** In this section we define the class of local perturbations which will be considered in later theorems. For details on the relevant theory of quadratic forms the reader is referred to [10] and [20]. We end the section with a partial characterization of this class (Proposition 3.4) which will prove useful in §V.

In [10] we find

**Theorem 3.1.** Let \(S, U\) be bounded below selfadjoint operators with \(Q(S) \cap Q(U)\) dense. Let \(W\) be a small form perturbation of \(S\), let \(u\) be the form associated to \(U\) and let \(V = u + W\). Then the form sum \(S + V\) is bounded below and selfadjoint. Furthermore \(S + V = (S + u) + W = (S + W) + u\) and \(Q(S + V) = Q(S) \cap Q(U)\).

We next distinguish a class of perturbations in

**Definition 3.2.** Let \(H_0\) be an operator of type \(A\). Let \(V\) be a nonnegative
function. We also let $V$ denote the form associated with the selfadjoint operator consisting of multiplication by the function $V$ on $L^2(\mathbb{R}^N)$. Let $W$ be a Hermitian form which is a small form perturbation of $H_0$.

The Hermitian form $Z$ given as the sum of the Hermitian forms $V$ and $W$ is called an $H_0$-perturbation of type $B$ providing:

(i) $Q(V) \cap Q(H_0)$ is dense; and

(ii) $W$ agrees with a distribution on $C_c^\infty(\mathbb{R}^N)$, i.e., there is a distribution $\tau$ such that for all $f, g$ in $C_c^\infty(\mathbb{R}^N)$ we have

$$W(f, g) = \tau(fg).$$

$V$ is called a positive part of $Z$ and $W$ is called a distributional part of $Z$. $\tau$ is the distribution associated with $W$.

Directly from Theorem 3.1 there follows

**Corollary 3.3.** Let $Z$ be an $H_0$-perturbation of type $B$. Then $H_0 + Z$ is selfadjoint and bounded below.

**Remark.** Let $W$ be a small form perturbation of $H_0$. A necessary and sufficient condition that $W$ be the distributional part of an $H_0$-perturbation of type $B$ is that, for all $f, g, h$ in $C_c^\infty(\mathbb{R}^N)$,

$$W(f, gh) = W(gf, h).$$

Furthermore, the distribution associated with $W$ is tempered.

In the next result it will be shown that an associated distribution is locally of the form $(H_0 + 1)^{1/2}\psi$ for some $\psi$ in $L^2$. More precisely we have

**Proposition 3.4.** Let $\tau$ be the distributional part of an $H_0$-perturbation of type $B$. Then, for every bounded open subset, $\Lambda$, of $\mathbb{R}^N$ there is a function $u \in C_c^\infty(\mathbb{R}^N)$ such that

$$\tau(g) = (\psi_{\Lambda}((H_0 + 1)^{1/2}g))$$

for all $g$ in $C_c^\infty(\Lambda)$.

**Proof.** Let $x$ be in $C^\infty_c(\mathbb{R}^N)$ and equal to one on $\Lambda$. Since the norm $\| \|_{+1}$ associated with the inner product $(f, g)_{+1} = (f, (H_0 + 1)g)$ satisfies $\|f\|_{+1} \geq \|f\|$ on $C_c^\infty(\mathbb{R}^N)$ we may view $\mathcal{K}_{+1}$, the Hilbert space obtained by closing $C_c^\infty(\mathbb{R}^N)$ in $\| \|_{+1}$, as a subset of $L^2(\mathbb{R}^N)$. If $\mathcal{K}_{-1}$, with norm $\| \|_{-1}$, is the dual of $\mathcal{K}_{+1}$ then we make the necessary identifications which permit the view $\mathcal{K}_{-1} \subset L^2 \subset \mathcal{K}_{+1}$.

The distribution $\tau_{\Lambda}$ given as $\tau_{\Lambda}(f) = \tau(xf)$ satisfies, for some $0 < d < \infty$,

$$|\tau_{\Lambda}(f)| < d\|x_{\Lambda}\|_{+1}\|f\|_{+1}$$

for all $f$ in $C_c^\infty(\mathbb{R}^N)$. Thus $\tau_{\Lambda}$ extends to a continuous linear functional on $\mathcal{K}_{+1}$. By the Riesz representation theorem, there is an $h$ in $\mathcal{K}_{-1}$ such that $\tau_{\Lambda}(f) = (h, f)$ for all $f$ in $\mathcal{K}_{+1}$. Since
(H₀ + 1)⁻¹/₂ maps ℋ₀ onto L² isometrically, the lemma follows with
ψ₄ = (H₀ + 1)⁻¹/₄d.

IV. Examples of type B perturbations.

Example 4.1. Let H₀ be any operator of type A on L²(ℝᴺ). Let V be a locally L¹ function on the complement of a closed set of measure zero. If V is bounded below then V is an H₀-perturbation of type B [10].

Example 4.2. Let H₀ = −Δ. Let W be in Lᵖ + L∞ for some p satisfying p > 1 if N = 1, p > 1 if N = 2 and p > N/2 if N > 3. Then W is the distributional part of an H₀-perturbation of type B and 0 is the H₀ bound for W [10].

Example 4.3. Let N = 1. Let the distribution associated with W be the Fourier transform of an L∞ function. Let H₀ = −d²/dx². Then 0 is the H₀-bound for W and W is the distributional part of an H₀-perturbation of type B. In particular, W may be given by a δ-function concentrated at any point p of ℝ¹ or by the principal value of 1/x [10].

Example 4.4. (see [6]). Let H₀ = −Δ and V = (V₁, . . ., Vₙ) with each Vᵢ a real measurable function on ℝᴺ. We assume ∑ᵢ₌₁ⁿ Vᵢ² < 1/₄a²(H₀ + 2b) for some a < 1 and 0 < b < ∞. Define

\[
W(f, g) = - \sum_{i=1}^{N} \int Vᵢ(x) \frac{∂(fᵢgᵢ)}{∂xᵢ}(x) dx.
\]

Then [6] ± W < a(H₀ + b). To see this, merely observe that

\[|W(f, f)| = |2 \text{Re}(Vf \cdot \nabla f)| < 2\|Vf\|₂\|∇f\|₂ < a[(f, (H₀ + 2b)f)(f, H₀f)]^{1/²} < a(f, (H₀ + b)f).
\]

Thus, W is the distributional part of an H₀-perturbation of type B. In particular if W is a distributional directional derivative of an L∞ function, then W is a type B perturbation of H₀ and zero is an H₀-bound for W. As a concrete example one may choose W(x) = e⁻ˣ cos(πx) with N = 1.

Example 4.5. Suppose N > 3 and H₀ = −Δ. Let Z = ∑ᵢ₌₁₉τᵢ where τᵢ is a distribution which after a linear inhomogeneous change of variable becomes a distribution Sᵢ on S(ℝ³), form bounded relative to −Δ (on ℝ³) with form bound zero. Then Z is the distributional part of an H₀-perturbation of type B. Also 0 is the H₀-bound for Z. In particular this is the case if Sᵢ is in L²(ℝ³) + L∞(ℝ³) [26].

Example 4.6. Let N > 1 and let H₀ = −Δ. Let S ⊂ ℝᴺ be a compact C¹ hypersurface, i.e. S = F⁻¹(0) where F: ℝᴺ → ℝ¹ is C¹ and ∇F(x) ≠ 0 for each x in S. Let δₓ be the delta function concentrated on S (as constructed in [29]). Then δₓ is associated with the distributional part of an H₀-perturbation...
of type $B$. Moreover, $0$ is the $H_0$-bound for $\delta_F$. See Example 9.11 and [29] for more details.

V. The approximation theorem. The approximation theorem referred to in the introduction is the main result of this section, see Theorem 5.4. Throughout this section, $H_0$ will be an operator of type $A$. $\rho$ will be a $C_c^\infty(\mathbb{R}^N)$ function satisfying

(i) $\rho(x) = 1$ whenever $||x|| < 1$; and
(ii) $0 < \rho < 1$.

We define $\beta_n(x) = \rho(x/n)$ and $\gamma_n(x) = \rho(nx)(\int \rho(nx)\, dx)^{-1}$.

If $T$ is an $H_0$-bounded Hermitian form then $T$ can be viewed as a bounded operator from the space $\mathcal{S}^+_+$ normed with $||f||^+_+ = ||(H_0 + 1)^{1/2}f||$ to the dual space $\mathcal{S}^-_-$ normed with

$$||g||^-_- = \sup \{|(f, g)| : ||f||^+_+ < 1\}.$$ 

Since $(H_0 + \lambda)^{-1/2}$ is bounded for all $\lambda > 0$ we also have

$$(H_0 + \lambda)^{-1/2} : \mathcal{S}^-_+ \to L^2$$

is bounded. Thus we may and will consider $(H_0 + \lambda)^{-1/2}T(H_0 + \lambda)^{-1/2}$ as a bounded linear map from $L^2$ to $L^2$.

We put $R^\frac{1}{2}(-\lambda) = (H_0 + \lambda)^{-1/2}$.

Lemma 5.1. Let $W$ be the distributional part of an $H_0$-perturbation of type $B$ with associated distribution $t$. Let $W_n(f, g) = t(\gamma_n * (fg))$, where $*$ denotes convolution.

(a) If $\pm W < aH_0 + b$, $a < 1$, then $\pm W_n < aH_0 + b$.

(b) If $\lambda > 0$ then $R^\frac{1}{2}(-\lambda)(W_n - W)R^\frac{1}{2}(-\lambda)$ converges strongly to zero.

Proof. Let $f$ be in $C_c^\infty(\mathbb{R}^N)$. For $\gamma$ in $\mathbb{R}^N$ define $f_\gamma(x) = f(x - \gamma)$. Because the Riemann sum approximations to the integral $\int_{\mathbb{R}^N} f_\gamma(x)|f|^2(x - z)\, dz$ converge in the topology of $\mathcal{S}$ we may interchange the action of $t$ and integration to get

$$\pm W_n(f, f) = \pm t(\gamma_n * |f|^2) = \pm \int \gamma_n(y)t(|f|^2)\, dy.$$ 

Thus $\pm W < aH_0 + b$ implies

$$|W_n(f, f)| < \int \gamma_n(y)\, dy (aH_0 + b)f, f).$$

Since $\int \gamma_n(y)\, dy = 1$ part (a) of this lemma follows from the fact that $C_c^\infty$ is a core for $(H_0 + 1)^{1/2}$.

To prove part (b) suppose that $f$ and $g$ are in $C_c^\infty$ and choose $r$ so that $\rho(x) = 0$ for $|x| > r$. Choose $\Lambda$ to be a bounded open set containing $\{x \in \mathbb{R}^N: x = x_1 + x_2, x_1 \in \text{supp}(g), |x_2| < r\}$.
We then have, using $\psi_A$ from Proposition 3.4,

$$W_n(f, g) - W(f, g) = i(\gamma_n \ast \hat{f}g) - i(\hat{f}g)$$

$$= (\psi_A, (H_0 + 1)^{1/2}(\gamma_n \ast \hat{f}g - M_\delta \hat{f}g))$$

$$= (\psi_A, (\gamma_n \ast (H_0 + 1)^{1/2}M_\delta - (H_0 + 1)^{1/2}M_\delta)\hat{f}g)$$

$$= (\gamma_n' \ast \psi_A - \psi_A, (H_0 + 1)^{1/2}M_\delta \hat{f}g)$$

where $\gamma_n'(x) = \gamma_n(-x)$. The third equality follows from the fact that convolution becomes multiplication under the Fourier transform.

Thus,

$$|W_n(f, g) - W(f, g)|$$

$$< \|\gamma_n' \ast \psi_A - \psi_A\| \|(H_0 + 1)^{1/2}M_\delta (H_0 + 1)^{-1/2}\| \|f\| + 1.$$ 

Setting $h = (H_0 + \lambda)^{1/2}g$ and $w = (H_0 + \lambda)^{1/2}f$ this inequality may be rewritten as

$$\left| \left( w, R_0^{1/2}(-\lambda)(W_n - W)R_0^{1/2}(-\lambda)h \right) \right|$$

$$< c\lambda \|w\| \|\gamma_n' \ast \psi_A - \psi_A\| \|(H_0 + 1)^{1/2}M_\delta (H_0 + 1)^{-1/2}\|.$$ 

From the facts that $\|\gamma_n' \ast \psi_A - \psi_A\| \rightarrow 0$, that $\|(H_0 + 1)^{1/2}M_\delta (H_0 + 1)^{-1/2}\| < \infty$ and that $C^\infty_c$ is a core for $(H_0 + \lambda)^{1/2}$ we have $R_0^{1/2}(-\lambda)(W_n - W)R_0^{1/2}(-\lambda)h \rightarrow 0$ for all $h$ of the form $h = (H_0 + \lambda)^{1/2}g, g \in C^\infty_c$. However, from part (a) of this lemma $\{R_0^{1/2}(-\lambda)(W_n - W)R_0^{1/2}(-\lambda): n = 1, 2, \ldots \}$ is uniformly bounded in operator norm. Consequently part (b) follows since $\{(H_0 + \lambda)^{1/2}g: g \in C^\infty_c\}$ is dense.

**Lemmas 5.2.** Let $W$ and $t$ be as in Lemma 5.1. Define $W_n'(f, g) = t(\beta_n R_ng)$. Suppose $\pm W < aH_0 + b, 0 < a < 1$ and $0 < b < \infty$. Then

(a) $\pm W_n' < (a + \varepsilon(n))H_0 + b + \varepsilon(n)$ with $\varepsilon(n) \rightarrow 0$ as $n \rightarrow \infty$ and $\varepsilon(n)$ dependent only on $a, b, \rho$ and $H_0$; and

(b) if $\lambda > 0$ then $R_0^{1/2}(-\lambda)(W_n' - W)R_0^{1/2}(-\lambda)$ converges strongly to zero and in fact for all $g \in L^2$,

$$\|R_0^{1/2}(-\lambda)(W_n' - W)R_0^{1/2}(-\lambda)g\|$$

$$< c\lambda \left\{ \|(M_{\rho_n} - 1)\| + \|(H_0 + \lambda)^{1/2}M_{\rho_n} (H_0 + \lambda)^{-1/2} - M_{\rho_n}\| \right\} .$$ 

**Proof.** Let

$$\alpha_n = \|(aH_0 + b)^{1/2}M_{\rho_n} - M_{\rho_n} (aH_0 + b)^{1/2}\| .$$

Corollary 2.8 implies that for each $\varepsilon > 0$
\[
\alpha_n \leq \int \left( c(\epsilon) |p| + \epsilon \right) |\hat{\beta}_n(p)| \, dp = \int \left( \frac{c(\epsilon)}{n} |p| + \epsilon \right) |\hat{\beta}(p)| \, dp
\]
so that \( \alpha_n \to 0 \) as \( n \to \infty \). Note however that
\[
W'_n(f, f) < \| (aH_0 + b)^{1/2} M_{\beta_n} f \|^2
\]
\[
< \left( \alpha_n \| f \| + \| (aH_0 + b)^{1/2} f \| \right)^2
\]
\[
< \alpha_n^2 (1 + \delta^{-1}) \| f \|^2 + (1 + \delta) (f, (aH_0 + b) f)
\]
for any \( \delta > 0 \). Taking \( \delta = \alpha_n \) completes the proof of part (a).

To prove (b) note that \( W'_n(f, g) - W(f, g) = t((\beta_n + 1) \hat{f}(\beta_n - 1) g) \) so that
\[
|W'_n(f, g) - W(f, g)| < c \| (M_{\beta_n} + 1) f \|_{+1} \| (M_{\beta_n} - 1) g \|_{+1}.
\]
If we note that
\[
\|(M_{\beta_n} + 1)(H_0 + \lambda)^{-1/2} f\|_{+1}
\]
\[
< C_\lambda \left( 1 + \|(H_0 + \lambda)^{1/2} M_{\beta_n} (H_0 + \lambda)^{-1/2} f\| \right) \| f \| < C_\lambda \| f \|
\]
we then also see that
\[
\sup_{\| f \|_{+1}} \left| (H_0 + \lambda)^{-1/2} f, (W'_n - W)(H_0 + \lambda)^{-1/2} g \right|
\]
\[
< c_\lambda \left( \| (M_{\beta_n} - 1) g \| + \|(H_0 + \lambda)^{1/2} M_{\beta_n} (H_0 + \lambda)^{-1/2} - M_{\beta_n} \| g \| \right)
\]
so that by Lemma 2.8
\[
(H_0 + \lambda)^{-1/2} (W'_n - W)(H_0 + \lambda)^{-1/2} g \to 0.
\]
This proves part (b).

For a preliminary version of the approximation theorem we consider only type B perturbations with zero positive parts.

**Lemma 5.3.** Let \( W, t \) be as in Lemma 5.1. There are \( C^\infty \) functions, \( w_n \), such that \( ((H_0 + w_n)) \) is uniformly bounded from below and such that \( (H_0 + w_n + \lambda)^{-1} \) converges strongly to \( (H_0 + W + \lambda)^{-1} \) for all sufficiently large positive \( \lambda \).

**Proof.** Let \( W_n(f, g) = t(y_n * \hat{f} g) \) and \( W_{n,m}(f, g) = t(y_n * (\beta_m \hat{\beta}_m g)) \). \( W_n \) is integration against a \( C^\infty \) function while \( W_{n,m} \) is integration against a \( C^\infty \) function, \( w_{n,m} \); that is
\[
W_{n,m}(f, g) = \int_{\mathbb{R}^n} \hat{f}(x) w_{n,m}(x) g(x) \, dx.
\]
From Lemma 5.2, part (b), it follows that for any \( g \) in \( L^2 \)
\[ \| R_{0}^{1/2} (-\lambda) (W_{n,m} - W_{n}) R_{0}^{1/2} (-\lambda) g \| \]
\[ < c_{\lambda} \left\{ \| (M_{n,m} - 1) g \| + \| (H_{0} + \lambda)^{1/2} M_{n,m} (H_{0} + \lambda)^{-1/2} - M_{n,m} \| g \| \right\} \]

which is a bound independent of \( n \). Thus
\[ \| R_{0}^{1/2} (-\lambda) (W_{n,m} - W_{n}) R_{0}^{1/2} (-\lambda) g \|
\[ < \| R_{0}^{1/2} (-\lambda) (W_{n,m} - W_{n}) R_{0}^{1/2} (-\lambda) g \|
\[ + \| R_{0}^{1/2} (-\lambda) (W - W_{n}) R_{0}^{1/2} (-\lambda) g \| \]

which converges to zero as \( n, m \to \infty \) by lemmas 5.1 and 5.2.

Define \( A = R_{0}^{1/2} (-\lambda) W R_{0}^{1/2} (-\lambda) \) and \( A_{n} = R_{0}^{1/2} (-\lambda) W_{n,m} R_{0}^{1/2} (-\lambda) \). From (a) of Lemmas 5.1 and 5.2 it follows that there is a \( 0 < \eta < 1 \) such that if \( \lambda \) is large enough then \( \| A_{n} \|, \| A \| < \eta < 1 \) for all sufficiently large \( n \).

Finally observe that if \( w_{n} = w_{n,m} \) then \( \{ H_{0} + w_{n} \} \) is uniformly bounded from below by (a) of Lemmas 5.1 and 5.2 while
\[ (H_{0} + W + \lambda)^{-1} - (H_{0} + w_{n} + \lambda)^{-1}
\[ = (R_{0}^{1/2} (-\lambda) (1 + A)^{-1} - (1 + A_{n})^{-1})(R_{0}^{1/2} (-\lambda))
\[ = R_{0}^{1/2} (-\lambda) ((1 + A_{n})^{-1} (A_{n} - A) (1 + A)^{-1}) R_{0}^{1/2} (-\lambda) \]
converges strongly to zero since \( \{(1 + A_{n})^{-1} : n = 1, 2, \ldots \} \) is uniformly bounded and since \( A_{n} - A \) converges strongly to zero.

**Approximation Theorem 5.4.** Let \( Z \) be an \( H_{0} \)-perturbation of type B. There are \( C_{c}^{\infty} \) functions \( Z_{n} \) such that \( (H_{0} + Z_{n} + \lambda)^{-1} \) converges strongly to \( (H_{0} + Z + \lambda)^{-1} \) for all sufficiently large and positive \( \lambda \).

**Proof.** Let \( V \) be the positive part and \( W \) be the distributional part of \( Z \). Let \( V_{n}(x) = V(x) \) if \( 0 < V(x) < n \) and zero otherwise. That \( (H_{0} + W + V_{n} + \lambda)^{-1} \) converges strongly to \( (H_{0} + W + V + \lambda)^{-1} = (H_{0} + Z + \lambda)^{-1} \) follows from a monotone convergence argument [10].

Consider \( V_{n} + W \) as the distributional part of an \( H_{0} \)-perturbation of type B. By the previous lemma there are \( C_{c}^{\infty} \) functions, \( z_{n,m} \), such that \( B_{n,m} = (H_{0} + z_{n,m} + \lambda)^{-1} \) converges strongly to \( B_{n} = (H_{0} + V_{n} + W + \lambda)^{-1} \). Let \( B = (H_{0} + Z + \lambda)^{-1} \). Let \( \{ \phi_{j} \}_{\infty}^{1} \) be an orthonormal basis of \( L^{2}(\mathbb{R}^{N}) \). Fix \( n \).

Choose \( m_{i}(n) \) so that if \( m > m_{i}(n) \) then \( \| (B_{n,m} - B_{n}) \phi_{i} \| < 1/n \). Inductively, suppose \( m_{1}(n) < m_{2}(n) < \cdots < m_{j-1}(n) \) have been chosen so that if \( m > m_{j-1}(n) \) then \( \| (B_{n,m} - B_{n}) \phi_{i} \| < 1/n \) for \( i = 1, 2, \ldots, j - 1 \). Then choose \( m_{j}(n) > m_{j-1}(n) \) so that if \( m > m_{j}(n) \) then
\[ \| (B_{n,m} - B_{n}) \phi_{j} \| < 1/n. \]

Thus, if \( j < n \) we have \( m_{n}(n) > m_{j}(n) \) so that \( \| (B_{n,m_{n}}(n) - B_{n}) \phi_{j} \| < 1/n. \)
Set $Z_n = z_{n,m}(n)$. Then for each $j$

$$\left\| (H_0 + Z_n + \lambda)^{-1} - (H_0 + Z + \lambda)^{-1} \phi \right\| < 1/n + \left\| (H_0 + V_n + W + \lambda)^{-1} - (H_0 + Z + \lambda)^{-1} \phi \right\|$$

for all $n > j$. That is, $(H_0 + Z_n + \lambda)^{-1}$ converges strongly to $(H_0 + Z + \lambda)^{-1}$ on a dense set. Since $(H_0 + Z_n + \lambda)^{-1}$ is uniformly bounded we conclude that $(H_0 + Z_n + \lambda)^{-1}$ converges strongly to $(H_0 + Z + \lambda)^{-1}$.

**Corollary 5.5.** Let $Z$ be an $H_0$-perturbation of type B. There are $C_c^\infty$ functions, $Z_n$, such that $(H_0 + Z_n)$ is uniformly bounded from below and such that $e^{-t(H_0+Z)}$ converges strongly to $e^{-t(H_0+Z)}$.

**Proof.** The previous theorem and a theorem of Kato [20] yield the result.

**VI. Positivity preserving semigroups.** An operator $T$ on $L^2$ is positivity preserving if $T(f) > 0$ almost everywhere whenever $f > 0$ almost everywhere.

**Example 6.1.** Let $H_0$ be an operator of type A. Then $e^{-tH_0}$ is positivity preserving for all $t > 0$. This follows from Lemma 2.1.

**Theorem 6.2.** Let $H_0$ be an operator of type A. Let $Z$ be an $H_0$-perturbation of type B. Then $e^{-t(H_0+Z)}$ is positivity preserving for all $t > 0$.

**Proof.** First observe that strong limits of positivity preserving operators are positivity preserving. The Trotter product formula [36] shows that $e^{-t(H_0+Z)}$ is positivity preserving in case $Z$ is a real $L^\infty$ function. The corollary to the approximation theorem completes the proof.

**Corollary 6.3.** Let $H_0$ be an operator of type A. Let $Z$ be an $H_0$-perturbation of type B. Then for all sufficiently large and positive $\lambda$, $(H_0 + Z + \lambda)^{-1}$ is positivity preserving.

**Proof.** This corollary follows from the previous theorem upon writing the resolvent as a Laplace transform in terms of the semigroup [20].

**VII. Weak limits of integral operators.** This section contains two technical lemmas which not only permit the conclusion that certain weak limits of integral operators are integral operators but also preserve certain pointwise inequalities for kernels under weak limits. The lemmas will be used in the following section.

**Notation.** (a) If $1 < p < \infty$ then $p'$ denotes the number satisfying $p^{-1} + (p')^{-1} = 1$. Also $\infty' = 1$ and $1' = \infty$.

(b) If $Q$ is any measurable subset of $\mathbb{R}^n$ and if $f$ is a measurable function defined on $Q$ then for $1 < q < \infty$ the local $L^q$ norms are defined by
(7.1) \[ C_{Q,q}(f) = \left( \int_Q |f(x)|^q \, dx \right)^{1/q}, \quad 1 \leq q < \infty, \]
(7.2) \[ C_{Q,\infty}(f) = \text{ess-sup} \frac{|f(x)|}{x \in Q} \]

Here \( dx \) denotes Lebesgue measure as will \( dy \), \( dp \), and \( dk \).

(c) By a partition of \( \mathbb{R}^N \) we mean a countable collection of mutually disjoint subsets of finite Lebesgue measure having union \( \mathbb{R}^N \).

**Lemma 7.1.** Let \( \{T_k\} \) be a sequence of bounded linear integral operators on \( L^2(\mathbb{R}^N) \) which converge weakly to the bounded linear operator \( T \). Let the kernels, \( S_k \), of \( T_k \) be almost everywhere nonnegative. Suppose there is a partition, \( \mathcal{M} \), of \( \mathbb{R}^N \) and a \( 1 < p < \infty \) such that

\[
\sup_k \| S_k \|_p < \infty
\]

for each \( Q \) in \( \mathcal{M} \times \mathcal{M} \).

Then \( T \) is an integral operator with an almost everywhere nonnegative kernel \( S \) satisfying

\[
(7.3) \quad C_{Q,p}(S) \leq \sup_k C_{Q,p}(S_k)
\]

and

\[
(7.4) \quad \lim_{k \to \infty} \int_Q fS_k \, dx = \int_Q fS \, dx
\]

for all \( f \) in \( L^p(Q, dx) \) and \( Q \) in \( \mathcal{M} \times \mathcal{M} \).

**Proof.** For each \( Q = M_2 \times M_1 \) in \( \mathcal{M} \times \mathcal{M} \) define a linear functional \( l_Q \) on the dense vector subspace of \( L^p(Q) \) consisting of all finite sums of the form

\[
\sum_{i=1}^{n} g_{i2} \otimes g_{i1}
\]

where \( g_{ij} \in L^\infty(M_j) \), by the formula

\[
l_Q(f) = \lim_{k \to \infty} \sum_{i=1}^{n} \left( g_{i2}, T_k(g_{i1}) \right). \quad (7.5)
\]

\( l_Q \) is well defined since it is also given by the formula

\[
l_Q(f) = \lim_{k \to \infty} \int_Q f \, dv_k
\]

where \( dv_k(x, y) = S_k(x, y) \, dx \, dy \).

Since \( \sup_k C_{Q,p}(S_k) = C_Q < \infty \) it follows from equation (7.5) that for \( f \) of the above form

\[
|l_Q(f)| \leq C_Q \| f \|_p.
\]
Consequently, \( l_Q \) extends uniquely to a bounded linear functional on \( L^p(\Omega) \) and is therefore given by integration against some \( L^p(\Omega) \) function, \( S_Q \). Let \( dv_Q = S_Q \, dx \, dy \). Since the above class of functions is dense in \( L^p(\Omega) \) it follows from (7.5) that

\[
\lim_{k \to \infty} \int f \, dv_k = \int f \, dv_Q
\]

for all \( f \) in \( L^p(\Omega) \). Consequently

(7.6) \[ S_Q > 0 \quad \text{a.e.} \]

If \( g_j \) is a nonnegative function in \( L^2(M_j) \), let \( \{g_{nj}\} \) be a sequence of nonnegative \( L^\infty(M_j) \) functions which increase to \( g_j \). Then by dominated convergence, \( g_{nj} \) converges to \( g_j \) in \( L^2(M_j) \) so that

\[
\lim_{n \to \infty} (g_{n2}, T(g_{n1})) = (g_2, T(g_1))
\]

while by monotone convergence

\[
\lim_{n \to \infty} \int g_{n2} \otimes g_{n1} \, dv_Q = \int g_2 \otimes g_1 \, dv_Q.
\]

Consequently,

\[
(g_2, Tg_1) = \int \tilde{g}_2 \otimes g_1 \, dv_Q
\]

for all nonnegative \( g_j \) in \( L^2(M_j) \).

Since each point of \( R^{2N} \) is in exactly one \( Q \) of \( R \times R \), a measurable function \( S \) may be defined by

\[
S(x, y) = S_Q(x, y) \quad \text{if } (x, y) \in Q.
\]

Let \( g_j \) in \( L^2(R^N) \) be nonnegative. Then

(7.7) \[ (g_2, Tg_1) = \sum_{Q \in R \times R} \int \tilde{g}_2 \otimes g_1 S_Q \, dx \, dy = \int \tilde{g}_2 \otimes g_1 S \, dx \, dy \]

using a monotone convergence argument. Since any \( L^2 \) function may be written as a complex combination of four nonnegative \( L^2 \) functions the equalities of (7.7) are true for all \( g_j \) in \( L^2(R^N) \) and so express \( T \) as an integral operator. The kernel of \( T, S \), is nonnegative a.e. by (7.6).

REMARKS. (a) Strong (and so weak) limits of integral operators are, in general, not integral operators.

(b) It does not follow that the kernels of \( T_k \) converge a.e. to the kernel of \( T \). Nevertheless, the convergence of the linear functionals, obtained as integration against the kernels locally, may be used to preserve pointwise inequalities for kernels. This has already been demonstrated for nonnegativity of kernels. The next lemma gives another inequality which is preserved and which will be useful in what follows.
**Notation.** If $T$ is an integral operator we may write $T(\cdot, \cdot)$ for its kernel.

**Lemma 7.2.** Let $(S_k)$ and $(R_k)$ be sequences of bounded linear operators on $L^2(\mathbb{R}^N)$ converging weakly to the bounded linear operators $S$ and $R$, respectively. Suppose the hypotheses of Lemma 7.1 are satisfied for both sequences, with identical $p$'s and $\mathcal{M}$'s. Let $G$ be an a.e. nonnegative function in $L^\infty(Q)$ for each $Q$ in $\mathcal{M} \times \mathcal{M}$. Fix $1 < q < \infty$. If

$$S_k(x, y) \leq G(x, y)(R_k(x, y))^{1/q} \text{ a.e.}$$

for each $k$ then

$$S(x, y) \leq G(x, y)(R(x, y))^{1/q} \text{ a.e.}$$

**Proof.** Taylor's theorem implies that for every $\epsilon > 0$

$$(R_k(x, y) + \epsilon)^{1/q} - (R(x, y) + \epsilon)^{1/q}$$

$$\leq (R_k(x, y) - R(x, y))(1/q)(R(x, y) + \epsilon)^{1/q-1}.$$ 

Consequently, for any $Q$ in $\mathcal{M} \times \mathcal{M}$ and any nonnegative $f$ in $L^\infty(Q)$ we find

$$\limsup_k \int_Q Gf((R_k + \epsilon)^{1/q} - (R + \epsilon)^{1/q}) < \limsup_k \int_Q L(R_k - R) = 0$$

by Lemma 7.1 since

$$L(x, y) = (1/q)G(x, y)f(x, y)(R(x, y) + \epsilon)^{1/q-1}$$

is in $L^\infty(Q)$ and so in $L^p(Q)$. But then

$$\int_Q Sf = \lim_{k \to \infty} \int_Q S_k f < \limsup_k \int_Q Gf(R_k)^{1/q}$$

$$< \int_Q fG(R + \epsilon)^{1/q} + \limsup_k \int_Q Gf((R_k + \epsilon)^{1/q} - (R + \epsilon)^{1/q})$$

$$< \int_Q fGR^{1/q} + \epsilon^{1/q} \cdot \|G\|_{\infty} \cdot \text{measure}(Q).$$

Since $\epsilon > 0$ is arbitrary we find that for all nonnegative $f$ in $L^\infty(Q)$

$$\int_Q Sf < \int_Q GR^{1/q}.$$

The lemma thus follows.

**Remark.** The hypothesis of identical $p$'s and $\mathcal{M}$'s in the previous lemma was made only for convenience. If in fact the $p$'s are different choose a new $q$ equal to the minimum of these and if the partitions are different let $\mathcal{M}$ be a partition which is a refinement of both partitions. Then the proof proceeds as before.
VIII. Kernels of semigroups. As a result of the approximation theorem and Lemma 7.2 we are able to show that the semigroup, generated by $H_0 + pZ$ for all $H_0$-perturbations of type $B$, $Z$, and all $p > 1$ sufficiently small, consists of integral operators with a.e. nonnegative kernels. In addition, if $K_p$ denotes the kernel of $e^{-itH}$, for some fixed $t > 0$, then

$$K_1 < (K_p)^{1/p}(K_p)^{1/p} \text{ a.e.}$$

for all sufficiently small $p > 1$. This inequality (see [7] and the remarks following Lemma 8.1) will be used in the last two sections.

Notation. If $V$ is a real measurable function on $\mathbb{R}^N$ then multiplication by $V$ is a selfadjoint operator on $L^2(\mathbb{R}^N)$. We let $V$ additionally denote this selfadjoint operator and also its corresponding quadratic form.

Lemma 8.1. Let $H_0$ be an operator of type $A$. Let $V$ be a real function in $L^\infty(\mathbb{R}^N)$. Then the operator sum, $H_p$, of $H_0$ and $pV$ is, for every $0 < p < \infty$, selfadjoint and bounded below. For $t > 0$, $e^{-itH}$ is an integral operator with a kernel which satisfies

$$0 < e^{-itH}(x, y) < (e^{-itH_0}(x, y))^{1/p}(e^{-itH_p}(x, y))^{1/p}$$

for almost every $(x, y)$ in $\mathbb{R}^{2N}$ and every $1 < p < \infty$.

Proof. That $H_p$ is selfadjoint and bounded below is well known [20]. The Trotter product formula [36]:

$$e^{-itH} = \lim_{n \to \infty} T_n$$

where $T_n = (e^{-itH_p/n}e^{-itV/n})^n$, and the observation that $T_n$ is explicitly an integral operator with kernel satisfying

$$0 < T_n(x, y) < e^{tV(\cdot, \cdot)}e^{-itH_0}(x, y)$$

show the hypotheses of Lemma 7.1 are satisfied with any partition $\mathcal{U}$ and any $1 < p < \infty$ because $e^{-itH_0(\cdot, \cdot)} \in L^\infty$. Consequently, $e^{-itH}$ is an integral operator with an a.e. nonnegative kernel. Further, $e^{-itH}(\cdot, \cdot)$ is in $L^\infty(\mathbb{R}^{2N})$ because

$$C_{Q, \infty}(e^{-itH}) < e^{tV(\cdot, \cdot)}e^{-itH_0} = e^{tV(\cdot, \cdot)}e^{-itH_0} \|e^{-itH_0}\|_\infty.$$ 

Let $K_n(x, y) = e^{-itH_0/n}(x, y)$ and let $L_n(x) = e^{-itV/n}(x) = e^{-itV/n}(x)$. Then

$$K_n(x, z_1)K_n(z_1, z_2)L_n(z_2) \cdots K_n(z_{n-1}, y)L_n(y) = (K_n(x, z_1)K_n(z_1, z_2) \cdots K_n(z_{n-1}, y))^{1/p} \cdot (K_n(x, z_1)L_{n/p}(z_1) \cdots K_n(z_{n-1}, y)L_{n/p}(y))^{1/p}.$$ 

Thus, the semigroup property and Holder’s inequality show

$$0 < T_n(x, y) < (e^{-itH_0}(x, y))^{1/p}(T_n^p(x, y))^{1/p}.$$
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The lemma now follows from the Trotter product formula and Lemma 7.2.

**Remarks.** (a) Similar techniques show that if $W, V$ are real functions in $L^\infty(\mathbb{R}^N)$ then, almost everywhere,

$$e^{-t(H_0 + W + V)}(x, y) < \left( e^{-t(H_0 + pW)}(x, y) \right)^{1/p'} \left( e^{-t(H_0 + pV)}(x, y) \right)^{1/p}.$$

(b) If one begins with the Feynman-Kac formula for $H_0 = -\Delta$:

$$e^{-t(H_0 + V)}(x, y) = \int e^{-\int_0^t V(w(s)) \, ds} \, d\mu_{x,y}(w)$$

where $\mu_{x,y}$ denotes conditional Wiener measure, then the inequality follows directly from Hölder’s inequality. Using this intuition, Deift and Simon [7] independently proved a similar inequality for $H_0 = -\Delta$.

**Theorem 8.2.** Let $H_0$ be an operator of type $A$. Let $Z$ be an $H_0$-perturbation of type $B$. Suppose the distributional part, $W$, of $Z$ satisfies

$$\pm W < a H_0 + b \quad \text{for} \quad 0 < a < 1, \quad -\infty > b > 0.$$

Then, for $1 < p < 1/a$, $e^{-t(H_0 + pZ)}$ is an integral operator satisfying

$$0 < e^{-t(H_0 + Z)}(x, y) < \left( e^{-tH_0(x,y)} \right)^{1/p'} \left( e^{-t(H_0 + pZ)(x, y)} \right)^{1/p}$$

almost everywhere.

**Proof.** It is clear from Corollary 5.5 and from the proof of Theorem 5.4 that we can choose $Z_n \in C_c^\infty$ so that $e^{-t(H_0 + Z_n)}$ converges strongly to $e^{-t(H_0 + rZ)}$ for all $0 < r < p$.

Let $Q = Q_1 \times Q_2$ where each $Q_i$ is a measurable subset of $\mathbb{R}^N$ with finite measure. Let $\chi_Q, \chi_{Q_1}, \chi_{Q_2}$ be the characteristic functions of $Q, Q_1, Q_2$, respectively. Fix $t > 0$. Denote $e^{-t(H_0 + rZ)}$ by $E_r$ and $e^{-t(H_0 + rZ_n)}$ by $E_{r,n}$. Let $1 < \alpha < 1/a$ and choose $\beta > 1$ so that $1 < q = \alpha \beta < 1/a$. Let $f \in L^\beta(Q)$.

By Lemma 8.1, $E_{a,n}$ is an integral operator with an a.e. nonnegative kernel satisfying

$$\left| \int_Q f(x, y) E_{a,n}(x, y) \, dx \, dy \right|$$

$$< \int_Q \left| f(x, y) \right| \left( E_0(x, y) \right)^{1/\beta'} \left( E_{a,n}(x, y) \right)^{1/\beta} \, dx \, dy$$

$$< \left( \int_Q \left| f(x, y) \right|^\beta E_0(x, y) \, dx \, dy \right)^{1/\beta'} \left( \int \chi_Q(x, y) E_{a,n}(x, y) \, dx \, dy \right)^{1/\beta}$$

$$< \| e^{-tH_0} \|_\infty^{1/\beta'} C_{Q,\beta'} (f)(\chi_Q, E_{a,n}\chi_{Q_2})^{1/\beta}.$$

Since $E_{a,n}$ converges strongly to $E_q$ we find that, after choosing $\beta$ in $(1, 1/pa)$,

$$\sup_n C_{Q,\beta'} (E_{1,n}) < \infty$$

and
(8.3) \[ \sup_n C_{Q, \theta} \left( E_{p,n} \right) < \infty. \]

Lemmas 7.1, 7.2, 8.1 and Corollary 5.5 complete the proof of the theorem.

Using the Laplace transform formula for the resolvent, Theorem 8.2 leads to

**Corollary 8.3.** Under the hypotheses of the previous theorem, \((H_0 + pZ + \lambda)^{-1}\) is, for all \(\lambda > 0\) sufficiently large, an integral operator with an a.e. nonnegative kernel satisfying

\[
(H_0 + Z + \lambda)^{-1}(x, y) < \left( (H_0 + \lambda)^{-1}(x, y) \right)^{1/p} \left( (H_0 + pZ + \lambda)^{-1}(x, y) \right)^{1/p}
\]

almost everywhere.

**Corollary 8.4.** Under the hypotheses of the previous theorem the kernel of \(e^{-i(H_0 + Z)}\) is in \(L^\beta(Q)\) for every bounded measurable subset \(Q\) of \(\mathbb{R}^{2N}\) for \(1 < \beta < 1/a\).

**Proof.** This follows from (8.2) and (7.3).

**IX. Regularity properties of eigenfunctions.** It is well known that singularities of the potential, \(V\), can cause singularities in the eigenfunctions of \(-\Delta + V\). We consider to what extent these singularities are absent under suitable conditions on the perturbations. We consider all unperturbed \(H_0\) of type \(A\), but we later impose further restrictions on these unperturbed operators to extend our results.

For most of the purposes of this section, an eigenfunction is considered to be free of singularities if it belongs to \(L^\infty\). However in Theorem 9.7 we isolate a class of \(H = H_0 + W\) for which the eigenfunctions are Hölder continuous of some order.

**Theorem 9.1.** Let \(H_0\) be an operator of type \(A\) and suppose \(\lambda_0 Z\) is an \(H_0\)-perturbation of type \(B\) for some \(\lambda_0 > 1\). Then for all \(t > 0\), \(e^{-i(H_0 + Z) t}\) extends to a bounded map of \(L^q\) into \(L^r\) for \(q < r\) and \(q, r\) in \([2\lambda_0', (2\lambda_0)\) where \(2\lambda_0' = (1 - (2\lambda_0)^{-1})^{-1}\).

**Proof.** Define \(H_\lambda = H_0 + \lambda Z\) for \(\lambda\) in \([1, \lambda_0]\).

Suppose \(q\) is in \([2, 2\lambda_0]\) and \(p\) is in \([q/2, \lambda_0]\). Then define \(s\) in \([0, 1]\) by the equation

\[
s/p' + q/2p = 1.
\]

If \(f\) is a nonnegative function in \(L^q\) we have by Theorem 8.2 that

\[
\int e^{-iH}(x, y)f(y)\,dy < \left( \int \left( e^{-iH_0}(x, y)f(y) \right)^q \right)^{1/p} \left( \int \left( e^{-iH}(x, y)f(y) \right)^{q/2} \right)^{1/p} \,dy.
\]

By Hölder's inequality we find, for almost every \(x\),
(9.1) \( (e^{-\theta H_0})(x) < (e^{-\theta H^p})(x)(e^{-\theta H^{p/2}})^{1/p}(x). \)

Thus

(9.2) \( \|e^{-\theta H_0}\|_{2,p} \leq \|e^{-\theta H^p}\|_{1/p}^{1/p} \|e^{-\theta H^{p/2}}\|_{1/2,2} \|f\|_{p}. \)

By Theorem 2.3 and The Riesz-Thorin interpolation theorem, \( \|e^{-\theta H_0}\|_{r,\infty} < c(t) < \infty \) for all \( r \) in \([1, \infty)\). Hence (9.2) implies

\[ \|e^{-\theta H_0}\|_{q,p} < \infty \]

if \( q \in [2, 2\lambda_0] \) and \( p \in [q, 2\lambda_0] \).

The rest of the theorem is proved using duality and the semigroup property.

**Corollary 9.2.** Under the hypotheses of Theorem 9.1 all \( L^2 \) eigenfunctions of \( H_0 + Z \) are in \( L^p \) for \( p \) in \([2, 2\lambda_0]\).

**Remark.** In cases where \( h_0(p) \) grows like a power of \( |p| \) at \( \infty \), Corollary 9.2 will not be optimal. This is because all eigenfunctions of \( H \) are in the domain of \( (H_0 + 1)^{1/2} \) and \( (H_0 + 1)^{-1/2} \) has smoothing properties. We consider the details of this remark in the next lemma and its corollary.

**Notation.** If \( h_0(p) \) grows like a power of \( |p| \) at \( \infty \), Corollary 9.2 will not be optimal. This is because all eigenfunctions of \( H \) are in the domain of \( (H_0 + 1)^{1/2} \) and \( (H_0 + 1)^{-1/2} \) has smoothing properties. We consider the details of this remark in the next lemma and its corollary.

**Lemma 9.3.** Let \( R_0(z) = (H_0 - z)^{-1} \) and for \( \lambda > 0 \) let \( R_0^{1/2}(\lambda) \) be the nonnegative selfadjoint square root of \( R_0(\lambda) \). Then if \( H_0 \) is of type \( A \), \( R_0^{1/2}(\lambda) \) is a convolution operator on \( L^2(\mathbb{R}^N) \) with a convolution kernel which is nonnegative and in \( L^1(\mathbb{R}^N) \). Additionally \( R_0^{1/2}(\lambda) \) extends to a bounded map on \( L^p(\mathbb{R}^N) \) for \( p \) in \([1, \infty]\) with

(a) \( \|R_0^{1/2}(\lambda)\|_{1/p} < \lambda^{-1/2}. \)

Moreover, if \( H_0 \) is of type \( C_0 \) then

(b) \( \|R_0^{1/2}(\lambda)\|_{2,p} < \infty \) if \( 2 < p < 2(1 - \alpha/N)^{-1}, \alpha < N, \)

\[ \|R_0^{1/2}(\lambda)\|_{2,p} < \infty \] if \( 2 < p < \infty, \alpha > N. \)

**Proof.** We use the spectral theorem and the formula

\[ \lambda^{-s} = \Gamma(s)^{-1} \int_0^{\infty} t^{s-1} e^{-\lambda t} \, dt \]

to write

\[ R_0^{1/2}(\lambda) = \pi^{-1/2} \int_0^{\infty} t^{-1/2} e^{-\lambda t} e^{-iH_0} \, dt. \]

Since \( e^{-i\theta H_0}(1) = 1 \), it follows that the convolution kernel of \( R_0^{1/2}(\lambda) \), which we also denote by \( R_0^{1/2}(\lambda) \) and which may be defined by
\[ R_0^{1/2}(-\lambda) = \pi^{-1/2} \int_0^\infty t^{-1/2} e^{-\lambda t} K_t^0 \, dt, \]

where \( K_t^0 \) is the convolution kernel of \( e^{-tH_0} \), satisfies \( R_0^{1/2}(-\lambda) \ast 1 = \lambda^{-1/2} \)
and thus (a) follows as in Theorem 2.3.

Using \( \|K_t^0\|_1 = 1 \) and interpolation we have for \( q \) in \([1, 2]\) that
\[ \|K_t^0\|_q < \left( \|K_t^0\|_2 \right)^{1/q} \]
so that if \( h_0(p) > \gamma |p|^\alpha \) for large \(|p|\) then
\[ \|K_t^0\|_q < c(1 + t^{-N/\alpha q'}) \]
and thus
\[ \|R_0^{1/2}(-\lambda)\|_q < c \int_0^\infty t^{-1/2} e^{-\lambda t} \|K_t^0\|_q \, dt < \infty \]
if \( i \) is in \([1, 2]\) and \( \frac{1}{2} + N/\alpha q' < 1 \). The inequalities of (b) now follow from Young's inequality.

**Corollary 9.4.** Let \( H_0 \) be an operator of type \( C_\alpha \) and let \( Z \) be an \( H_0 \)-perturbation of type \( B \). Let \( H = H_0 + Z \) and set \( R(-\lambda) = (H + \lambda)^{-1} \). For \( \lambda \) large enough, \( t > 0 \) and \( p \) in \([2, \infty] \) satisfying \( p^{-1} > \frac{1}{2} (1 - \alpha/N) \) there follows
\[ \|R(-\lambda)^{1/2}\|_2, \|e^{-tH}\|_2 < \infty. \]

**Proof.** Choose \( \lambda \) so that \( H + \lambda > 1 \). Then since the domain of \( (H + \lambda)^{1/2} \)
is contained in the domain of \( (H_0 + \lambda)^{1/2} \), the closed graph theorem assures us that
\[ \|(H_0 + \lambda)^{1/2}(H + \lambda)^{-1/2}\|_2 < \infty \]
so that \( \|R(-\lambda)^{1/2}\|_2, \|e^{-tH}\|_2 < \infty \). In addition,
\[ \|e^{-tH}\|_2 < \|R(-\lambda)^{1/2}\|_2 \|e^{tH}\|_2. \]

**Notation.** Define \( \gamma_\alpha = \infty \) if \( \alpha > N \) and \( \gamma_\alpha = 2(1 - \alpha/N)^{-1} \) otherwise.

We now combine the techniques of Theorem 9.1 and Corollary 9.4 to obtain

**Theorem 9.5.** Suppose the hypotheses of Theorem 9.1 hold and additionally \( H_0 \) is of type \( C_\alpha \). Then
\[ \|e^{-tH}\|_{q,r} < \infty \]
if \( q \in [2, 2\lambda_0] \) and if \( r \in [q, \gamma_\alpha \lambda_0) \) when \( \alpha < N \) and \( r \in [q, \infty) \) when \( \alpha > N \).

**Proof.** We use the inequality (9.1) to write
\[ \|e^{-\imath Hf}\|_r \leq (\|e^{-\imath Hf}\|_{L^r/2})^{1/p} \|e^{-\imath Hf}_{\infty}\|_q \]

for \( p \in [q/2, \lambda_0], q \in [2, 2\lambda_0] \) and \( p/r > \frac{1}{2}(1 - \alpha/N) \).

The finiteness of \( \|e^{-\imath Hf}\|_{L^r/2} \) for \( r/p \) as above follows from Corollary 9.4.

**Corollary 9.6.** Under the hypotheses of Theorem 9.5 all \( L^2 \) eigenfunctions of \( H \) are in \( L^r \) for \( r \in [2, \gamma_0\lambda_0] \) if \( \alpha < N \) and in \( L^r \) for \( r \in [2, \infty] \) if \( \alpha > N \).

**Example 9.7.** Consider the operator \( H = H_0 + V \) where \( H_0 = -\Delta \) and \( V(x) = -\beta |x|^{-2} \) if \( |x| < 1 \), \( \|V(x)\| < c \) for \( |x| > 1 \) and \( V \in C^\infty(\mathbb{R}^N - \{0\}) \). For simplicity we discuss the case \( N = 3 \). Then \( V \) is an \( H_0 \)-perturbation of type B if and only if \( \beta < \frac{3}{2} \) [5]. If \( H \) has bound states it is known that the angular momentum zero eigenstates behave like \( |x|^{-s}, s = \frac{1}{2} - (\frac{1}{4} - \beta)^{1/2} \) in a neighborhood of the origin [24]. All other eigenstates vanish at the origin and thus all eigenstates of \( H \) are in \( L^p \) for \( p < p(\beta) \) where \( p(\beta) = 6(1 - (1 - 4\beta)^{1/2})^{-1} \). Corollary 9.6 gives the result that all eigenstates of \( H \) are in \( L^p \) for \( p < 6(4\beta)^{-1} < p(\beta) \) since \( 0 < \beta < \frac{3}{2} \), which, although not optimal, does give the correct behavior near \( \beta = \frac{3}{2} \).

However, in this special case another method of estimation does give the exact result:

For \( a \) in \([0, 1]\) set \( b = 1 - a \) and \( B_a = (H_0 + \lambda)^{-a}V(H_0 + \lambda)^{-b} \). We note that if \( \|B_a\| < 1 \) then

\[ (H + \lambda)^{-1} = (H_0 + \lambda)^{-b}(1 + B_a)^{-1}(H_0 + \lambda)^{-a} \]

so that

\[ \|(H + \lambda)^{-1}\|_{L^p} \leq c\|(H_0 + \lambda)^{-b}\|_{L^p}. \]

But

\[ \|(H_0 + 1)^{a}r^{-2}(H_0 + 1)^{-b}\| \leq \|r^{-2a}(H_0 + 1)^{a}\| \|r^{-2b}(H_0 + 1)^{-b}\| \]

and \( \|r^{-2a}(H_0 + 1)^{-a}\| \) can be computed exactly for all \( a \) [15], giving

\[ \|(H_0 + 1)^{-a}r^{-2}(H_0 + 1)^{-b}\| < \left[ 4((1/4)^2 - (a - 1/2)^2) \right]^{-1} \]

if \( |a - \frac{1}{4}| < \frac{1}{4} \). Thus, for some \( \lambda > 0 \), \( \|B_a(\lambda)\| < 1 \) if \( \gamma < \frac{1}{2}(1 + \frac{1}{2}(1 - 4\beta)^{1/2}) \) and hence, by Sobolev's inequality \( \|(H + \lambda)^{-1}\|_{L^p} < \infty \) if \( p < 6(1 - (1 - 4\beta)^{1/2})^{-1} \).

Until now we have not imposed any restrictions on the perturbations, \( Z \), except those inherent in the definition of type B perturbations. The preceding example shows that without such restrictions the eigenfunctions of \( H = H_0 + Z \) will generally have singularities. In the next theorem we isolate a condition which eliminates these singularities.

**Theorem 9.7.** Suppose \( H_0 \) is of type \( C_\alpha \) and \( W \) is the distributional part of an \( H_0 \)-perturbation of type B. Fix \( \lambda > 0 \). Suppose that the operator
semigroups on $L^2(\mathbb{R}^N)$

$Q_\lambda = R_{0}^{1/2} (-\lambda)WR_{0}^{1/2} (-\lambda)$

extends to a bounded map on $L^q$ for some $q$ satisfying

$$1 < q < 2 \quad \text{and} \quad q < (1 - \alpha/2N)^{-1}$$

and suppose

$$\|Q_\lambda\|_{q,q} < 1 \quad \text{and} \quad \|Q_\lambda\|_{L^2} < 1.$$

(a) If $V$ is the positive part of an $H_0$-perturbation of type B then there exists an $L > 0$ such that $(H_0 + V + W + \lambda)^{-L}$ is bounded from $L^2$ to $L^\infty$.

(b) There exists a positive number $\xi = \xi(\alpha, q, N)$ such that if $f$ is in $L^2$ then $g = (H_0 + W + \lambda)^{-L}f$ satisfies

$$|g(x) - g(y)| \leq c|x - y|^{\xi}.$$

Proof. Define $H = H_0 + W$ and $H_1 = H_0 + V + W$. Note that by the Trotter product formula and the approximation theorem the kernel of $e^{-tH}$ is pointwise greater or equal to the kernel of $e^{-tH_1}$. The formula $R = (H + \lambda)^{-1} = \int_0^\infty e^{-tH} dt$ shows that a similar statement is true of the kernels of $(H + \lambda)^{-1}$ and $(H_1 + \lambda)^{-1}$. Consequently it suffices to prove the theorem in case $V = 0$.

The significance of the range of allowable $q$ is that, as was shown in the proof of Lemma 9.3, for $q$ satisfying inequalities (9.6), $R_0^{1/2}(-\lambda) \in L^q$.

Define the function $\gamma: [1, q'] \rightarrow [q, \infty]$ by the formula $\gamma(r) = (r^{-1} + q^{-1} - 1)^{-1}$. Then by Young's inequality, interpolation and Lemma 9.3, part (a) there is a constant $c$ so that $\|R_0^{1/2}(-\lambda)\|_{r,s} < c$ if $1 < r < s < \gamma(r)$ and $r < q'$ while $\|R_0^{1/2}(-\lambda)\|_{r,\infty} < c$ if $r > q'$.

Define $\gamma_0 = 1$ and $\gamma_n = \gamma(\gamma_{n-1})$ for $n = 1, 2, \ldots, M$ where $M$ is the first positive integer such that $\gamma_M > q'$. We claim that there is a constant $d < \infty$ so that

$$\text{(9.7)} \quad \|R^M\|_{p,r} < d \quad \text{if} \quad 1 < p < q < r < \infty \quad \text{or} \quad \text{if} \quad q < p < q', p < r < \infty.$$

To prove (9.7) it suffices to show

$$\text{(9.8)} \quad \|R^M\|_{1,q} < \infty, \quad \|R^M\|_{q,q} < \infty \quad \text{and} \quad \|R^M\|_{1,\infty} < \infty.$$

The fact that (9.8) implies (9.7) follows from duality and Riesz-Thorin interpolation.

Let $C = (1 + Q_\alpha)^{-1}$ and $R_0^{1/2} = R_0^{1/2}(-\lambda)$. Then $R = R_0^{1/2}CR_0^{1/2}$ so that

$$\|R\|_{q,q} \leq \|R_0^{1/2}\|^2_{q,q}C\|\|_{q,q} \quad \|R\|_{1,q} \leq \|R_0^{1/2}\|_{1,q}C\|\|_{q,q}$$

These two inequalities prove the first two inequalities in (9.8).

To show that $\|R^M\|_{1,\infty} < \infty$ we use
where the fact that \( \|C\|_{L^p} \leq c' < \infty \) for \( p \) in \([q, q']\) follows from duality and interpolation. (9.7) proves part (a) with \( L = M \).

The proof of part (b) will consist of verifying the following estimate for \( h \) in \( L^q \)

\[
(9.10) \quad |(R_0^{1/2}h)(x) - (R_0^{1/2}h)(y)| \leq c|x - y|^{\beta}||h||_{q'}
\]

since if \( f \in L^2 \) we can write \( R^2f = R_0^{1/2}h \) where \( h = CR_0^{1/2}R^L \). It is clear from a glance at (9.9) that \( ||R^{L-1}||_{2,q'} < \infty \) so that \( ||h||_{q'} < C||f||_2 \). Here we have assumed \( L > 1 \) but this involves no loss of generality since \( ||R^{L+1}||_{1,\infty} < \infty \) providing \( ||R^L||_{1,\infty} < \infty \). The proof of (9.10) will involve

**Lemma 9.8.** Suppose \( H_0 \) is of type \( C_\alpha \). Then for \( t > 0 \) the convolution kernel, \( K_0^0 \), of \( e^{-tH_0} \) is in \( C_\alpha(B) \) and there are nonnegative constants \( A, \beta, I \), with \( \beta \) and \( I \) functions of \( \alpha \) alone, such that

\[
\|\nabla K_0^0\|_1 < A t^{-\beta} (1 + t').
\]

**Proof.** We have

\[
(9.11) \quad K_0^0(x) = (2\pi)^{-N} \int e^{i\xi \cdot x} e^{-i\theta_0(\xi)} dN_\mu
\]

which is clearly in \( C_\\infty \). By Lemma 2.2, \( h_0 \) is given by the Levy-Khintchine formula with some finite measure \( \mu \). Let

\[
h_1(p) = \frac{1}{2} \int_{|p| > 0} (1 + \lambda^2)(\lambda)^{-2}(1 - \cos(\lambda \cdot p)) d\mu(\lambda) + \frac{1}{2}(p, Cp)
\]

and

\[
h_2(p) = h_0(p) - h_1(p).
\]

It is clear that if \( H_i = \mathcal{F} M_{\alpha_i} \mathcal{F}^{-1} \), then each \( H_i \) is also of type \( C_\alpha \) for \( i = 1, 2 \). If \( e^{-tH_0} \) is given by convolution with \( K_0^0 \) then we have

\[
K_0^0 = K_1^l \ast K_2^l
\]

so that \( \nabla K_0^0 = \nabla K_1^l \ast K_2^l \) satisfies

\[
\|\nabla K_0^0\|_1 < \|\nabla K_1^l\|_1.
\]

Thus it suffices to consider \( H_0 \) of type \( C_\alpha \) for which the measure in the Levy-Khintchine formula is supported on a bounded subset of \( \mathbb{R}^N \). For such \( H_0 \), the gradient of the \( K_0^0 \) of (9.11) can be estimated explicitly. We use the
fact that

$$|\nabla h_0|^2 < c h_0$$

as proved in Lemma 2.7 to conclude that for $|n| > 2$

$$|D^{(n)} e^{-ith_0}| < c(n)t(1 + t)^{n} e^{-ith_0/2}.$$  

Thus integrating by parts we find for $|n| > 3$

$$|(\nabla K_t^0)(x)| < b_n|x|^{-n} t(1 + t^n) \int e^{-ith_0/2} (1 + |p|) d^N p$$

$$< a_n|x|^{-n} t^{1-(N+1)/a} (1 + t^n).$$

Consequently,

$$\|\nabla K_t^0\|_1 < c \|\nabla K_t^0\|_2 + c'(t^{1-(N+1)/a})(1 + t^{N+1})$$

where the first term comes from estimating $\int_{|x| < 1} \nabla K_t^0(x) d^N x$. The lemma follows by explicitly estimating $\|\nabla K_t^0\|_2$ using the Plancherel theorem.

**Remark.** In special cases our estimate for $\beta(\alpha)$ is poor. For example, if $h_0(p) = |p|^a$ then, by scaling, $\|\nabla K_t^0\|_1 = ct^{-1/a}$. A better estimate for $\beta(\alpha)$ leads to a better estimate on the modulus of Hölder continuity in Theorem 9.7.

We now complete the proof of Theorem 9.7 by proving (9.10).

Suppose $h \in L^q$. Then

$$|(K_t^0 \ast h)(x) - (K_t^0 \ast h)(y)| < \|K_t^0 - K_t^0\|_q \|h\|_q$$

where $K_t^0(z) = K_t^0(z + x)$. Now

$$K_t^0(z) - K_t^0(x) = \int_0^1 x \cdot \nabla K_t^0(z + sx) ds$$

so that

$$\|K_t^0 - K_t^0\|_q < |x| \|\nabla K_t^0\|_q.$$

Since $q \in [1, 2]$ we have

$$\|\nabla K_t^0\|_q < \|\nabla K_t^0\|_1 \|\nabla K_t^0\|_2^{1-\gamma}$$

where $1/q = s/1 + (1 - s)/2$ which gives, for some $\beta_1 > 1/2$,

$$\|K_t^0 - K_t^0\|_q < c_1|x|t^{-\beta_1}(1 + t^{N_1}).$$

We also have

$$\|K_t^0 - K_t^0\|_q < 2\|K_t^0\|_q < c_2 t^{-\beta_2}(1 + t^{N_2})$$

from (9.3) where $0 < \beta_2 < 1/2$.

If we express the region of integration in the inequality
\[
\left| (R_0^{1/2}h)(x) - (R_0^{1/2}h)(y) \right| \leq \left( c \int_0^\infty t^{-1/2}e^{-\lambda t} |K_t^{-x} - K_t^{-y}| dt \right) \| h \|_{q'}
\]
as the union of \([0, s]\) and \((s, \infty)\), then using (9.15) in \([0, s]\) and (9.14) in \((s, \infty)\) gives (9.10) with \( \xi = (\frac{1}{2} - \beta_2)/((\beta_1 - \beta_2)\) after optimizing the power \( p \) in \( s^{**}|x-y|^p \).

This completes the proof of Theorem 9.7.

Remark. If \( H_0 = -\Delta \) in \( \mathbb{R}^N \) then by scaling, \( \| \nabla K_0^0 \|_q = c_1 t^{-(1/2)(1+N/q')} \) and \( \| K_0^0 \|_q = c_2 t^{-N/2q'} \). The procedure used in the proof of Theorem 9.7 gives \( \xi = 1 - N/q' \).

Example 9.9. Suppose \( H_0 = -\Delta \) in \( \mathbb{R}^N, N > 1 \), and suppose \( W \) is a real distribution with \( W = \Sigma_{j=1}^N \delta_j V_j + V \) where \( V_j \in L^p, p > N \), and \( V \in L^q + L^\infty, q \in (N/2, \infty) \). Then \( W \) satisfies the hypotheses of Theorem 9.7.

For the proof of this statement first note that without loss of generality we may assume \( V \in L^q \) and \( V > 0 \). Then
\[
|W(f, g)| \leq \sum_j \| V_j \|_p (\| \partial_j f \|_s \| g \|_s + \| \partial_j g \|_u \| f \|_u) + \| V^{1/2} \| \| V^{1/2} g \|_{q'}
\]
where \( p^{-1} + r^{-1} + s^{-1} = u^{-1} + v^{-1} + p^{-1} = r^{-1} + r'^{-1} = 1 \). Since \( \| \partial_j (\Delta + \lambda)^{-1/2} \|_{q,q} < c(q) < \infty \), independent of \( \lambda \) for \( q \in (1, \infty) \) \([34]\), we have
\[
|W(R_0^{1/2}(-\lambda)^{-1} R_0^{1/2}(-\lambda) g)|
\leq c \left( \| f \|_s \| R_0^{1/2}(-\lambda) g \|_s + \| g \|_u \| R_0^{1/2}(-\lambda) f \|_u \right)
+ \| V^{1/2} R_0^{1/2}(-\lambda) f \|_{q'} \| V^{1/2} R_0^{1/2}(-\lambda) g \|_{q'}
\]
Suppose \( r \in [(2q)', 2q] \). Then by Young’s inequality and Hölder’s inequality \( \| V^{1/2} R_0^{1/2}(-\lambda) \|_{r,r} \) and \( \| V^{1/2} R_0^{1/2}(-\lambda) \|_{r',r'} \) approach zero as \( \lambda \to \infty \). Also, \( \| R_0^{1/2}(-\lambda) \|_{r,r} \) and \( \| R_0^{1/2}(-\lambda) \|_{u,u} \) approach zero as \( \lambda \to \infty \) by Young’s inequality. Taking \( u = r' \) we thus have
\[
\lim_{\lambda \to \infty} \sup_{\| f \|_s, \| g \|_u \to 1} \left| (f, R_0^{1/2}(-\lambda) W R_0^{1/2}(-\lambda) g) \right| = 0
\]
so that for \( \lambda \) sufficiently large
\[
\| R_0^{1/2}(-\lambda) W R_0^{1/2}(-\lambda) \|_{r,t} < 1
\]
if \( t \in [(2q)', 2q] \).

Example 9.10. If \( H_0 = -d^2/dx^2 \) in \( \mathbb{R}^1 \) then any distributional part, \( W \), of an \( H_0 \)-perturbation of type \( B \) satisfies the hypotheses of Theorem 9.7.

Remark. Smoothness properties of the eigenfunctions of \( N \)-body Schrödinger Hamiltonians have been investigated by Kato \([23]\) and Simon \([33]\). These authors are mainly interested in the case where the perturbations are sums of two-body potentials which are relatively bounded with respect to
$H_0 = -\Delta$ in $\mathbb{R}^3$. With these stronger hypotheses, the eigenfunctions are smoother than the result given by Theorem 9.7.

Example 9.11. Let $H_0 = -\Delta$ in $\mathbb{R}^N, N > 1$. Let $\delta_F$ be a delta function concentrated on a compact $C^1$ hypersurface, $S = F^{-1}(0)$ as in Example 4.6. If $W$ is the associated form then $W$ satisfies the hypotheses of Theorem 9.7.

To prove this we will use the inequality

$$(9.16) \quad \left\| \sup_{x_1} \left( R_0^{1/2} (-\lambda) f \right) (x_1, \cdot) \right\|_{L^q(\mathbb{R}^{N-1}, dx^{N-1})} < c(q)\lambda^{-1/2} q \|f\|_q$$

for $q$ in $(1, \infty), f \in \mathcal{S}(\mathbb{R}^N)$, which we will shortly prove. After decomposing $S$ into finitely many pieces which can be straightened out, (9.16) is easily seen to give

$$|W(f, g)| < \beta q \lambda^{-1/2} \| (-\Delta + \lambda)^{1/2} f \|_q \| (-\Delta + \lambda)^{1/2} g \|_q.$$ 

Thus

$$\| R_0^{1/2} (-\lambda) W R_0^{1/2} (-\lambda) \|_{q, q} < \beta q \lambda^{-1/2}$$

for $q$ in $(1, \infty)$.

All that remains is to verify (9.16) which we now do.

First observe that from $\| R_0^{1/2} (-\lambda) \|_q \leq c(q)\lambda^{-1/2}$ and Hölder's inequality there follows

$$(9.17) \quad \| R_0^{1/2} (-\lambda) f \|_\infty \leq c(q^') \lambda^{-1/2} q f \|_{q^'} \quad N = 1.$$ 

If $f \in \mathcal{S}(\mathbb{R}^N)$ then (9.17) implies

$$(9.18) \quad \sup_{x_1} \left| \left( (p_1^2 + \lambda)^{-1/2} f \right) (x_1, \ldots, x_N) \right| < c(q^') \lambda^{-1/2} q \left( \int |f(x_1, \ldots, x_N)|^q \, dx_1 \right)^{1/q},$$

which in turn implies

$$(9.19) \quad \left\| \sup_{x_1} \left( (p_1^2 + \lambda)^{-1/2} f \right) (x_1, \cdot) \right\|_{L^q(\mathbb{R}^{N-1}, dx^{N-1})} < c(q^') \lambda^{-1/2} q \|f\|_{q^'}.$$ 

Let $R_0^{1/2} (-\lambda) g = (p_1^2 + \lambda)^{-1/2} f$. Then from (9.19)

$$\left\| \sup_{x_1} \left( R_0^{1/2} (-\lambda) g \right) (x_1, \cdot) \right\|_{L^q(\mathbb{R}^{N-1})} < c(q^') \lambda^{-1/2} q \left( (p_1^2 + \lambda)^{1/2} (p^2 + \lambda)^{-1/2} g \right)_{q}.$$ 

Now it follows from the equivalence of the norms $(\Sigma_{i=1}^N \| \delta_i g \|_q + \| g \|_q)$ and $\|(p^2 + 1)^{1/2} g \|_q$ as shown in [34] for $q$ in $(1, \infty)$ that $\|(p_1^2 + \lambda)^{1/2} (p^2 + \lambda)^{-1/2} g \|_q$.
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The fact that $c(q, \lambda)$ is independent of $\lambda$ follows by a scaling argument.

X. Generalized eigenfunctions. While many selfadjoint operators have no eigenfunctions in the Hilbert space sense they may possess generalized eigenfunctions. For example

$$- d^2 (e^{ikx})/dx^2 = k^2 e^{ikx}$$

and if $V$ is multiplication by the coordinate function on $L^2(\mathbb{R}^1)$ then $V\delta = 0$ in the sense of distributions but $V$ has no eigenfunctions in the $L^2(\mathbb{R}^1)$ sense. Here $\delta$ is the delta function. Generalized eigenfunctions, such as $e^{ikx}$, are useful in giving mathematical meaning to common heuristic expressions (see [8] for example) such as

$$H\xi = \int H\xi \langle \xi \xi \rangle d\xi$$

where the $|\xi\rangle$ form a complete set of eigenvectors for the observable $H$.

We begin this section with a review of results concerning generalized eigenfunction expansions of selfadjoint operators. There are various approaches and an extensive literature on this subject, see for example [1], [3], [9], [13], [17], [18], [22], [25], [27], and [35]. We simultaneously consider the question of when the generalized eigenfunctions are functions rather than more general distributions. We end this section by discussing the singularity structure of the generalized eigenfunctions in the sense that we describe functions $\rho$ such that the generalized eigenfunctions belong to $L^2(\rho dx)$.

In this section $T$ will denote a selfadjoint operator on a separable Hilbert space $L^2(X, d\mu)$ where $\mu$ is a $\sigma$-finite and positive measure. By the spectral theorem there is a $\sigma$-finite positive measure space $(Z, d\nu)$, a real measurable function $\alpha$ on $Z$ and a unitary operator $U$: $L^2(X, d\mu) \rightarrow L^2(Z, d\nu)$ such that $UHU^{-1}$ is multiplication by $\alpha$.

If $v$ and $w$ are measurable functions on some measure space we will write $\langle v, w \rangle$ for the integral of $\bar{v}w$ in case $\bar{v}w$ is integrable.

DEFINITION. A selfadjoint operator $S$ on $L^2(X, d\mu)$ is called a Carleman operator if $S$ is a bounded operator with kernel satisfying

$$\int |S(x, y)|^2 d\mu(y) < \infty \quad \text{for almost every } x.$$  

(10.1)

A weight function for a Carleman operator $S$ is a nonnegative measurable function $\rho$ on $X$ such that

$$\int \int |S(x, y)|^2 \rho(y) d\mu(y) \, d\mu(x) < \infty.$$  

(10.2)

Observe that positive weight functions always exist for Carleman operators $S$. In fact if $\gamma > 0$ is in $L^1(X, d\mu)$, setting
\[
\rho(y) = \begin{cases} 
\left( \int |S(x, y)|^2 \, d\mu(x) \right)^{-1} \gamma(y) & \text{if } 0 < \int |S(x, y)|^2 \, d\mu(x) < \infty, \\
1 & \text{otherwise}, 
\end{cases}
\]
gives a positive weight function for \( S \).

**Definition.** A Carleman function for the selfadjoint operator \( T \) is a Borel function \( \beta \) which does not vanish on the spectrum of \( T \) and for which \( \beta(T) \) is a Carleman operator.

**Notation.** \( \Gamma_+ = \{ \rho: \rho \) is a nonnegative measurable function on \( X \} \), \( \Gamma_T = \{ \rho \in \Gamma_+: M_{\rho^1/2} \beta(T) \) is a Hilbert Schmidt operator for some bounded Borel function \( \beta \) which is nonvanishing on the spectrum of \( T \} \).

We remark that \( \Gamma_T \) is a convex cone so that

\[
V_T \equiv \bigcup_{\rho \in \Gamma_T} L^2(X, \rho^{-1} d\mu)
\]
is a linear space. (Note that we allow the set \( E = \{ x: \rho(x) = 0 \} \) to have positive measure. In this case \( L^2(X, \rho^{-1} d\mu) \equiv \) set of all \( f \) with \( \chi_E f = 0 \), \( \int_X |f|^2 \rho^{-1} \, d\mu < \infty \).)

Minor modifications of techniques developed in [1] and [9] yield the following generalization of results found there:

**Theorem 10.1.** Suppose \( \Gamma_T \) contains an a.e. positive function. Then there is a set of generalized eigenfunctions \( \{ \psi_z: z \in Z \} \) such that

(a) For all \( \rho \in \Gamma_T \), almost every generalized eigenfunction is in \( L^2(X, \rho d\mu) \), i.e. \( \psi_z \in L^2(X, \rho d\mu) \) for \( \nu \)-almost every \( z \).

(b) \( (U\psi)(z) = \langle \psi_z, h \rangle \) for all \( h \in V_T \cap L^2(X, d\mu) \).

(c) If \( \gamma \) is a bounded Borel function then

\[
(f, \gamma(T) g) = \int \langle f, \psi_z \rangle \gamma(z) \langle \psi_z, g \rangle \, d\nu(z)
\]
for all \( f, g \in V_T \cap L^2(X, d\mu) \).

**Remarks.** (a) \( V_T \cap L^2(X, d\mu) \) is dense in \( L^2(X, d\mu) \).

(b) The statement that \( \Gamma_T \) contains an a.e. positive function is equivalent to the statement that there exists a Carleman function for the operator \( T \).

(c) Since \( U \) may not be an integral operator, as in the case of the Fourier transform, (10.3) cannot in general be extended to all of \( L^2(X, d\mu) \). However in this direction we do have

**Corollary 10.2.** Let \( \{ E_n \} \) be an increasing sequence of \( \mu \)-measurable subsets of \( X \) with \( \bigcup_n E_n = X \). Suppose each characteristic function, \( \chi_{E_n} \), of \( E_n \) belongs to \( \Gamma_T \). Then for all \( h \in L^2(X, d\mu) \)
$U\psi = L^2-\lim_{n\to\infty} \langle \psi, \chi_n \rangle$.

**Proof.** By (10.3), $U(\chi_n \psi) = \langle \psi, \chi_n \rangle$ and $\chi_n \psi \to L^2 \psi$. Q.E.D.

Note that if $\rho > 0$ is in $L^1$, $E_\rho = \{x: 1/n < \rho(x)\}$ satisfies the hypotheses of the corollary.

We now turn our attention to the case of $X = L^2(\mathbb{R}^N, dx)$ and $T = H_0 + Z$ where now and for the rest of this section $H_0$ denotes an operator of type $A$ and $Z$ denotes an $H_0$-perturbation of type $B$ with distributional part $W$ and positive part $V$. Our first goal is to show that $H_0 + Z$ has a set of generalized eigenfunctions. By Theorem 10.1 this goal will be attained upon finding a Borel function $\beta$, not vanishing on the spectrum of $H_0 + Z$, such that $\beta(H_0 + Z)$ is a Carleman operator. Secondly we shall describe functions $\rho$ such that the generalized eigenfunctions are in $L^2(\mathbb{R}^N, \rho dx)$. Here the results may be compared to the case of $-\Delta$ where the generalized eigenfunctions, $e^{-\lambda x}$, are in $L^2(\mathbb{R}^N, \rho dx)$ for all $\rho$ in $L^1(\mathbb{R}^N, dx)$. See also [9]. With reference to such a comparison a most satisfactory result (and recalling the examples following Theorem 9.7, an interesting result) is contained in

**Theorem 10.3.** Let $H_0, \lambda$ and $Z$ satisfy the hypotheses of Theorem 9.7. Then there is a positive integer $L$ such that $(H_0 + Z + \lambda)^{-L}$ is a Carleman operator.

Moreover, $L^1 \subseteq \Gamma_{H_0 + Z}$ and thus for every $\rho$ in $L^1(\mathbb{R}^N, dx)$ almost every generalized eigenfunction of $H_0 + Z$ is in $L^2(\mathbb{R}^N, \rho dx)$.

**Proof.** Let $S = (H_0 + Z + \lambda)^{-L}$ where $L$ is as in Theorem 9.7. From inequality (9.7) of the proof of Theorem 9.7 integration against the kernel of $S$ gives a bounded map of $L^1$ into $L^\infty$ and by the Dunford-Pettis theorem [37] the kernel of $S$ is bounded, say by the constant $c$. Let $\rho$ be a nonnegative function in $L^1(\mathbb{R}^N, dx)$. Then

$$\int \left| \int S(x, y) \rho(y) \, dy \right|^2 \, dx < c \int \int S(x, y) \rho(y) \, dy \, dx \leq c \|S\|_1 \|\rho\|_1.$$ 

Again from (9.7), $\|S\|_1, \|\rho\|_1 < \infty$. This completes the proof of Theorem 10.3.

**Remarks.**

(a) This theorem and Example 9.9 generalize a result of Faris [9].

(b) For $H_0$ and $Z$ as in the previous theorem, we may conclude that $e^{-t(H_0 + Z)}$ is a Carleman operator for all $t > 0$.

(c) If $H_0$ and $Z$ satisfy the hypothesis of Theorem 10.3 then the characteristic function of any measurable subset of $\mathbb{R}^N$ with finite Lebesgue measure belongs to $W_{\beta(H_0 + Z)}$ where $\beta(x) = (x + \lambda)^{-L}$. Consequently, Corollary 10.2 is applicable in this case.

(d) From Theorem 2.3 it may be seen that $e^{-\lambda x}$ is the Fourier transform of an $L^1$ function which implies that $e^{-\lambda x}$ vanishes at $\infty$. The hypothesis of
Theorem 10.3 which requires \( H_0 \) to be of type \( C_a \) restricts the rate of vanishing.

Since the convolution kernel, \( K_t^0 \), of \( e^{-th_0} \) is the Fourier transform of the \( L^1 \) function \( e^{-th_0} \), it likewise vanishes at \( \infty \). We next consider a class of \( H_0 \)'s for which this decrease property is made more quantitative.

**Definition.** A nonnegative function, \( f \), is said to be decreasing with respect to the norm \( \| \cdot \| \), if \( f(x) < f(y) \) whenever \( \|x\| > \|y\| \).

Let \( D = \{ f > 0: f(x) < g(x) \text{ for some } g \in L^2 \text{ which is decreasing with respect to the norm } \| \cdot \| \} \).

We remark that \( D \) is independent of the norm, \( \| \cdot \| \), which we use to define it.

**Definition.** \( H_0 \) is of type \( D \) if it is of type \( A \) and in addition \( K_t^0 \) is in \( D \) for all \( t > 0 \).

We will soon obtain eigenfunction expansions for a large class of perturbed \( H_0 \)'s of type \( D \). For now we note that this class is quite large.

**Proposition 10.4.** Suppose \( h_0 \) is of type \( A \). Each of the following is a sufficient condition for \( H_0 = \mathcal{F}M_{h_0}\mathcal{F}^{-1} \) to be of type \( D \):

(i) \( h_0 \in C^\infty(R^n) \).

(ii) \( H_0 = H_1 + H_2 \); \( H_1, H_2 \) are of type \( D \).

(iii) \( H_0 = g \circ h_1 \), where \( h_1 \) is of type \( A \), \( \mathcal{F}e^{-th_1} \) is for each \( t > 0 \) decreasing with respect to a fixed norm, and \( g \) is a function of the type discussed after Example 2.6.

The proof of this proposition is given at the end of this section.

**Remarks.** (a) It is an interesting fact (which we include in our proof of Proposition 10.4) that if \( h_0 \) is of type \( A \) and is \( C^\infty \) in a neighborhood of zero, then \( h_0 \in C^\infty(R^n) \).

(b) Since \( e^{it} \) has a decreasing convolution kernel, condition (iii) above gives many examples of \( H_0 \)'s of type \( D \). For example \( H_0 = \mathcal{F}M_{\frac{\alpha}{p}e^{-\alpha x}}\mathcal{F}^{-1} \) for \( 0 < \alpha < 2 \).

**Theorem 10.5.** Suppose \( H_0 \) is of type \( D \) and that \( 2Z \) is an \( H_0 \)-perturbation of type \( B \).

Then \( e^{-t(H_0+Z)} \) is a Carleman operator for each \( t > 0 \).

**Remark.** Deift and Simon [7] have proved Theorem 10.5 with \( H_0 = -\Delta \) assuming only that \( Z \) is an \( H_0 \) perturbation of type \( B \). Their method is very different from ours and uses techniques which are special to \( H_0 = -\Delta \). However it is not all clear that Theorem 10.5 cannot be improved in general.

**Proof.** \( pZ \) is an \( H_0 \)-perturbation of type \( B \) for some \( p > 2 \). Let \( \beta = (p - 1)(p - 2)^{-1} \). Let \( \varphi \) be a positive function in \( L^1 \cap L^\beta(R^N) \) which is decreasing with respect to some norm. Let \( K_r \) be the kernel of \( e^{-rH_r} \), where \( H_r = H_0 + \mathcal{F}M_{\varphi}e^{-ri\mathcal{F}}\mathcal{F}^{-1} \)}.
From Theorem 8.2 we have
\[ \int \int |K_1(x,y)|^2 \rho(y) \, dy \, dx \]
\[ \leq \int \int \left( \int (K_0(x,y)\rho^{1/2}(y))^{2/p}(K_p(x,y)\rho^{1/2}(y))^{2/p} \, dy \right) \, dx \]
\[ \leq \int dx \left\{ \left[ \int (K_0(x,y)\rho^{1/2}(y))^{(2p-2)/p} \, dy \right]^{(p-2)/p} \right. \]
\[ \cdot \left[ \int K_p(x,y)\rho^{1/2}(y) \, dy \right]^{2/p} \}
\[ \leq \left[ \int dx \left( \int dy \, K_0(x,y)\rho^{1/2}(y) \right)^{1/p} \right]^{1/p} \|e^{-iH_p\rho^{1/2}}\|_2^{2/p}. \]

The first factor is controlled using our assumptions on $K_0$ and $\rho$: we have
\[ K_0(x,y) < g(x-y) \text{ with } g \in D \] so that
\[ \int K_0(x,y)\rho^{1/2}(y) \, dy < \int_{\|y\| < 1/2\|x\|} g(x-y)\rho^{1/2}(y) \, dy \]
\[ + \int_{\|y\| > 1/2\|x\|} K_0(x,y)\rho^{1/2}(y) \, dy \]
\[ \leq g\left(\frac{1}{2}x\right)^{2\beta} \|\rho\|_{\beta}^2 + \rho^{\beta}(\gamma x)\|K_0\|_{2\beta}^{2\beta} \]
so that
\[ \int dx \left( \int dy \, K_0(x,y)\rho(y) \, dy \right)^{1/\beta} \]
\[ \leq c_1 \left\{ \|g\|_2^{2\beta} \|\rho\|_{\beta} + \|K_0\|_{2\beta}^{2\beta} \|\rho\|_1 \right\} \leq c_2 (\|\rho\|_{\beta} + \|\rho\|_1). \]

The second factor is controlled with the estimate
\[ \|e^{-iH_p\rho^{1/2}}\|_2 < \|\rho\|_1^{1/2}\|e^{-iH_p}\|_2 \]
so that finally we have
\[ \int |K_1(x,y)|^2 \rho(y) \, dy \, dx \leq c(t)\|\rho\|_1^{1/p} (\|\rho\|_{\beta} + \|\rho\|_1)^{1/p'} \]
which completes the proof.

We now consider the set $\Gamma_{H_0+Z}$ and thus to some extent the singularity structure of the generalized eigenfunctions.

Notation. $L^p_c(\mathbb{R}^N) = L^p(\mathbb{R}^N) \cap \{f: \text{supp } f \text{ is compact}\}$.

**Proposition 10.6.** Suppose $H_0$ is of type $D$ and $\lambda_0 Z$ is an $H_0$-perturbation of
type B for some $\lambda_0 > 2$. Then
\[ \{ \rho > 0 : \rho \in L^2_\infty(\mathbb{R}^N) \} \subseteq \Gamma_{H_0 + Z} \]
and thus if $\rho > 0$, $\rho \in L^2_\infty$, then almost every generalized eigenfunction of $H_0 + Z$ is in $L^2(\mathbb{R}^N, \rho dx)$.

**Remarks.** (a) Corollary 9.2 shows that under the hypotheses of Proposition 10.6 every eigenfunction is in $L^{2\lambda_0}(\mathbb{R}^N)$ and thus in $L^2(\rho dx)$ for every nonnegative $\rho \in L^{2\lambda_0}(\mathbb{R}^N)$. Thus Proposition 10.6 should be considered a local version of Corollary 9.2 for generalized eigenfunctions.

(b) The proof of Theorem 10.5 shows that $\{ \rho > 0 : \rho \in L^1 \cap L^\beta, \beta = (\lambda_0 - 1)(\lambda_0 - 2)^{-1}, \rho(x - a) = h(x) \text{ decreasing with respect to some norm} \} \subseteq \Gamma_{H_0 + Z}$. However, since $\beta > \lambda_0'$, Proposition 10.6 is a better result locally.

**Proof.** We use the notation of Theorem 10.5. With $p = \lambda_0$ we have
\[
\int \int |K_1(x, y)|^2 p(y) \, dx \, dy < \int dx \int dy \, K_0(x, y)^{2/p} (K_0(x, y)p(y))^{2/p} \psi(x, y)^{\psi/p} \leq \left[ \int dx \left( \int dy \, K_0(x, y)^{2\beta} \rho(y)^{\psi/2} \right)^{1/p} \right]^{1/p} \cdot \left[ \int dx \left( \int K_0(x, y) \rho(y)^{\psi/2} \, dy \right)^{2/p} \right]^{1/p}.
\]
The second factor is dominated by $\|e^{-H_0/2}\|_p^{2/p} \|p\|_p^{\psi/p}$ while the first is controlled using the fact that $H_0$ is of type D and $\rho(x)$ vanishes for $\|x\| > c$. Thus note that if $K_0(x, y) \leq g(x - y)$ where $g \in D$ we have
\[
\left( \int dy \, K_0(x, y)^{2\beta} \rho(y)^{\psi} \right)^{1/\beta} \leq \|K_0\|_\infty^2 \|p\|_p^{\psi/\psi} \text{ for } x \text{ arbitrary,}
\]
and also $g(\frac{1}{2} x)^2 \|p\|_p^{\psi/\psi}$ for $\|x\| > 2c$ so that
\[
\int dx \, dy |K_1(x, y)|^2 \rho(y) \leq \|p\|_p c \text{ (supp } p, t)\]
and the proposition is proved.

We end this section with the proof of Proposition 10.4:

(i) Let $h_0$ be given by equation (2.3) and suppose $h_0$ is $C^\infty$ in a neighborhood of the closed ball $B$ centered at the origin. Choose $g_0 \in \mathcal{S}(\mathbb{R}^N)$ with $g_0(0) = 1, g_0(x) = g_0(-x) > 0$, supp $\hat{g}_0 \subseteq B$ and let $g_0(x) = g_0(\alpha x)$. Define $q_0 = h_0 - \sum p_i C_{ij} p_j$ and suppose $m$ is a positive integer. Then by equation (2.3)
\[
\int ((-\Delta)^m \hat{g}_0)(\rho)q_0(\rho) \, d\rho = c \int_{|\lambda| > 0} |\lambda|^{2(m-1)} (1 + \lambda^2) \hat{g}_0(\lambda) \, d\mu(\lambda).
\]
If \( \alpha \in [0, 1] \), \( \text{supp} \hat{g}_\alpha \subseteq B \) so that an integration by parts gives
\[
\left| \int_{|\lambda|>0} |\lambda|^{2(m-1)}(1 + \lambda^2) g_\alpha(\lambda) \, d\mu(\lambda) \right| \leq c_m \| \hat{g}_\alpha \|_1 = c'_m.
\]
Using Fatou's lemma and the fact that \( \lim_{\alpha \to 0} g_\alpha(\lambda) = 1 \) if \( \lambda \neq 0 \), we find
\[
(10.4) \quad \int d\mu(\lambda)(1 + \lambda^2)^m < \infty \quad \text{for each } m > 0.
\]
Thus again by equation (2.3), \( h_0 \in C^\infty(\mathbb{R}^n) \). By the proof of Lemma 2.7, \( \| \partial_h h_0(p) \|^2 < c'h_0(p) \), and by (10.4) and (2.3), \( \| D^{(\alpha)} h_0 \|_\infty < \infty \) for all \( |\alpha| > 1 \) so that integration by parts shows
\[
(1 + x^2)^m K_\alpha^0(x) < c \int |(1 - \Delta)^m e^{-ih_0(x)}| \, dp < \gamma_m.
\]
(ii) If the convolution kernel of \( e^{-ih_0} \) is \( f_i \), \( i = 1, 2 \), then \( K_\alpha^0(x) = \int f_1(x - y) f_2(y) \, dy \). If \( f_1 \leq g_1, g_i \in L^2 \) and \( g_i \) is decreasing with respect to \( \| \cdot \| \), then
\[
K_\alpha^0(x) < \int_{\|y\| < \|x\|/2} g_1(x - y) f_2(y) \, dy \tag*{(2.3)}
\]
\[
+ \int_{\|y\| > \|x\|/2} f_1(x - y) g_2(y) \, dy \tag*{(10.4)} \leq g_1\left(\frac{1}{2} x\right) + g_2\left(\frac{1}{2} x\right).
\]
(iii) From the theory of completely monotone functions [11],
\[
e^{-ih_0} = e^{-ih_1} = \int_0^\infty \nu_r(\lambda)e^{-\lambda h_1}
\]
for some probability measure \( \nu_r \). Thus \( K_\alpha^0(x) \) is a weighted average of decreasing functions and therefore itself decreasing.

This completes the proof.
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