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ABSTRACT. The paper gives a necessary and sufficient condition in order that a connected and simply connected Lie group with cocompact radical be of type I. This result is then applied to a characterization of Lie groups, all irreducible unitary representations of which are completely continuous.

I. INTRODUCTION

Let G be a connected Lie group. In a previous paper [20] we established a canonical bijection between the underlying set of the primitive ideal space Prim(G) of the group C* algebra C*(G) of G and the set of all characters of G or, equivalently, the set of all quasi-equivalence classes of normal representations of G (cf. loc. cit., Theorem 1, p. 119). Here we say that a factor representation T of G is normal (cf. loc. cit., p. 106) if it generates a semifinite factor such that the range of T, viewed as a representation of C*(G), contains a nonzero traceable operator with respect to a normal trace on the former. If so, the image, by virtue of the quoted bijection, of the quasi-equivalence class of T is equal to the kernel of T. We recall also that G is of type I if and only if any of its irreducible unitary representations is normal. In this, and only in this, case our bijection gives rise to one between Prim(G) and G (= set of all unitary equivalence classes of irreducible unitary representations of G). This being so, the question of the concrete construction of the normal representations of G and of a corresponding description, in terms of G and of its Lie algebra g, of Prim(G) poses itself in a natural fashion. If G is solvable this has been completely settled (cf. loc. cit., Theorem 3, p. 134). Extending earlier investigations by L. Auslander and B. Kostant (cf. [1]), here our theory associates with each J in Prim(G) a well-determined geometrical object θ(J) ("generalized orbit"; cf. [18, Chapter II, p. 512]), constructed by aid of the coadjoint representation of G acting on g' (= dual of the underlying space of g), and provides an algorithm to obtain any normal T with ker(T) = J via
If the structure of $G$ is sufficiently simple, e.g. if it is nilpotent, the family of all generalized orbits coincides with the orbit space of the coadjoint representation, introduced in this context first by A. A. Kirillov. One further question is, in what way the properties of $J$ in $\text{Prim}(G)$ of being of type I or CCR are reflected by $\theta(J)$. In the solvable case the first problem has already been answered (cf. [18, Theorem 2, p. 551]), but as to the second, only partial results are available (cf. [16, Theorem 2, p. 111]), [17, Theorem, p. 465], and further below).

The purpose of the present paper is to initiate an extension of these investigations to arbitrary connected and simply connected Lie groups; we do this here under the assumption that the radical of $g$ is cocompact. A new feature, when compared with the solvable case, consists in the fact, otherwise fully expected from special cases, that only a part of $g'$ is involved in the construction of the characters (cf. II.2.1). We start by setting up, in general in a many-to-one fashion, a map from $\text{Prim}(G)$ onto a family of geometrical objects constructed by the coadjoint representation of $G$. This permits us to derive criteria in order that a primitive ideal be of type I (cf. Proposition 2), which is the principal result of this paper. In this manner, in particular, we obtain a characterization, in terms of the relevant part of $g'/G$, of the type I groups of our class (cf. Theorem 1). This generalizes the analogous result for the solvable case, obtained by Auslander and Kostant (cf. Corollary loc. cit.). In order to indicate the nature of the principle according to which the “relevant” part of $g'$ is singled out, we give some details for the special case when the radical is nilpotent (cf. Proposition 1); this is of a certain independent interest. These results are used in an essential fashion in the proof of Proposition 2. If some slight additional condition is fulfilled, the “relevant” elements are those $g \in g'$, for which there is a character $\chi_{g}$ of the connected component of the identity $(G_g)_0$ of the stabilizer $G_g$ of $g$ in $G$, such that $d\chi_{g} = i(\mathcal{a}_g)$, where $\mathcal{a}_g$ is the subalgebra of $g$ corresponding to $(G_g)_0$. Let us denote by $W(G)$ the set of all these elements. Then there is a map, uniquely determined by some natural conditions (cf. II.2.3, Remark 2), from $\hat{G}$ onto $W(G)/G$ which, if $G$ is nilpotent, reduces to the classical Kirillov bijection between $\hat{G}$ and $g'/G$. In the general case the number, always finite, of the elements of $\hat{G}$, corresponding to the same $O = W(G)/G$, is to be determined as follows. If $O = Gg$, let us set $\hat{G}_g = \ker(\chi_g)$ and assume first that $\hat{G}_g \subseteq \pi_1(O)$. The exact sequence

$$1 \to (G_g)_0/\hat{G}_g \to G_g/\hat{G}_g \to G_g/(G_g)_0 \to 1$$

defines a central extension by the circle group of the finite group $G_g/(G_g)_0 = \pi_1(O)$. This being so, the number in question is equal to the number of all irreducible representations of $G_g/\hat{G}_g$ which, on the circle group, reduce to
multiples of the identity map of the latter onto itself. If \( \hat{G}_g = (G_g)_0 \) take the number of elements in the dual of \( G_g/(G_g)_0 \). Conversely, given a central extension, by the circle group, of an arbitrary finite group, there is a group \( G \) of our class and a \( g \in W(G) \) such that the above sequence is isomorphic to the given one.

In Chapter III we apply the results of Chapter II to obtain a description of all connected and simply connected CCR Lie groups, In spite of some artificiality in the question, we believe that the answer offered here can serve to further illustrate the amount of information one can derive from the orbit picture. We recall that \( G \) admits the quoted property if, given a right invariant Haar measure \( da \) on \( G \), for any irreducible representation \( T \) and for any continuous function \( \varphi \) of compact support the operator \( \int_G \varphi(a) \cdot T(a) \cdot da \) is completely continuous. This has been known for some time to be the case if \( G \) is either semisimple (Harish-Chandra) or nilpotent (J. Dixmier). On the other hand, among solvable Lie groups already the affine group of the real line fails to have this property. Combining the results quoted above of Auslander and Kostant with those of C. C. Moore (cf. [2, Chapter VII]), one can state in this case simple necessary and sufficient conditions in terms of \( g'/G \), in order that \( G \) be CCR (cf. Corollary, III.3 below); we shall do the same for a general \( G \) (cf. loc. cit. Theorem 2). Other classes of groups have been investigated with respect to the CCR property by R. Lipsman (cf. [12]). If \( G \) is CCR then, in particular, \( \text{Prim}(G) \) must be a \( T_1 \) space. The latter property can be expressed equivalently in terms of several others (cf. Proposition 3); part of this has been obtained independently by C. C. Moore and J. Rosenberg (cf. [14]). In particular, the condition that the radical be cocompact practically imposes itself in this context (cf. loc. cit. (i) \( \iff \) (iv)). Another of these properties is provided by the concept of a generalized completely continuous representation. This is a normal representation, \( T \) say, such that \( T(C^*(G)) \) is composed of operators which are traceable with respect to some normal trace. If \( T \) is irreducible, it admits this property if and only if \( T(C^*(G)) \) is composed of completely continuous operators in the classical sense. To say that \( G \) is CCR is equivalent to requiring that it be of type I and that any of its normal representations be a generalized completely continuous one. In this manner Theorem 2, providing a description of all such groups in terms of \( g'/G \), will be derived by combining Theorem 1 and Proposition 3, which give analogous characterizations, respectively, for each of these properties.

Observe that the first two sections of Chapter III leading to the proof of Proposition 3 are essentially independent of Chapter II.

The reader is assumed to be familiar with the basic results of G. W. Mackey's theory of induced representations (cf. [13]), which we shall often
use without special reference. General assumptions and notational conventions are collected in the Appendix. We shall refer to it by A + number of the relevant section.

II. UNITARY REPRESENTATIONS OF LIE GROUPS WITH A COCOMPACT RADICAL

The principal result of this chapter is Proposition 2, which provides a characterization in terms of the orbits of the coadjoint representation of the primitive ideals of type I of a connected Lie group, the Lie algebra of which satisfies the condition in the title of this paper. In the first section we have collected some preparatory material drawn mostly from the paper [8] of M. Duflo. In §2 we first give the definition of admissibility (cf. 2.1), which singles out the orbits relevant for the representation theory. Next (cf. 2.3), confining ourselves to groups with cocompact and nilpotent radical, we exhibit a canonical surjection from the dual of our group onto the collection of admissible orbits (cf. Lemma 6 and Proposition 1 loc. cit.); in the nilpotent case this map coincides with the Kirillov isomorphism. A primitive ideal J is of type I if and only if the action of our group on a space, depending on J, is smooth, and if a certain integer associated with J is finite (cf. [20, Proposition 3, (1) and (2), respectively, p. 111]). We find the expression in terms of the coadjoint representation of these conditions, respectively, in the last two sections.

1. In this section G can be an arbitrary connected Lie group; we denote its Lie algebra by \( g \).

1.1.(a) For the details of the constructions, due to M. Duflo, sketched in the sequel, cf. [8, p. 106]. Let \( n \) be the nilradical of \( g \) and \( f \) a nonzero element, which we keep fixed, of \( n' \) (= dual of the underlying space of \( n \)). Let us set \( \mathfrak{b} = n/n_f \) (A.1); \( \mathfrak{b} \) carries a nondegenerate skewsymmetric bilinear form \( B \) obtained, through passage to quotient, from the map \((l_1, l_2) \rightarrow (l_1, l_2, f) \) \((l_1, l_2 \in n)\). If \( \dim(\mathfrak{b}) > 0 \), since \( \pi_1(\text{Sp}(B)) \) is isomorphic to an infinite cyclic group, \( \text{Sp}(B) \) admits a well-determined double covering which we denote by \( \text{Mp}(B) \). If \( \dim(\mathfrak{b}) = 0 \) the latter will stand for the cyclic group of order two.

We write \( \tau \) for the canonical morphism of \( \text{Mp}(B) \) onto \( \text{Sp}(B) \) and \( e \) for the element, different from the unity, of \( \text{Mp}(B) \) for which \( \tau(e) \) is equal to the unity of \( \text{Sp}(B) \). If \( a \in G_f \) we denote by \( j(a) \) the operator, corresponding to \( \text{Ad}(a)|n \), on \( \mathfrak{b} = n/n_f \); clearly we have \( j(a) \in \text{Sp}(B) \). This being so, we define \( \mathfrak{g} \) as the subgroup of \( B_f \times \text{Mp}(B) \) composed of all pairs \((a, a')\) for which \( j(a) = \tau(a') \). Putting \( p((a, a')) = a \), \( (\mathfrak{g}, p) \) is a twofold covering of \( G_f \).

(b) Given \( a \in \mathfrak{g} \) and \( n \in N \) \((N = \exp(n) \subset G)\); cf. A.4), we put \( a(n) = p(a)n(p(a))^{-1} \), and define the semidirect product of topological groups \( M = \mathfrak{g} \times_f N \) through the law of composition \((a, n)(b, m) = (ab, b^{-1}(n)m)\).
Let \( \pi \) be a concrete irreducible unitary representation of \( N \) belonging, in the sense of Kirillov, to the orbit \( Nf \subset n' \) (cf. e.g. [18, pp. 494-495]). The following facts are fundamental for the rest of this paper (cf. [8, Théorème 6.1, p. 107]; for some details also see the proof of Lemma 1 below). There is a canonical choice of a unitary representation \( W \) of \( M \) on \( H(\pi) \) (cf. A.2) such that: (1) \( W|N = \pi \) (2) Let us put \( \mathcal{N} = \mathcal{P}(Nf) \) and write \( \varphi_f \) for the character of \( \mathcal{N} \) determined by \( dq_f = i(f|n_f) \) and \( \varphi_f(\varepsilon) = -1 \). Then if \( V = W|\mathcal{N} \),

\[
V(n) \equiv \varphi_f(n) \pi(p(n)) \quad (n \in \mathcal{N})
\]

(cf. loc. cit., Lemme 5.2 and Lemme 5.5, pp. 104-105).

(c) In the following we reproduce a classical construction, due to Mackey, in a manner adapted to the context of (d) below. For \( \pi \in \hat{N} \) we denote by the same letter a concrete representation of this class, and by \( \mathcal{F} \) the set of all projective extensions of \( \pi \) to \( G_\pi \) (for the notions employed, cf. e.g. [2, Chapter I, §4, p. 18]). (1) Let \( \rho \) be an element of \( \mathcal{F} \) and \( \alpha \) the corresponding extension cocycle. We write \( \mathcal{G}(\delta) \) for the group defined on the set \( G_\pi \times T \) (T = circle group) by the law of composition \( (a, u)(b, v) = (ab, \alpha(a, b)uv) \) \( (a, b \in G_\pi; \ u, \ v \in T) \). We define the unitary representation \( \tilde{\rho} \) of \( \mathcal{G}(\rho) \) by \( \tilde{\rho}((a, u)) = \rho(a)u \). We also write \( T \) for \( \{(e, u); u \in T\} \subset \mathcal{G}(\rho) \) (e = unity). Finally, let \( q \) be the projection onto \( G_\pi \). (2) Assume \( \rho_j \in \mathcal{F} \); we put \( \mathcal{G}_j = \mathcal{G}(\rho_j) \) and distinguish notions, relative to \( \rho_j \), by the corresponding subscript \( j = 1, 2 \).

There is a unique measurable map \( g: G_\pi \to T \) such that \( \rho_2(a) = g(a) \rho_1(a) \) \( (a \in G_\pi) \); putting

\[
(\delta g)(a, b) \equiv g(ab)/g(a)g(b) \quad (a, b \in G_\pi),
\]

we have then \( \alpha_2 = \delta g \cdot \alpha_1 \). This being so, there is an isomorphism \( \varphi_{21} \) of \( \mathcal{G}_1 \) onto \( \mathcal{G}_2 \) uniquely determined by the properties: \( (\alpha) \varphi_{21}[T] \) is the identity map onto \( T \subset \mathcal{G}_2 \); \( (\beta) \varphi_{21} \circ \varphi_{21} = q_1 \); \( (\gamma) \rho_2 \circ \varphi_{21} = \tilde{\rho}_1 \). One sees at once that with the previous notations we have \( \varphi_{21}((a, u)) \equiv (a, g(a)u) \). Observe that if \( \rho_j \in \mathcal{F} \) \( (j = 1, 2) \), evidently \( \varphi_{31} = \varphi_{32} \circ \varphi_{21} \). (3) Let \( H \) be the direct product of groups \( \prod_{\rho \in \mathcal{G}(\rho)} \mathcal{G}(\rho) \), and \( \rho(\rho) \) the projection \( H \to \mathcal{G}(\rho) \). Given \( \rho_j \in \mathcal{F} \) we write \( \rho_j = \rho(\rho_j) \) \( (j = 1, 2) \). We denote by \( G_\pi^* \) the set of all elements \( s \) of \( H \) for which \( \varphi_{21}(p_1(s)) = p_2(s) \) for all \( (\rho_1, \rho_2) \in \mathcal{F} \times \mathcal{F} \). \( G_\pi^* \) is a subgroup of \( H \) and, for any \( \rho \in \mathcal{F} \), \( q(\rho) = \rho(\rho)|G_\pi^* \) is an isomorphism of \( G_\pi^* \) onto \( \mathcal{G}(\rho) \). (4) We recall (cf. loc. cit., p. 24) that \( \mathcal{G}(\rho) \) carries the structure of a locally compact group uniquely determined by the condition that the product of a Haar measure on \( G_\pi \) and on \( T \), respectively, be of the same kind on \( \mathcal{G}(\rho) \). We endow \( G_\pi^* \) with a similar structure by requiring that \( q(\rho) \) be an isomorphism of topological groups. Observe that this definition is independent of the choice of \( \rho \in \mathcal{F} \). In fact, if \( q_j = q(\rho_j) \) \( (\rho_j \in \mathcal{F} \) for \( j = 1, 2) \), then \( a_2 \circ q_1^{-1} = q_{21} \) is clearly a Borel isomorphism \( \mathcal{G}(\rho_1) \to \mathcal{G}(\rho_2) \), and thus also an isomorphism of the underlying topological groups (cf. loc. cit., Proposition 3.3, p. 14). (5) Again let \( \alpha \) be the
extension cocycle corresponding to \( \rho \in \mathcal{T} \). Since \( \alpha(am, bn) \equiv \alpha(a, b) \) \( (a, b \in G^*_\pi; m, n \in N) \), and the projection \( (a, u) \mapsto a \) is continuous (cf. loc. cit., p. 24), the set \( \{(n, u); n \in N, u \in T\} \) is a closed invariant subgroup of \( \mathcal{G}(\rho) \). We also have, with the previous notations, \( \varphi_{21}((n, u)) \equiv (n, u) \in \mathcal{G}(\rho_2) \), and hence there is a unique injection \( i: N \times T \to G^*_\pi \) such that \( q(\rho) \circ i \) is the identity map for all \( \rho \in \mathcal{T} \). Below we shall often simply write \( N \) for \( i(N) \subset G^*_\pi \). In this manner, if \( \Phi \) is the canonical homomorphism from \( G^*_\pi \) onto \( \mathcal{M} = G^*_\pi / N \), we have the exact sequence

\[ 1 \to N \to G^*_\pi \to \mathcal{M} \to 1. \]

(d) Let \( f \in \pi' \) and \( \pi \in \tilde{N} \) be as in (b). We recall that \( G^*_\pi = G_f \cdot N \) (cf. e.g. [18, Lemma 5.1, p. 497]). We denote by \( \pi' \in \mathcal{T} \) a projective extension of \( \pi \) to \( G_\pi \) (cf. A.2) and by \( \alpha \) the corresponding cocycle. Since for any \( a \in \mathcal{G} \) and \( n \in N \) we have

\[ \kappa^a(n, u)^{-1} = \pi'(\rho(a) n, u) = \pi'(n, u), \]

there is a unique measurable map \( \kappa: \mathcal{G} \to T \) (= circle group) such that

\[ \kappa(a) = \kappa(a)m'(p(a)) \quad (a \in \mathcal{G}). \]

One verifies at once that \( \alpha(p(a), p(b)) \equiv \alpha(p(a), p(b)) \) and therefore, since \( \kappa(a) = -1 \) (cf. (b)), the map \( \eta: \mathcal{G} \to G(\pi') \) defined by \( \eta(a) = (p(a), \kappa(a)) \) is an injective homomorphism. If \( \rho_j \in \mathcal{T} \) and \( \eta_j \) is analogous to \( \eta \) above \( (j = 1, 2) \), we have \( \eta_2 = \varphi_{21} \circ \eta_1 \). Hence there is an injective homomorphism \( \gamma: \mathcal{G} \to G^*_\pi \) uniquely determined by the condition that \( q(\rho) \circ \gamma = \eta \) for all \( \rho \in \mathcal{T} \). Putting \( \mathcal{M} = \ker(\varphi_j) \) (cf. (b)), we are going to show that \( \ker(\Phi \circ \gamma) = \tilde{\mathcal{M}} \). To this end it is enough to observe that if \( k \) and \( \pi' \) are as above, by \( V(n) \equiv \varphi_j(n) \pi(p(n)) \) \( (n \in \mathcal{M}) \) (cf. (b) end) we have \( k(n) \equiv \varphi_j(n) \). Therefore the conditions \( p(a) \in N \) and \( k(a) = 1 \) \( (a \in \mathcal{G}) \) are equivalent to \( a \in \mathcal{M} \). Let us define finally \( h: G^*_\pi \to G_\pi \) by \( h(s) = a \) if \( q(\rho)(s) = (a, u) \in \mathcal{G}(\rho) \) \( (\rho \in \mathcal{T}) \). Denoting by \( j \) the canonical homomorphism \( \mathcal{G} \to \mathcal{G} / \mathcal{M} \), by \( \gamma(\mathcal{G})N = G^*_\pi \) we have the diagram
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where \( i \) is an isomorphism onto and incl. signifies inclusion.

(e) Later we shall make repeated use of the following obvious implication of the previous considerations. Let us assume that \( G \) is contained as closed invariant subgroup in the (say) connected Lie group \( \mathcal{G} \), and suppose \( a \in G_f \).
§ and $G^r_f$ being contained as invariant subgroups in the corresponding objects constructed with respect to $\mathfrak{s}$, $a$ induces the automorphism $\xi'$ of $\mathfrak{s}$ and $\eta'$ of $G^r_f$. Clearly $\xi'(\mathcal{M}) = \mathcal{M}$ and $\eta'(N) = N$, and thus we can define automorphisms $\xi$ and $\eta$ of $\mathcal{M}$ such that $\xi \circ \Psi = \xi'$ and $\eta \circ \Phi = \eta'$. This being so, we have $\xi = \eta$.

1.2. In the following we shall consider $g$, $n$ and their complexifications as left $\text{Aut}(G)$ modules via the adjoint representation, and $g'$, $n'$, etc. as $\text{Aut}(G)$ modules with respect to the contragredient action. Let $\alpha$ be some fixed element of $\text{Aut}(g)$. Suppose that $\tau_i$ is an irreducible unitary representation of $N$ corresponding to the orbit $Nf_i \subset n'$; then if $f_2 = \alpha f_1$, $\tau_2 = \alpha \tau_1$ (A.3) will belong to $Nf_2 \subset n'$ (cf. e.g. [18, p. 497, Remark 4.1]). Let $M_j$, $W_j$ be the objects belonging to $f_j$ and $\tau_j$ ($j = 1, 2$) as introduced in 1.1(b).

**Lemma 1.** With the above notations there is a canonical isomorphism $\beta$ of $M_1$ onto $M_2$ such that $W_2 = \beta W_1$.

**Proof.** (a) We start by defining an isomorphism $\beta$ of $\mathfrak{s}_1$ onto $\mathfrak{s}_2$; for unexplained notations cf. 1.1(a) above. Let us write $G_j$, $\eta_j$ for $G_j$ and $\eta_j$ if $f = f_j$ respectively ($j = 1, 2$). We have, evidently, $\alpha(G_j) = G_2$, $\alpha(n) = n$, and hence also $\alpha(\eta_j) = \eta_2$. If $\dim(\eta_j) = 0$, by definition $\mathfrak{s}_j$ is direct product of $G_j$ and of a cyclic group of order 2 ($j = 1, 2$). If $(\alpha, \alpha') \in \mathfrak{s}_1$ we define $\beta((\alpha, \alpha')) = (\alpha(a), \alpha')$. Assume next that $\dim(\eta_j) > 0$. By going to the quotients we obtain from $n \ni l \mapsto ad$ an isomorphism $\nu$ from $\nu_1 = n/\eta_1$ onto $\nu_2 = n/\eta_2$, which makes $B_1$ and $B_2$ correspond to each other, and thus gives rise to an isomorphism $i: \text{Sp}(B_1) \to \text{Sp}(B_2)$. Since $\pi_j(\text{Sp}(B_j)) \sim Z$ ($j = 1, 2$), there is a well-determined isomorphism $\nu: \text{Mp}(B_1) \to \text{Mp}(B_2)$ such that $i \circ \tau_1 = \tau_2 \circ \nu$. Since clearly $i \circ j_1 = j_2 \circ (\alpha|G_1)$, if $(\alpha, \alpha') \in \mathfrak{s}_1$ (which by definition is equivalent to $j_1(\alpha) = \tau_1(\alpha')$), then we also have $(\alpha(\alpha), \nu(\alpha')) \in \mathfrak{s}_2$. Thus there is an isomorphism $\beta: \mathfrak{s}_1 \to \mathfrak{s}_2$ such that $\beta((\alpha, \alpha')) = (\alpha(\alpha), \nu(\alpha'))$. This admits a unique extension to a morphism $\beta: M_1 \to M_2$ through the condition $\beta|N = \alpha|N$.

(b) We shall complete the proof of our lemma by showing that, with $\beta$ defined as above in (a), we have $W_2 = \beta W_1$; for this it will clearly suffice to prove $V_2 = \beta V_1$. Using the notations of 1.1(b), we recall the construction of $V$ as follows (cf. [8, p. 107]; for the notations concerning holomorphic induction of unitary representations of nilpotent groups cf. [18, p. 494, f]). (1) For $b = \text{pol}(f)$ let us put $\pi_b = \text{Ind}(b, f)$. Since $\pi_b \sim \pi$ (A.2), there is a unitary map $W: H(\pi) \to H(\pi_b)$ (A.2) such that $W^{-1} \pi_b W = \pi$. Suppose now that $s$ is fixed in $G_f$. There is an $h = \text{pol}(f)$ such that $s h = h$, and we have a canonical construction of a unitary operator $U(h)$, depending on $s$, acting on $H(\pi_b)$ (for the latter also see (c) below). This being so, the crucial fact is that $W^{-1} \cdot U(h) \cdot W$ is independent of the particular choice of $h$ as just specified; we denote it by...
U(s). Summing up, this procedure defines a function from $G_j$ with values in the unitary group of $H(\pi)$. (2) For any fixed $b \in \text{Sp}(B)$ there is, with respect to $B$, a maximal self-orthogonal and positive subspace $m \subset L^2_C$ such that $bm = m$. Then the number $\arg(\det(b|_C/m))$ does not depend on the particular choice of $m$ as just described; let us denote it by $\delta(b)$. There is a unique, complex-valued $C^\infty$ function $\eta$ on $Mp(B)$ such that

$$(\eta(s))^2 = \delta(s) \quad (s \in Mp(B))$$

and $\eta(e) = -1$. This being so, writing $t$ for the projection $\mathfrak{g} \to Mp(B)$, we have

$$V(a) \equiv \eta(t(a^{-1}))U(p(a)) \quad (a \in \mathfrak{g}).$$

Returning to the notations of (a) above, by what we have just seen, to complete our proof it is enough to establish that (1) if $s \in G_1$ and $s_2 = \alpha(s_1) \in G_2$, then $U_1(s_1) = U_2(s_2)$; (2) $\eta_2 \circ \nu = \eta_1$. These points will be dealt with, respectively, in (c) and (d) below.

(c) (1) For some $f \in n'$ take $\mathfrak{h} = \text{pol}(f)$; then $\pi_5 = \text{Ind}(\mathfrak{h}, f)$ is constructed as follows (cf. [18, proof of Lemma 5.2, p. 498]). Let us set $d = \mathfrak{h} \cap n$, $D = \exp(d) \subset N$ (A.4) and let $\chi_f$ be the element of $X(D)$ (A.5) satisfying $d\chi_f = i(f|d)$. We also write $e = n \cap (\mathfrak{h} + \mathfrak{h})$, $E = \exp(e) \subset N$, $H = \exp(i) \subset N_C$ and observe that $HE$ is open in $E_C \subset N_C$. Let $\chi_f$ be a continuous morphism of $H$ into $C$ such that $d\chi_f = i(f|\mathfrak{h})$. Finally, let $\nu_b$ be a positive invariant measure on $D \setminus N$. We now consider the family $\mathfrak{K}$ of all measurable functions on $N$ satisfying the following conditions: (a) $g(dx) = \chi_f(d) \cdot g(x)$ ($d \in D$, $x \in N$), (b) $\int_{D \setminus N} |g(x)|^2 \cdot d\nu(p) < +\infty$, (c) for any fixed $b$ in $N$ the map $hk \mapsto \chi_f(h)g(kb)$ is holomorphic on $HE$. This being so, we obtain $H(\pi_b)$ by dividing $\mathfrak{K}$ through the variety of elements of vanishing norm, and $\pi_5(a)$ arises out of translation on the right by $a \in N$. (2) Assume that $s \in G_j$ and that above we have $s \mathfrak{h} = \mathfrak{h}$. Then for an appropriately fixed constant $k > 0$, the map $g(x) \mapsto k \cdot g(s^{-1} \cdot xs)$ defines an isometry of $\mathfrak{K}$ onto itself, giving rise to $U(\mathfrak{h})$ on $H(\pi_b)$ (cf. (b) above). (3) With notations as in (a) assume that $s_1 \in G_1$ and that $\mathfrak{h}_1 = \text{pol}(f_1)$ satisfies $s_1 \mathfrak{h}_1 = \mathfrak{h}_1$. If $s_2 = \alpha(s_1)$ and $\mathfrak{h}_2 = \alpha(\mathfrak{h}_1)$ we have $\mathfrak{h}_2 = \text{pol}(f_2)$ and $s_2 \mathfrak{h}_2 = \mathfrak{h}_2$. Denoting by $\gamma$ the diffeomorphism $D_1 \setminus N \to D_2 \setminus N$ determined by $D_1(x) = D_2(\alpha(x))$, suppose that $\nu_2 = \gamma^*(\nu_1)$. Let us write $\pi_j = \pi_5$ if $\mathfrak{h} = \mathfrak{h}_j$ ($j = 1, 2$), respectively. One easily verifies that the correspondence $g(x) \mapsto g(\alpha^{-1}(x))$ takes $H_1$ onto $H_2$, giving rise to a unitary map $T: H(\pi_1) \to H(\pi_2)$ verifying

$$T(\alpha \pi_1)T^{-1} = \pi_2 \quad \text{and} \quad TU(\mathfrak{h}_1)T^{-1} = U(\mathfrak{h}_2).$$

From here we prove that $U_1(s_1) = U_2(s_2)$ (cf. the end of (b) above) as follows. Let $V: H(\pi) \to H(\pi_1)$ be the unitary map such that $V\pi V^{-1} = \pi_1$, and let us put $W = TV$. By what we have just said $W(\alpha \pi)W^{-1} = \pi_2$ and, therefore, by
definition, \( U_2(s_2) = W^{-1} \cdot U(b_2)W \). But the right-hand side is equal to \( V^{-1}U(b_1)V = U_1(s_1) \), completing the proof of our statement.

(d) Let us write \( F \equiv \eta_1 \circ \psi \); evidently \( F \) is a \( \mathcal{C}^\infty \), complex-valued function on \( \text{Mp}(B_1) \) such that \( F(e) = -1 \). In this manner, by what we said in (b), it is enough to show that

\[
(F'(s))^2 = \chi_1(s) \quad (s \in \text{Mp}(B_1))
\]

Let \( s_1 \) be fixed in \( \text{Mp}(B_1) \). If \( m_1 \subset (v_1)_C \) is maximal self-orthogonal and positive with respect to \( B_1 \), then \( m_2 = w(m_1) \subset (v_2)_C \) will be of the same kind in relation to \( B_2 \). If, in addition, we have \( \tau_1(s_1)(m_1) = m_2 \), then putting \( s_2 = \psi(s_1) \), we shall have also \( \tau_2(s_2)(m_2) = m_2 \). In this manner we conclude that

\[
(F'(s))^2 = \chi_1(s) \quad (s \in \text{Mp}(B_1))
\]

completing the proof of Lemma 1. Q.E.D.

2.1. Let \( G \) be a connected Lie group with the Lie algebra \( g \), and \( g \) a fixed element of \( g' \). We write \( f = g \circ n \), assume \( f \neq 0 \) and consider, as in 1.1(a), the group \( \mathcal{G} \). It acts, via \( p(\mathcal{G}) = G_f \), on \( g' \) and thus, forming \( \mathcal{G}_f \) (A.1), we can observe that \( (\mathcal{G}_f, p) \) provides a covering, of a degree not exceeding two, of \( (G_f, p) \) (A.6). With these notations we introduce the following

**Definition.** We call the element \( g \in g' \) admissible if and only if there is a \( \chi_g \in X((\mathcal{G}_f)_0) \) (A.5) such that \( d\chi_g = i(g|g_g) \) and, if \( e \in (\mathcal{G}_f)_0 \) then \( \chi_g(e) = -1 \).

We denote by \( W(G) \) the set of all admissible elements of \( g' \). One easily verifies (cf. (a), proof of Lemma 1) that \( W(G) \) is invariant under \( \text{Ad}(G) \).

To clarify the content of the above definition, we consider two special cases.

(1) Assume first that \( G \) is compact. We start by recalling, that in this case \( G_f \) is always connected. In fact, since \( g = [g, g] + g^\perp \) we have \( G = [G, G] \cdot G^\perp \) (A.7) and thus we can suppose that \( g \) is semisimple. We identify \( g \) to \( g' \) by aid of the Killing form. If \( a \in G \) and \( X \in g \), we have \( aX = X \) if and only if \( a \) commutes with the closure \( T \) of \( \{ \exp(tX); t \in \mathbb{R} \} \). Hence the desired conclusion follows from the existence of a maximal torus containing both \( a \) and \( T \) (cf. e.g. [22, 3.9.4, p. 72]). Since \( g^\perp = n \), we have \( n_f = n \), and thus \( ((G_f)_0, p) \) is a simple covering of \( G_f \). Summing up, if \( G \) is compact, \( W(G) \) is composed of all those elements \( g \) of \( g' \) for which there is a \( \chi_g \in X(G_f) \) satisfying \( d\chi_g = i(g|g_g) \).

(2) Suppose next that \( G \) is a simply connected solvable Lie group. We claim that then \( W(G) = g' \). To show this let us recall that any connected subgroup of \( G \) is closed and simply connected. This implies first that \( ((G_f)_0, p) \) is a simple covering of \( (G_f)_0 \), and next, by the same token, that \( \chi_g \in X((\mathcal{G}_f)_0) \), as
required in the definition, exists for all \(g \in \mathfrak{g}'\).

2.2. The following lemma will often be used in the sequel. Its demonstration is close to that of [18, Lemma 6.1, p. 500].

**Lemma 2.** Let \(G\) be a connected Lie group with the Lie algebra \(\mathfrak{g}\), \(m\) an ideal of \(\mathfrak{g}\) and \(M\) the corresponding connected analytic subgroup. For some fixed \(g \in \mathfrak{g}'\) we put \(h = g|m\) and \(\mathfrak{g}_h = m + \mathfrak{g}_h\). Then we have \((M_h)_0g = g + \mathfrak{g}_h\).

**Proof.**

(a) We start by observing that if \(n\) is an integer not smaller than two and \(\{l_j; 1 < j < n\} \subseteq \mathfrak{m}_h\), then \(l_1 \cdot l_2 \cdots l_ng = 0\). In fact, writing \(v\) for the left-hand side, we have for an arbitrary \(l \in \mathfrak{g}\): \((l, v) = ([l_1, k], g)\), where \(k \in \mathfrak{m}\). Hence, to obtain the desired conclusion it is enough to note that \(l \in \mathfrak{g}\) belongs to \(\mathfrak{g}_h\) if and only if \(([u, l], g) = 0\) for all \(u \in \mathfrak{m}\). We conclude from this at once that \((M_h)_0g = g + \mathfrak{m}_h \cdot g\). Since \(\mathfrak{m}_h g\) is clearly orthogonal to \(m + \mathfrak{g}_h = \mathfrak{g}_h\) we infer that also \((M_h)_0g \subseteq g + \mathfrak{g}_h\).

(b) By the preceding, to complete our proof it suffices to show that \(\dim(\mathfrak{g}_h) = \dim(\mathfrak{m}_h \cdot g)\). But here the right-hand side is equal to \(\dim(\mathfrak{m}_h) - \dim(\mathfrak{m}_g)\), while on the left we have \(\dim(\mathfrak{g}_h) = \dim(\mathfrak{m}) + \dim(\mathfrak{g}_h) - \dim(\mathfrak{m}_h)\). Since \(\mathfrak{m}_h = \dim(\mathfrak{g})\) is enough to remark that \(\dim(\mathfrak{g}_h) = \dim(\mathfrak{g}) - \dim(\mathfrak{m}) + \dim(\mathfrak{m}_g)\). Q.E.D.

2.3. In this subsection \(b\) will denote a Lie algebra, the radical of which is nilpotent and, at the same time, cocompact. The principal result here is Proposition 1 which, because of its intrinsic interest, provides somewhat more than needed in the sequel (for this Lemma 6 would suffice). Let us put \(L = \exp(b)\) (A.4). If \(0 \neq f \in \pi'\), we can form, as in 1.1(d), but now with respect to \(L\), the diagram

\[
\begin{array}{ccc}
L_f & \xrightarrow{\gamma} & L^e_f \\
\downarrow{\Phi} & & \downarrow{\Phi} \\
L_{\pi} & \xrightarrow{\text{incl.}} & L^e_{\pi}
\end{array}
\]

\[
\begin{array}{ccc}
\mathfrak{L} & \xrightarrow{\Psi} & \mathfrak{L}/\mathfrak{N} \\
\downarrow{j} & & \downarrow{i} \\
\mathfrak{L}/\mathfrak{N} & \xrightarrow{\Phi} & \mathfrak{L} (= L^e_f/\mathfrak{N})
\end{array}
\]

Observe that by virtue of our assumption \(\mathfrak{L}\) is compact. In fact, it is an extension, by the circle group \(\Psi(\mathfrak{N}) = \mathcal{L} (\subset \mathfrak{L})\), of \(\mathfrak{L}/\mathfrak{N}\); but the latter is isomorphic to \(L_f/N_f = L_e/N\), which is compact since \(L/N\) is. We set \(\mathfrak{L}_0 = \mathfrak{L} = \exp(b)\) (A.4, A.6).

**Lemma 3.** With the previous notations and assumptions suppose that \(h \in b'\) is
such that \( h|n = f \neq 0 \). Let us write \( h|b_f = \delta \Psi(k) \) (\( k \in \mathfrak{z} \)). Then \( h \) belongs to \( W(L) \) if and only if \( k \) belongs to \( W(\mathfrak{z}) \).

**Proof. A.** We assume first that \( h \in W(L) \). We recall that by the Definition of 2.1 this is equivalent to the existence of \( \chi_h \in X((\mathfrak{L}_h)_0) \) such that \( d\chi_h = i(h|b_f) \), and if \( e \in (\mathfrak{L}_h)_0 \) then also \( \chi_h(e) = -1 \). By what we said in the first example loc. cit., to prove that then \( k \in W(\mathfrak{z}) \) we have to exhibit a character \( \chi_k \in X(\mathfrak{z}_k) \) satisfying \( d\chi_k = i(k|\delta_k) \).

(a) Setting \( \Psi(\mathfrak{z}_k) = \mathfrak{M} \supset \mathfrak{L} \) and \( p(\mathfrak{M}) = M = \exp(m) \) (A.4) we claim that \( \mathfrak{M} = (\mathfrak{L}_h)_0 \cdot \mathfrak{L} \). In fact, to this end it is enough to show that \( M = (L_h)_0 \cdot N_f \). But (1) by \( h|b_f = \delta \Psi(k) \), we have

\[
p\left( \Psi^{-1}(\mathfrak{M}) \right) = \{ a; a \in L_f, ah|b_f = h|b_f \}.
\]

Let us write \( b_f = n + b_f \). If \( a \) belongs to the previous set we obviously have \( ah|b_f = h|b_f \). Hence, by Lemma 2 there is an \( n \in N_f \) such that \( ah = nh \) implying \( a \in L_h \cdot N_f \). Conversely, we can infer from this relation that \( ah \in h + b_f \) and thus \( ah|b_f = h|b_f \). Summing up, we have just proved that

\[
p\left( \Psi^{-1}(\mathfrak{M}) \right) = L_h \cdot N_f.
\]

Observe that this implies \( m = \delta_h + N_f \). (2) Both now and later we repeatedly use the following statement, the verification of which we leave to the reader. Suppose that \( \mathfrak{R} \) is a closed subgroup of \( \mathfrak{L} \) containing \( \mathfrak{L} = \Psi(\mathfrak{M}) \). Then we have \( p(\Psi(\mathfrak{R})) = (L_h)_0 \cdot N_f \). Since \( \mathfrak{L}_k = (\mathfrak{L}_k)_0 \), using (1) we conclude by aid of the quoted statement that

\[
M = p\left( \Psi^{-1}(\mathfrak{M}) \right) = \left( p\left( \Psi^{-1}(\mathfrak{M}) \right) \right)_0 = (L_h)_0 \cdot N_f.
\]

(b) We want to show next that there is a \( \chi \in X(\mathfrak{M}) \) such that \( \chi|\mathfrak{L} = \varphi_f \) (for the latter cf. 1.1(b)). To this end it suffices to prove that the restrictions of \( \chi_h \) and of \( \varphi_f \), respectively, to \( (\mathfrak{L}_h)_0 \cap \mathfrak{L} \) coincide. But we clearly have \( (\mathfrak{L}_h)_0 \cap \mathfrak{L} = \exp(n_h) \subseteq (\mathfrak{L}_h)_0 \) and, therefore, if the former subgroup is larger it is equal to \( \exp(n_h) \cup \varepsilon \cdot \exp(n_h) \). In this manner the desired conclusion follows from \( d\chi_h|n_h = i(f|n_h) = d\varphi_f|n_h \), and that if \( e \in (\mathfrak{L}_h)_0 \) then \( \chi_h(e) = -1 = \varphi_f(e) \). Observe that \( d\chi = i(h|m) \).

Since \( \ker(\chi) \subseteq \mathfrak{L} = \ker(\Psi) \), there is an \( \omega \in X(\mathfrak{L}_k) \) such that \( \omega \circ (\Psi|\mathfrak{M}) = \chi \). To complete our proof that \( k \in W(\mathfrak{z}) \), it is enough to show that \( d\omega = i(k|\delta_k) \). If \( \delta_k \ni v = d\Psi(u) \) (\( u \in m \)), we have \( \omega(\exp(v)) = \chi(\exp(u)) = \exp[i(u, h)] \) which, by \( h|b_f = \delta \Psi(k) \), coincides with \( \exp[i(v, k)] \).

B. Let us assume now that \( k \in W(\mathfrak{z}) \). Putting \( \chi = \chi_k \circ (\Psi|\mathfrak{M}) \in X(\mathfrak{M}) \), we again have \( d\chi = i(h|m) \). Observe that \( \chi|\mathfrak{L} = \varphi_f \). In fact, since \( d(\chi|\mathfrak{M}) = \)}
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\[ i(f|_{\eta}) = d(\varphi|_{\Omega_{\theta}}) \], the desired conclusion follows from \( \ker(\chi) \subseteq \mathfrak{H} \). Hence, in particular, \( \chi(\epsilon) = \varphi(\epsilon) = -1 \). Writing \( \psi = \chi(\mathfrak{L}_{\theta}) \), we therefore have, \( d\psi = i(h|_{\Omega_{\theta}}) \) and also, if \( \epsilon \in \mathfrak{L}_{\theta} \), \( \psi(\epsilon) = -1 \), completing the proof that \( h \in W(L) \), since \( \psi \) satisfies the conditions placed on \( \chi_{h} \) by the Definition of 2.1. Q.E.D.

The following lemma is inspired by [11]; cf., in particular, pp. 205–206, loc. cit. The map \( \delta \) introduced here can be shown to be the "classical" one; for instance, the character of \( \rho \in \hat{G} \) admits a simple integral expression by aid of a translate of \( \delta(\rho) \) (for the semisimple case cf. e.g. [15, Proposition 1, p. 259]). This is what we intend to express by the adjective "canonical".

**Lemma 4.** Assume that \( G \) is a compact, connected Lie group. There exists a canonical bijection \( \delta \), equivariant with respect to \( \text{Aut}(G) \), from the dual of \( G \) onto \( W(G)/G \).

**Proof.** (a) Let \( g \) be the Lie algebra of \( G \). We set \( \delta = \mathfrak{g}^h \) (A.7) and \( \mathfrak{g}_1 = [\mathfrak{g}, \mathfrak{g}] \). The latter is a compact Lie algebra and \( g \) is equal to the direct sum \( \mathfrak{g}_1 + \delta \). We select a maximal abelian subalgebra \( \mathfrak{a} \) of \( g \) to be kept fixed until further notice, and write \( \mathfrak{a}_1 = \mathfrak{a} \cap \mathfrak{g}_1 \). Let us put \( \mathfrak{h} = \mathfrak{a}_c \) and \( \mathfrak{h}_1 = (\mathfrak{a}_1)_c \). We fix a Weyl chamber \( P \) in \( i\mathfrak{a}_1 \subset \mathfrak{h}_1 \) and denote by \( \mathcal{D}(\subset \mathfrak{h}_1) \) the set of the dominant integral functions corresponding to \( P \). Let us write

\[ \Gamma_{\mathcal{G}} = \{ l ; l \in \mathfrak{a}, \exp(l) = \text{unity} \}, \]

and

\[ \mathcal{D} = \{ \Lambda ; \Lambda \in \mathfrak{h}' \}, \Lambda(G) \subseteq 2\pi i \mathbb{Z}, \Lambda|_{\mathfrak{h}_1} \in \mathcal{D}' \}. \]

This being so, we recall that there exists a canonical bijection between \( \hat{G} \) and \( \mathcal{D} \) (cf. [22, 4.6.12, p. 98]). Let us denote by \( \mathfrak{g}_1' \) and \( \mathfrak{g}_1' \) the annihilator with respect to the canonical bilinear form on \( \mathfrak{g} \times \mathfrak{g}' \) of \( \delta \) and \( \mathfrak{g}_1 \) respectively; we then have the direct sum representation \( \mathfrak{g}' = \mathfrak{g}_1' + \mathfrak{g}_1 \). We shall identify \( \mathfrak{g}_1' \) to \( \mathfrak{g} \) by aid of the Killing form on the latter. Now let \( \rho \) be an element of \( \hat{G} \) and \( \Lambda \) the corresponding linear form in \( \mathcal{D} \). We define \( g \in \mathfrak{g}' \) by the condition that \( \Lambda(z) \equiv i(z, g) \) \( (z \in \mathfrak{g}) \) and \( g|_{\mathfrak{g}_1} = \lambda \), where \( \lambda \in \mathfrak{a}_1 \) is determined by \( \Lambda(a) \equiv iB(a, \lambda) \) \( (a \in \mathfrak{a}_1) \). Observe that in this fashion \( \Lambda(a) \equiv i(a, g) \) \( (a \in \mathfrak{a}) \). We next show that \( g \in \mathfrak{g}' \), as just defined, belongs to \( W(G) \). To this end let us first put \( \exp(a) = T \) (A.4); \( T \) is a maximal torus in \( G \). Next we remark that, by \( \Lambda \in \mathcal{D} \), given \( \gamma \in \Gamma_{\mathcal{G}}, (\gamma, g) \) is of the form \( 2\pi m \), where \( m \) is an integer.

From this we conclude that there is a \( \chi \in X(T) \) (A.5) such that \( d\chi = i(g|\alpha) \) or \( g|\alpha \in W(T) \). We claim this implies \( g \in W(G) \). Since \( G_{g} \) is connected, to prove this we can evidently assume \( G_{g} = G \); observe that this is equivalent to \( g|_{\mathfrak{g}_1} = 0 \). Let us write \( G_{1} = \exp(\mathfrak{g}_1) \) \( (= [G, G],) \) \( Z = \exp(\mathfrak{h}) \) \( (= (G^h)_0) \) and \( T_{1} = \exp(\mathfrak{a}_1) \). Since \( T = T_{1} \cdot Z \), and \( T_{1} = \exp(\mathfrak{a}_1) \) is a maximal torus in \( G_{1} \), we have \( G_{1} \cap T = T_{1}(G_{1} \cap Z) = T_{1} \), implying that \( \chi(G_{1} \cap T) \equiv 1 \). Since \( G = G_{1} \).
T, there is a $\varphi \in X(G)$ such that $\varphi|T \equiv \chi$, $\varphi|G_1 \equiv 1$, whence clearly $d\chi = ig$, proving that $g \in W(G)$. Summing up, given $\rho \in \hat{G}$, the above procedure assigns to it a well-determined element $g \in W(G)$. We define $\delta: \hat{G} \to W(G)/G$ by $\delta(\rho) = Gg$. (b) Let us assume next that the elements $\rho_j (j = 1, 2)$ of $\hat{G}$ are such that $\delta(\rho_1) = \delta(\rho_2)$; we claim that then $\rho_1 = \rho_2$. We shall distinguish the objects, introduced as in (a) above, relative to $\rho_j$ by the index $j = 1, 2$; we have to show that $\Lambda_1 = \Lambda_2$. Our assumption implies that there is an $a \in G$ such that $\lambda_2 = a\lambda_1$. We claim that one can assume that at the same time $aa = a$. In fact, let us put $h = \lambda_2$ and $b = aa$. Since $a$ and $b$ are maximal abelian in $g_h$ (A.1), there is an $s \in G_h$ such that $a = sb$ (cf. e.g. [22, 3.6.11, (4), p. 63]). Setting $k = sa$ we then have $k\lambda_1 = \lambda_2 (\equiv h)$ and $ka = a$. In this manner we can assume that $a\Lambda_2 = \Lambda_1$. Let us write $\Lambda'_j = \Lambda_j b_1$ ($j = 1, 2$). Then $\Lambda'_1$ and $\Lambda'_2$ differ by an action of the Weyl group and thus, being dominant integral, $\Lambda'_1 = \Lambda'_2$. But by $b = b_1 + \delta c$ this implies $\Lambda_1 = \Lambda_2$ and $\rho_1 = \rho_2$. Summing up, by what we have just seen, $\delta$ is an injection $\hat{G} \to W(G)/G$. (c) We prove next that $\delta$ is surjective. Let $O \in W(G)/G$ be given. We can choose $g \in O$ such that $g_g \supset a$ and that $i(g|a) \in \mathbb{P}$ (cf. (a)). Then defining $\Lambda \equiv \Lambda(a) \equiv i(a, g) (a \in a)$, it suffices to show that $\Lambda \in \mathcal{D}$. By $g \in W(G)$ we have $g|a \in W(T)$ and thus clearly $(\gamma, g) \in 2\pi \cdot Z (\gamma \in \Gamma_G)$ implying that $\Lambda(\Gamma_G) \subseteq 2\pi i \cdot Z$. Denoting by $\alpha_1, \alpha_2, \ldots, \alpha_r$ the system of simple roots corresponding to $P$ we set $H_j = H_a/\alpha(H_a)$ if $a = \alpha_j (1 < j < r)$. To conclude our proof it is enough to establish that $\Lambda|H_j \in \mathcal{D}$ or that $\Lambda(H_j)$ is a nonnegative integer. Since $i(g|a) \in \mathbb{P}$, we have $\Lambda(H_j) > 0$. Hence to arrive at the desired conclusion it suffices to recall that $2\pi i (ZH_1 + \cdots + ZH_r) \subseteq \Gamma_G$ (cf. [22, 4.6.7, p. 96]). Thus $\delta$ is a bijection $\hat{G} \to W(G)/G$. (d) To complete the proof of our lemma, let us first note that the map $\delta$ is independent of the particular choice of the maximal abelian subalgebra $a$ in $g$. In fact, let $b$ be a second one of this kind; we can assume that $b = sa$ ($s \in G$). If, for a given $\rho \in \hat{G}$, $\Lambda$ and $\Lambda'$ are the corresponding linear forms, as in (a), on $a_c$ and $b_c$, respectively, we have $\Lambda' = s\Lambda$. Let $g$ and $g'$ be the elements of $g'$ obtained, starting from, respectively, $\Lambda$ and $\Lambda'$, as in $(a)$, via, respectively, $a$ and $b$. We finish the proof of our assertion by showing that $g' = sg$. But, by construction, for all $l$ in $b$:

$$i(l, g') = \Lambda'(l) \equiv \Lambda(s^{-1}l) \equiv i(s^{-1}l, g) \equiv i(l, sg)$$

or $(l, g') \equiv (l, sg) (l \in b)$, whence the desired conclusion follows by recalling that $g'|a_1, sg|a_1 \in b_1 (b_1 = b \cap g_1)$. (e) Let us prove finally that $\delta$ is equivariant with respect to $\text{Aut}(G)$. If $\alpha \in \text{Aut}(G)$, a maximal abelian in $g$, and if $g \in \delta(\rho)$ corresponds to it as in (a), the reasoning of (d) shows that $ag \in \delta(\alpha \rho)$, and thus

$$\delta(\alpha \rho) = Gag = \alpha(Gg) = \alpha(\delta(\rho)).$$
completing the proof of Lemma 4. Q.E.D.

The following lemma provides an analogue for the statements summarized in 1.1(b) assuming that \( N \), loc. cit., is replaced by some connected, invariant compact subgroup. Since here we do not need the analogue of Lemma 1, we can formulate our statement somewhat more simply.

In the following, \( \mathfrak{M} \) will denote a locally compact group, \( \mathfrak{J} = \text{exp}(\mathfrak{a}) \) (A.4) a fixed connected, invariant and compact Lie subgroup of \( \mathfrak{M} \). For a nontrivial \( \sigma \) in \( \hat{\mathfrak{J}} \) we fix a \( \kappa \in \hat{\delta}(\sigma) \subset W(\mathfrak{J}) \) (cf. Lemma 4).

**Lemma 5.** With the previous notations there is a continuous unitary representation \( V \) of \( \mathfrak{M}_\kappa \) on \( \mathcal{H}(\sigma) \) (A.1, A.2) such that

\[
(1) \quad V(a)\sigma(z)V(a^{-1}) = \sigma(aza^{-1}) \quad (z \in \mathcal{H}, a \in \mathfrak{M}_\kappa),
\]

\[
(2) \quad V(z) = \chi_\kappa(z)\sigma(z) \quad (z \in \mathcal{H}_\kappa).
\]

**Proof.** This is a simple implication of the Borel-Weil theorem. The following brief summary of its relevant part is organized in analogy with the nilpotent theory (cf. the proof of Lemma 1, in particular (c), loc. cit.); for more details, cf. [22, Chapter 6, in particular, 6.3 (p. 153)].

We now write \( \mathfrak{g} = [\mathfrak{h}, \mathfrak{g}] \) and identify \( \mathfrak{g}' \) to \( \mathfrak{g} \) by aid of the Killing form. Let \( a \in \mathfrak{g}_\kappa \) be a maximal abelian subalgebra and, setting \( \mathfrak{h}_1 = a \mathfrak{c} \) and \( \lambda = \kappa|a \) (\( \lambda \in \mathfrak{a} \)), we select a Weyl chamber \( P \subset a \mathfrak{h} \subset \mathfrak{h}_1 \) such that \( i\lambda \in \mathcal{P} \). We denote by \( \Delta_+ (\Delta_-) \) the corresponding set of positive (resp. negative) roots and put \( \Delta = \Delta_+ \cup \Delta_- \);

\( \mathfrak{g}_a \subset \mathfrak{g}_c \) stands for the root space of \( \alpha \in \Delta \). Setting \( \mathcal{F}_0 = \{ a ; a \in \Delta, \alpha(\lambda) = 0 \} \), we have, evidently, \( (\mathfrak{g}_a)_c = \mathfrak{h}_1 + \sum_{a \in \mathfrak{a}} \mathfrak{g}_a \).

Let us observe next that if \( \mathcal{F}_+ = \{ a ; a \in \Delta, \alpha(\lambda) > 0 \} \), we have \( \mathcal{F}_+ \subset \Delta_+ \). In fact, if \( a \in \Delta_- \) then, by \( i\lambda \in \mathcal{P} \), \( a(i\lambda) < 0 \). Thus \( m = \sum_{a \in \mathfrak{a}} g_a \) is a nilpotent subalgebra of \( \mathfrak{g}_c \).

Moreover, if \( a \in \mathcal{F}_0 \) and \( \beta \in \mathcal{F}_+ \), we have clearly \( a + \beta \in \mathcal{F}_+ \); therefore \( \mathfrak{m}, (\mathfrak{g}_a)_c \subset \mathfrak{m} \) and \( \mathfrak{h}_2 = (\mathfrak{a}_a) + \mathfrak{m} \) is a subalgebra. Let us set \( \mathfrak{h}_3 = \mathfrak{h}_2 + (\mathfrak{a}_a)_c \) and write \( H = \text{exp}(\mathfrak{h}) \subset Z_\mathfrak{c} \) (A.4). There is a holomorphic character, to be denoted again by \( \chi_\kappa \), of \( H \) satisfying \( dx = i(\kappa|h) \). Also, one can show that \( H \cap \mathfrak{J} = \mathfrak{J}_\kappa \). Therefore if \( f \) is a complex-valued function on \( \mathfrak{J} \) satisfying, for any \( z \in \mathfrak{J}_\kappa \) and \( x \in \mathfrak{J} \), \( f(zx) = \chi_\kappa(z)f(x) \), there is a well-defined function \( F \) on the open subset \( H \mathfrak{J} \) of \( \mathfrak{J}_\kappa \) such that \( F(hx) = \chi_\kappa(h)f(x) \) (\( h \in H, x \in \mathfrak{J} \)).

This being said, let us denote by \( \mathcal{K} \) the linear space of all those functions \( f \) as above, for which \( F \), as just defined, is holomorphic on \( H \mathfrak{J} \). Then \( \dim(\mathcal{K}) < +\infty \) and the representation of \( \mathfrak{J}_\kappa \), corresponding to translations on the right of elements of \( \mathcal{K} \), is equivalent to \( \sigma \). From here we prove our lemma as follows.

Suppose that \( \tau \in \text{Aut}(\mathfrak{J}) \) is such that \( \tau\kappa = \kappa \). We claim that this implies \( \tau(\mathfrak{h}_3) = \mathfrak{h}_3 \). To this end it evidently suffices to show that \( \tau(\mathfrak{h}_3) = \mathfrak{h}_3 \). Our assumption at once yields \( \tau \lambda = \lambda \), and thus we can write

\[
\tau(\mathfrak{h}_3) = (\mathfrak{g}_a)_c + \sum_{a \in \mathcal{F}_c} g_a,
\]
where \( F' \cap \mathcal{F}_0 = 0 \). Therefore it is enough to prove \( F' \subseteq \mathcal{F}_+ \). If \( B \) is the Killing form and \( h \in \mathfrak{b}_2 \), then \( iB([h, [h, \lambda]] > 0 \); but then the same is also valid for \( h \in \tau(\mathfrak{b}_2) \). Since clearly \( \tau(\mathfrak{g}_\alpha) = \mathfrak{g}_\alpha \) and \( \tau_{\mathfrak{c}_\alpha} = \chi_\alpha \) (A.3), we conclude that the map \( f(x) \mapsto f(\tau(x)) \) transforms \( \mathcal{K} \) into itself. Let \( \mu_0 \) be an invariant measure on \( \mathfrak{g} \setminus \mathfrak{g} \), then the said substitution leaves the unitary metric, defined on \( \mathcal{K} \) by \( \int_{\mathfrak{g}_\alpha} |f(x)|^2 \cdot d\mu \), invariant. In this manner, to obtain the unitary representation \( V \), appearing in the statement of our lemma, of \( \mathfrak{m}_x \) on \( H(\mathfrak{c}) \), it suffices to define for \( a \in \mathfrak{m}_x, f \in \mathcal{K} : (V(a)f)(x) = f(a^{-1}xa) \) (\( x \in \mathfrak{g} \)). Q.E.D.

**Remark 1.** Given a nontrivial unitary representation (as above) of \( \mathfrak{g} \) and a fixed \( \kappa \in \delta(\mathfrak{c}) \subseteq W(\mathfrak{c}) \) (A.2), we construct a diagram, analogous to that of 1.1(d), in the following manner. First, replacing \( G, N \) and \( \pi \), loc. cit., through, respectively \( \mathfrak{m}, \mathfrak{g} \) and \( \sigma \) (all as above), we form \( \mathfrak{m}_x^\sigma \). Next, as in 1.1(c)(5), we observe that \( \mathfrak{g} \) can be canonically identified to an invariant subgroup (to be denoted again by \( \mathfrak{g} \)) of \( \mathfrak{m}_x^\sigma \). We set \( \Gamma = \mathfrak{m}_x^\sigma / \mathfrak{g} \) and write \( \varphi \) for the corresponding canonical homomorphism. We can now define, as in 1.1(d), an injective homomorphism \( \varepsilon : \mathfrak{m}_x \rightarrow \mathfrak{m}_x^\sigma \) through the following remarks. Let \( \sigma' \) be a projective extension, giving rise to the \( \mathfrak{g} \) invariant cocycle \( \alpha \), of \( \sigma \) to \( \mathfrak{m}_x \), and let us form, similarly as in 1.1(c)(5), the group \( \mathfrak{g}(\sigma') \). Next we observe that if \( V \) is as in Lemma 5, there is a unique measurable map \( k \) of \( \mathfrak{m}_x \) into the circle group such that \( V(a)f = k(a)\sigma'(a) \) \( \left( a \in \mathfrak{m}_x \right) \). This first implies, as loc. cit., that \( \alpha(\mathfrak{m}_x \times \mathfrak{m}_x) = \delta \kappa \), and thus we can define an injective homomorphism \( \eta : \mathfrak{m}_x \rightarrow \mathfrak{g}(\sigma') \) by \( \eta(a) = (a, k(a)) \), whence the existence of \( \varepsilon \) as above again follows as loc. cit. Let us put \( \mathfrak{g}_x = \ker(\chi_\alpha) \); since \( \kappa \neq 0 \) this is a proper subgroup of \( \mathfrak{g}_x \). Using \( V(z) = \chi_\alpha(z)\sigma(z) \) \( (z \in \mathfrak{g}_x) \) we next observe that \( k(z) = \chi_\alpha(z) \) and therefore \( \ker(\varphi \circ \varepsilon) = \mathfrak{g}_x \). Let us also remark that by Lemma 4 we have \( \mathfrak{m}_x = \mathfrak{m}_{x} \cdot \mathfrak{g} \). In fact, since \( \delta(\sigma) = \mathfrak{g}_x \), we conclude that if \( a \in \mathfrak{m}_x : \delta(\sigma) = a\delta(\sigma) = a\mathfrak{g}_x \). \( \delta \) being injective, we have \( aa = \sigma \) if and only if \( \delta(\sigma) = \delta(\sigma) \cdot \tau \) if \( a\mathfrak{g}_x = \mathfrak{g}_x \), which is equivalent to \( a \in \mathfrak{m}_x \cdot \mathfrak{g} \). This immediately implies \( \mathfrak{m}_{\sigma}^\sigma = \varepsilon(\mathfrak{m}_x) \cdot \mathfrak{g} \) and \( \varphi(\mathfrak{g}_x) = \Gamma \). In this manner we obtain the following diagram:
where $\psi$ is a surjective homomorphism, and the unexplained symbols are to be interpreted analogously to the diagram of 1.1(d).

**Remark 2.** From the preceding we can derive the following observation which is similar to that of 1.1(e). Let us suppose that the group $\mathfrak{G}$ contains $\mathfrak{H}$ (as before) as closed invariant subgroups. If $n \in \mathfrak{G}$ is such that $nk = k$, it induces an automorphism $\xi'(\eta')$ of $\mathfrak{M}_e$ (resp. $\mathfrak{M}_0$) such that $\xi'(\mathfrak{H}_e) = \mathfrak{H}_e$ (resp. $\eta'(\mathfrak{H}) = \mathfrak{H}$). Hence there are automorphisms $\xi$ and $\eta$ of $\Gamma$ satisfying $\xi \circ \psi = \xi'$, $\eta \circ \varphi = \eta'$. This being said, we have $\eta = \xi$.

We recall that now $\mathfrak{d}$ denotes a Lie algebra, the radical of which is nilpotent and cocompact. If $n$ is nilpotent and $N = \exp(n)$ (A.4), there is a canonical bijection $\xi$, to be quoted as the Kirillov isomorphism, from $\hat{N}$ onto $\mathfrak{n}'/N$, which is also $\text{Aut}(N)$ equivariant (for this cf. e.g. [18, Remark 4.1, p. 497]). For the explanation of the adjective "canonical" in the next lemma cf. Remark 3 below.

**Lemma 6.** Let us put $L = \exp(\mathfrak{d})$. There is a canonical $\text{Aut}(L)$ equivariant surjection $\eta$ from $\hat{L}$ onto $W(L)/L$ such that any $\eta$ orbit in $\hat{L}$ is finite. If $\mathfrak{d}$ is nilpotent, $\eta$ coincides with the Kirillov isomorphism.

**Proof.** We continue to denote the nilradical of $\mathfrak{d}$ by $n$ and set $N = \exp(n) \subset L$.

(a) We write $F = \{\lambda; \lambda \in \hat{L}, \ker(\lambda) \supset N\}$; $F$ is clearly invariant under $\text{Aut}(L)$. Let us put $q = \mathfrak{d}/n$; by assumption $q$ is compact semisimple. Hence $G = \exp(q)$ (A.4) is compact. There is a canonical identification between $q'$ and $n^\perp \subset q'$ and, as one verifies easily, $W(G) = W(L) \cap n^\perp$. We denote by $i$ the canonical homomorphism $L \rightarrow G$. For $\lambda \in F$ let us write $\lambda = \sigma \circ i$; the map $\sigma \mapsto \lambda$ is a bijection between $\hat{G}$ and $F \subset \hat{L}$. With these notations and identifications let us define $\eta(\lambda) = \delta(\sigma) \subset W(L) \cap n^\perp$ (cf. Lemma 4). Clearly $\eta$ is an $\text{Aut}(L)$ equivariant bijection from $F$ onto $(W(L) \cap n^\perp)/L$. In the following we assume that $\lambda \in \hat{L} - F$.

(b) Let us observe next that the space $\hat{N}/L$ is countably separated. Since $\xi$ is a homeomorphism from $\hat{N}$ onto $\mathfrak{n}'/N$ (cf. [4, Theorem, p. 409]), to this end it is enough to show that any $L$ orbit on $\mathfrak{n}'$ is closed. By assumption there is a compact subalgebra $\mathfrak{h}$ of $\mathfrak{d}$ such that $\mathfrak{h}$ is equal to the direct sum of subspaces $\mathfrak{h} + n$. Hence $H = \exp(\mathfrak{h})$ (A.4) is compact in $L$ and we also have $L = HN$. Therefore to obtain the desired conclusion, it suffices to recall that any $N$ orbit on $\mathfrak{n}'$ is closed (cf. e.g. [18, Proposition 1, p. 153]). From this we infer that any $\lambda \in \hat{L}$, when restricted to $N$, is decomposable over a well-determined $L$ orbit in $\hat{N}$, which we denote by $O(\lambda)$. Observe that if $\alpha \in \text{Aut}(L)$, clearly $O(\alpha\lambda) = \alpha O(\lambda)$. Let $\alpha(\mathfrak{n}) \subset \mathfrak{n}'$ be the inverse image of $\xi'(O(\lambda))$; then $O(\alpha\lambda) = \alpha O(\lambda)$. This being said, we shall carry out the substance of the proof of our lemma in the following steps. We assign to each
$f \in \mathcal{O}(\lambda)$ an $L_f$ orbit $e(f) \subset W(L)$ (cf. (c) below), and show that if $\alpha \in \text{Aut}(L)$, and $\varepsilon_f$ stands for the analogous procedure corresponding to $a\lambda$, then $\varepsilon_f(a\varepsilon_f) = a\varepsilon_f(f)$ (cf. (d) below). This being so, $\eta(\lambda)$ will be defined by $\bigcup_{f \in \mathcal{O}(\lambda)} E(f)$.

(c)(1) Let $f$ be a fixed element of $\mathcal{O}(\lambda)$ ($f \neq 0$) and $\pi \in \hat{N}$ be such that $\zeta(\pi) = NF$; thus $O(\lambda) = L\pi \subset \hat{N}$. Let $\pi'$ be a projective extension of $\pi$ to $L^\varepsilon$ (A.2); we shall denote by the same symbol the corresponding representation of $L^\varepsilon$ (cf. (1.1(c))). With notations as at the start of 2.3, let us write $\chi_0$ for the character of $\mathcal{L} = \Psi(\mathcal{L})$ (cf. (3.1)) for which $\chi_0 \circ (\Phi|T)$ is the conjugate of the identity map of the circle group $T \subset L^\varepsilon$ (cf. 1.1(c)) onto itself, and $\hat{\mathcal{L}}_{-1}$ for the collection of all those elements of $\hat{\mathcal{L}}$ which, on $\mathcal{L}$, are multiples of $\chi_0$. If $\mu$ is some element of $\hat{\mathcal{L}}_{-1}$, the representation $\tau = \pi' \otimes (\mu \circ \Phi)$ of $L^\varepsilon$ is equal to the identity operator on $T$; we denote by $\tau^\varepsilon$ the corresponding representation of $L^\varepsilon$. We recall that by what we saw in (b) there is a well-determined $\mu$ as above such that, writing $\rho = \tau^\varepsilon$, we have $\lambda = \text{ind}_{N+L} \rho$. (2) We again set $\mathcal{B} = \mathcal{B}_0$ (A.6) and define $\hat{\mathcal{B}}_{-1}$ analogously to $\hat{\mathcal{L}}_{-1}$. $\mu|\mathcal{B}$ gives rise to a (finite) $\mathcal{B}$ orbit, $\mathcal{B}_0$ (say), in $\hat{\mathcal{B}}_{-1}$. Substituting $\mathcal{B}$ in place of $G$ in Lemma 4, let us select an element $\kappa$ in $\delta(\mathcal{B}) \subset \delta'$. We claim next that $\delta_\Psi(\kappa)|\mathcal{B} = f|\mathcal{B}$. To see this it suffices to show that $\chi_0 \circ (\Phi|\mathcal{B}_0) = \varphi_\mathcal{B}|\mathcal{B}_0$ (cf. 1.1(b)). This is clear by observing that, with the notations of 1.1(d), we have $\Psi = \Phi \circ \gamma$ and

\[
(q(\pi') \circ \gamma)(n) \equiv (p(n), \varphi_\mathcal{B}(n)) \quad (n \in \mathcal{B}).
\]

Since $\mathcal{B}_f \cap \mathcal{B} = \mathcal{B}_f$, from this we conclude that there is an element $h$ of $\mathcal{B}$ such that $h|\mathcal{B}_f = \delta_\Psi(\kappa)$ and $h|\mathcal{B} = f$. (3) Since by Lemma 4 $\delta(\sigma) \subset W(\mathcal{B})$, Lemma 3 implies that $h \in W(L)$. (4) We claim that $L_f h$ is well determined by $f$ ($f \in \mathcal{O}(\lambda)$). In fact, if $s_1 \in \mathcal{O}(\lambda)$ and $\kappa_1 \in \delta(\sigma)$, by $\mathcal{B} = \Psi(\mathcal{E})$ there is an $s \in L_f$ such that $s_1 = sk$. Putting $d_s = n + d_f$, we infer from this that $h|d_s = sh|d_s$. By Lemma 2, we have $N_f h = h + d_f^\perp$, whence clearly $L_f h = L_f h_1$. Summing up, we can define the $L_f$ orbit $e(f)$ in $W(L)$ by $L_f h$, where $h|d_s = \delta_\Psi(\kappa)$ (as above) and $h|\mathcal{B} = f$.

(d) For a fixed $\alpha \in \text{Aut}(L)$ let us put $f_2 = \alpha f$; as already observed (cf. (b) above) in this case $f_2 \in \mathcal{O}(\lambda_2)$ ($\lambda_2 = \alpha \lambda_1, \lambda_1 = \lambda$). We also write $f_1 = f$ and, in general, shall distinguish notions relative to $f_j$ by the index $j = 1, 2$. Denoting by $g_j$ the procedure of (c), corresponding to $\lambda_j$ and $f_j$, we claim that $g_j(f_j) = \alpha(g_j(f_j))$. To simplify notations, if, respectively, $\pi = \pi_j$ ($j = 1, 2$) we shall write $L_j = L_{\pi_j}$ and $D_j = D_{\pi_j}$. Since $f_2 = \alpha f_1$ and $Nf_j = \zeta(\pi_j)$ we have $\pi_2 = \alpha \pi_1$, and thus $L_2 = \alpha(L_1)$. Let us put $N_j$ for $N \subset D_j$ (cf. 1.1(c)). (1) Assuming that $\beta$ has the meaning as in Lemma 1 ($\mathcal{B}$ loc. cit. replaced by $\mathcal{E}$) with the notations of the diagram at the start of 2.3, we claim that there is an isomorphism $\omega$ from $D_1$ onto $D_2$ such that

\[
\omega(N_1) = N_2, \quad \alpha \circ h_1 = h_2 \circ \omega \quad \text{and} \quad \omega \circ \gamma_1 = \gamma_2 \circ \beta.
\]
In fact, let \( \pi'_1 \) be a projective extension of \( \pi_1 \) to \( L_1 \), and let us put \( \pi'_2 = \alpha \pi'_1 \). Clearly, if \( \xi_j \) is the cocycle corresponding to \( \pi'_j \), we have
\[
\xi_2(\alpha(a), \alpha(b)) = \xi_1(a, b) \quad (a, b \in L_1).
\]
In this fashion, using the notations of 1.1(c), we can define an isomorphism \( \tau: \mathfrak{G}(\pi'_1) \to \mathfrak{G}(\pi'_2) \) by \( \tau((u, u)) = (\alpha(a), u) \) \((a \in L_1, u \in T)\). Putting \( q_j = q(\pi'_j): D_j \to \mathfrak{G}(\pi'_j) \) (cf. loc. cit.) we write \( \omega = q_2^{-1} \circ \tau \circ q_1 \). This is an isomorphism, depending on \( \alpha \) only, of \( D_1 \) onto \( D_2 \) and we are going to show that it possesses all the properties claimed above. Since we clearly have \( \omega(N_1) = N_2 \) and \( \alpha \circ h_1 = h_2 \circ \omega \), to this end it is enough to prove that \( \omega \circ \gamma_1 = \gamma_2 \circ \alpha \). As in 1.1(d), we assume that \( \kappa_j: \mathcal{E}_j \to T \) is determined by
\[
\gamma_j = q_j(\pi'_j) \quad (j = 1, 2).
\]
Defining \( \eta_j: \mathcal{E}_j \to \mathfrak{G}(\pi'_j) \) by \( \eta_j(a) = (p_j(a), k_j(a)) \) we recall (cf. loc. cit.) that \( \gamma_j = q_j^{-1} \circ \eta_j \) \((j = 1, 2)\). Hence it will suffice to establish that \( \tau \circ \eta_1 = \eta_2 \circ \alpha \).
Let us assume now that \( a_2 = \beta(a_1) \in \mathcal{E}_2 \). Since \( \tau \circ \eta_1(a_1) = (p_1(a_1), k_1(a_1)), \eta_2 \circ \beta(a_1) = (p_2(a_2), k_2(a_2)) \) and (cf. end of (a), proof of Lemma 1) \( \alpha(p_1(a_1)) = p_2(\beta(a_1)) = p_2(a_2) \), it will be enough to show that \( k_1(a_1) = k_2(a_2) \). It is to obtain this conclusion that we use Lemma 1 by observing that it yields \( V_2(a_2) = (\beta V_1)(\beta(a_1)) = V_1(a_1) \), whence the result is clear by \( \pi'_1(p_1(a_1)) = \pi'_2(p_2(a_2)) \). (2) We infer from (1) that there is a surjective isomorphism \( g: \Omega_1 \to \Omega_2 \) such that \( g \circ \Psi_1 = \Psi_2 \circ \beta \). In fact, by \( \omega(N_1) = N_2 \) there is a \( g \) of the said kind verifying \( g \circ \Phi_1 = \Phi_2 \circ \omega \), whence we obtain that
\[
g \circ \Psi_1 = g \circ \Phi_1 \circ \gamma_1 = \Phi_2 \circ \omega \circ \gamma_1 = \Phi_2 \circ \gamma_2 \circ \beta = \Psi_2 \circ \beta,
\]
or that \( g \circ \Psi_1 = \Psi_2 \circ \beta \), which is the desired conclusion. (3) We recall that \( \lambda_1 = \lambda, \lambda_2 = \alpha \lambda_1 \) and that, by (c), \( \lambda_1 = \text{ind}_{L_1} L_1 \rho_1 \). From here we obtain at once that \( \lambda_2 = \text{ind}_{L_2} L_2 \rho_2 \), where \( \rho_2 = \alpha \rho_1 \) (A.3). We also have (cf. loc. cit.) \( \rho_1 = [\pi'_1 \otimes (\mu_1 \circ \Phi_1)]^{-} \) which, by \( \alpha \circ h_1 = h_2 \circ \omega \) and (2), implies at once that \( \rho_2 = [\pi'_2 \otimes (\mu_2 \circ \Phi_2)]^{-} \) (4) As a corollary of the reasoning of Lemma 4, we have the following result. Suppose that \( G_j \) is compact, connected, and that \( \alpha: G_1 \to G_2 \) is an isomorphism onto. Then
\[
\alpha(\delta_1(\sigma)) = \delta_2(\alpha \sigma) \quad (\sigma \in \mathcal{G}_1).
\]
If \( \mu_1|\mathcal{B}_1 \) gives rise to the orbit \( \Omega_1 \sigma_1 \subset \mathcal{B}_1 \), then \( g \mu_1|\mathcal{B}_2 \) corresponds to \( \Omega_2 \sigma_2 \), where \( \sigma_2 = g \sigma_1 \). Assume that \( \kappa_1 \in \delta(\sigma_1) \); by what we have just said this implies \( g \kappa_1 \in \delta(\sigma_2) \). Let us put \( \kappa_2 = g \kappa_1 \) and denote by \( \mathfrak{b}_j \) the Lie algebra of \( L_j \) if \( f = f_j \) \((j = 1, 2)\). If \( h \in \varepsilon_1(f_j) \) is such that \( h \mathfrak{b}_1 = \delta \Psi_1(\kappa_1) \) then, by \( \Psi_2 \circ \beta = g \circ \Psi_1 \) (cf. (2)) and \( p_2 \circ \beta = \alpha \circ p_1 \), we also have \( h \mathfrak{b}_2 = \delta \Psi_2(\kappa_2) \). Since at the same time \( h|\mathfrak{n} = f_1 \) and, hence, \( \alpha h|\mathfrak{n} = f_2 \), by what we saw, respectively, in (c) and (3) above, we conclude that \( \alpha h \in \varepsilon_2(f_2) \), completing the proof of \( \varepsilon_2(f_2) = \alpha(\varepsilon_1(f_1)) \).
(e) We infer from our previous discussion that the set \( \bigcup_{f \in o(\lambda)} \varepsilon(f) \) is an \( L \) orbit on \( b' \), well determined by \( \lambda \in \hat{L} - F \); we shall denote it by \( \eta(\lambda) \). Since, by (c)(3), \( \varepsilon(f) \subset W(L) \), we have \( \eta(\lambda) \in W(L)/L \).

(f) Next we prove that \( \eta: \hat{L} \to W(L)/L \), as defined, respectively, in (a) and (e), is surjective. Suppose that \( O \in W(L)/L \); we shall construct \( \lambda \in \hat{L} \) with \( \eta(\lambda) = O \). By what we saw in (a) we can assume that \( O|n \neq \{0\} \). Hence, if \( h \) is some fixed element in \( O \), and \( f = h|n \), we have \( f \neq 0 \). This being so, to obtain \( \lambda \) of the required kind it suffices to reverse the procedure of (c) as follows. Let \( k \in \hat{S} \) be such that \( \delta \Psi(k) = h|\delta \). Since \( h \in W(L) \), we conclude by Lemma 3 that \( k \in W(\hat{\delta}) \). Hence, by Lemma 4, there is a \( \sigma \in \hat{\delta} \) satisfying \( \delta(\sigma) = \delta k \). By what we saw in (c)(2) above, we even have \( \sigma \in \hat{\delta}_{-1} \). Let \( \mu \in \hat{\delta}_{-1} \) be such that, when restricted to \( \delta \), it gives rise to the orbit \( \Sigma \sigma \subset \hat{\delta} \). We determine \( \pi \in \hat{N} \) (A.2) by \( \zeta(\pi) = Nf \) and denote by \( \pi' \) a projective extension of \( \pi \) to \( L' \). We form, similarly as in (c)(1), \( \rho = [\pi' \otimes (\mu \circ \Phi)]^- \) and set \( \lambda = \text{ind}_{\Lambda' \otimes L'} \rho \). We have \( \lambda \in \hat{L} \) and, clearly, \( \eta(\lambda) = O = (L'h) \).

(g) Let us assume now that \( \eta(\lambda_1) = \eta(\lambda_2) \). If, in addition, the kernel of at least one of these representations contains \( N \), we infer from (a) that \( \lambda_1 = \lambda_2 \), since, by (c), \( \ker(\lambda) \supseteq N \) implies \( \eta(\lambda) \subseteq n^{-1} \). We suppose now that \( \lambda_1 \in \hat{L} - F \). Since, for any \( \lambda \in \hat{L} \), \( \eta(\lambda)|n = o(\lambda) \), our assumption yields that \( o(\lambda_1) = o(\lambda_2) \). Let \( f \) be a fixed element of either side and suppose that \( \zeta(\sigma) = Nf \). Then with notations as in (c)(1), we can write \( \lambda_j = \text{ind}_{\Lambda' \otimes L'} \rho_j \), where \( \rho_j = [\pi' \otimes (\mu \circ \Phi)]^- \) (\( j = 1, 2 \)). Our assumption further entails that \( \mu_1 \) and \( \mu_2 \), when restricted to \( \delta \), give rise to the same orbit \( \Sigma \sigma \subset \hat{\delta}_{-1} \). Since \( \Sigma / \delta \) is finite, the collection of all such elements of \( \hat{L} \) is also finite. Summing up, if \( \eta(\lambda_1) = \eta(\lambda_2) \), \( \lambda_2 \) belongs to a finite subset, determined by \( O \), of \( \hat{L} \). Evidently, if \( b \) is nilpotent \( \eta \) coincides with the Kirillov isomorphism, completing the proof of Lemma 6. Q.E.D.

**Remark 3.** Let us note that the map \( \eta: \hat{L} \to W(L)/L \) of our lemma is uniquely determined by the following properties: (1) \( \eta|F = \delta \) (cf. (a)); (2) if \( \lambda \in \hat{L} - F \) then: (A) \( \eta(\lambda)|n = o(\lambda) \) (cf. (b)); (B) if \( f \in o(\lambda) \), \( \zeta(\sigma) = Nf \) and if we write, as in (c)(1), \( \lambda = \text{ind}_{\Lambda' \otimes L'} \rho \), \( \rho = [\pi' \otimes (\mu \circ \Phi)]^- \), denote by \( \Sigma \sigma \) the orbit of \( \mu[\delta] \), and take \( \kappa \in \delta(\sigma) \), then there is an \( h \in \eta(\lambda) \) such that \( h|n = f \) and \( h|\delta_j = \delta \Psi(k) \) (cf. (c)(2)). In fact, let us put \( \eta_1 = \eta \) and assume that \( \eta_2: \hat{L} \to W(L)/L \) also has the above properties; we are going to prove that \( \eta_1 = \eta_2 \). It is clear that \( \eta_1|F = \eta_2|F \). If \( \lambda \in \hat{L} - F \), we first have, by (2A), \( \eta_1(\lambda)|n = o(\lambda) = \eta_2(\lambda)|n \). Let \( f \) be a fixed element in \( o(\lambda) \); note that now \( f \neq 0 \). Let us assume that \( \sigma \) are elements of \( \hat{\delta} \) in the orbit, well determined by \( \lambda \) and \( f \), of \( \mu[\delta] \), and that \( \kappa_j \in \delta(\sigma) \) (\( j = 1, 2 \)). By (2B) there are elements \( h_j \in \eta_1(\lambda) \) such that \( h_j|n = f \) and \( h_j|\delta_j = \delta \psi(k_j) \) (\( j = 1, 2 \)). Hence to show that \( \eta_1(\lambda) = \eta_2(\lambda) \) it suffices to find an \( s \in L_f \) with \( h_2 = sh_1 \). As in (c)(4) above, there is a \( t \in L_f \) such that \( \kappa_2 = tk_1 \) implying \( th_1|\delta_j = h_2|\delta_j \). Thus also \( th_1|\delta_\sigma = \delta \psi(k_1) \).
Using Lemma 2 and reasoning as loc. cit. we can determine \( n \in N_f \) such that \( h_2 = n \theta_1 \), and therefore we can take \( s = nt \in L_f \).

In the following statement we call an orbit of \( L \) on \( b' \) admissible if it is contained in \( W(L) \). Let \( G \) be some topological group, \( j : T \to G \) an injection of the circle group \( T \), and \( \chi_0 \) the character of \( j(T) \) such that \( \chi_0 \circ j \) is the identity map of \( T \) onto itself. We shall call a unitary representation of \( G \), the restriction of which to \( j(T) \) is a multiple of \( \chi_0 \), a class one representation, and denote by \( \hat{G} \) the corresponding part of \( \hat{G} \). Analogously, we write \( \hat{G} \) for the part of \( \hat{G} \) obtained by replacing above \( \chi_0 \) through \( \chi_0 \) (cf. also (c)(1) in the proof of Lemma 6). Given a set \( S \), below we shall denote by \( \#(S) \) its cardinality. Observe that \( \#(\hat{G}) = \#(\hat{G}_1) \).

**Proposition 1.** Suppose that \( L \) is a connected and simply connected Lie group, the Lie algebra \( b \) of which is nilpotent and cocompact. Then: (i) There is a canonical surjection \( \eta \), equivariant with respect to \( \text{Aut}(L) \), from the dual of \( L \) onto the set of all admissible orbits in \( b' \). If \( L \) is nilpotent, \( \eta \) coincides with the Kirillov isomorphism. (ii) Each admissible orbit \( O \) determines an element of \( H^2(\pi_1(O), T) \) (to be denoted by \( [O] \)) such that if \( \Lambda \) is the corresponding central extension of the fundamental group \( \pi_1(O) \) through the circle group, the number of elements in \( L \), the image of which is \( O \), is equal to the number of class one elements in the dual of \( \Lambda \). In particular, it does not exceed the order of \( \pi_1(O) \). (iii) Assume that \( E \) is an arbitrary finite group and \( \alpha \in H^2(E, T) \). There is a group of our class with an abelian radical and having an admissible orbit \( O \) such that \( \pi_1(O) = E \) and \( [O] = \alpha \).

**Proof.** Ad (i). This we have already proved in Lemma 6 and Remark 3. Ad (ii) Assume that \( O \) is a given admissible orbit. (a) If \( O \subset n^+ \), by virtue of our definition of \( \eta \) (cf. (a), loc. cit.) \( \lambda \in \hat{L} \) is well determined by \( \eta(\lambda) = O \). But at the same time (cf. (1) in 2.1) if \( h \in O \), \( L_h \) is connected. (b) We suppose next that \( O \cap \{0\} \neq \emptyset \). Let \( h \) be a fixed element of \( O \) and \( f = h|n; \) hence \( f \neq 0 \). With notations similar to those of (c)(2), proof of Lemma 6, we assume \( \kappa \in \hat{L}' \) such that \( h|b' = \delta \Psi(\kappa) \) and \( \sigma \in \hat{3} \) with \( \delta \kappa = \delta(\sigma) \). (1) Let us write \( \hat{\mathcal{G}} \) for the set of all elements of \( \hat{L} \) which, when restricted to \( \mathfrak{3} \), give rise to the orbit \( \mathfrak{3}\mathcal{G} \subset \hat{\mathfrak{3}} \). By what we saw in (g) loc. cit., we conclude that \( \#(\eta^{-1}(O)) = \#(\hat{\mathcal{G}}) \). (2) Let us now replace \( \mathfrak{M} \) by \( \mathfrak{Q} \) in the diagram of Remark 1 above. If \( \mathcal{B} \) stands for the set of all those elements of \( \hat{L} \) which on \( \mathfrak{3} \) are multiples of \( \sigma \), reasoning as in (c)(1) above, we conclude that \( \#(\xi) = \#(\hat{\mathcal{G}}) = \#(\hat{\mathcal{L}}) \). (3) With notations as in (A), proof of Lemma 3, and setting \( \mathfrak{K} = \ker(\chi) \subset \mathfrak{M} \), we show next that \( \Gamma = L_nN/\hat{M} \). Let us observe at once that by so doing we shall have settled (ii). In fact, division of \( \Gamma \) by \( \mathfrak{M}/\mathfrak{K} \sim T \) will then yield that

\[
\mathfrak{L}/(\mathfrak{L}_n)\mathfrak{M} = L_nN_f/(L_n)_F N_f
\]
which, by \( L_n \cap N_f = N_f = (L_n)_0 \cap N_f \), is equal to \( L_n/(L_n)_0 = \pi_1(\mathcal{O}) \). In this manner, up to isomorphism well determined by \( \mathcal{O} \), turns out to be a central extension of \( \pi_1(\mathcal{O}) \) by the circle group. To establish our previous statement, let us recall first that (cf. loc. cit.) \( \overline{\mathcal{O}}(\mathcal{M}) = \mathcal{L}_n(\mathcal{M}) \) and thus (cf. Remark 1), putting \( \mu = \psi \circ (\psi|\mathcal{M}) \), we get \( \mu(\mathcal{L}_n(\mathcal{M})) = \psi(\mathcal{M}) = \Gamma \). Hence it suffices to show that \( \ker(\mu) = \mathcal{N} \). But this follows at once from \( \ker(\psi) = \tilde{\mathcal{N}}_n \) and \( \chi = \chi_n \circ (\psi|\mathcal{M}) \). Before proceeding, we wish to make the following two comments. (A) Let us set

\[ \tilde{\mathcal{L}}_n = \overline{\mathcal{L}} \left( (L_n)_0 \right) = (L_n)_0 \cup \epsilon((L_n)_0) \] and \( \tilde{\mathcal{L}}_n = \ker(\chi|\tilde{\mathcal{L}}_n) \).

We claim that if \( \chi_n \not\equiv 1 \), we have \( \Gamma = \mathcal{L}_n/\tilde{\mathcal{L}}_n \). In fact, putting \( \nu = \psi \circ (\psi|\mathcal{L}_n) \) = \( \mu|\mathcal{L}_n \), let us first observe that \( \nu(\mathcal{L}_n) = \Gamma \). To see this it is enough to show that \( \psi(\psi|\mathcal{M}) \subset \nu((\mathcal{L}_n)_0) \). If \( n \in \mathcal{M} \), by \( \chi_n \equiv 1 \) there is an \( a \in (\mathcal{L}_n)_0 \) such that \( \chi(n) = \chi(a) \) or \( n = am \) \( (m \in \mathcal{M}) \), whence \( \psi(\mathcal{M}) = \mu(a) \in \nu((\mathcal{L}_n)_0) \). On the other hand, by \( \mathcal{M} \cap \mathcal{L}_n = \mathcal{L}_n \) we have

\[ \ker(\nu) = \ker(\mu) \cap \mathcal{L}_n = \mathcal{N} \cap \mathcal{L}_n = \ker(\chi|\mathcal{L}_n) = \tilde{\mathcal{L}}_n, \]

proving our statement. (B) Let us assume that there is a \( \varphi \in X(\mathcal{L}_n) \) such that \( \varphi((\mathcal{L}_n)_0) = 1 \) and \( \varphi(e) = -1 \). We observe that by what we saw in 1.1(a) this is, in particular, always the case whenever \( n \) is abelian. Also our assumption implies that there is a \( \chi_n \in X((L_n)_0) \) with \( d\chi_n = i(h|b)_n \). Putting \( \tilde{L}_n = \ker(\chi_n) \), one easily verifies that \( \mathcal{L}_n/\tilde{\mathcal{L}}_n = L_n/\tilde{L}_n \). Summing up, by what we have just seen we conclude that if \( n \) is abelian, and \( h \in W(L) \) is such that \( \chi_n(\mathcal{M}) = (n) \equiv 1 \) \( (\chi_n \equiv \varphi_n) \), then \( \Gamma = L_n/\tilde{L}_n \). Ad (iii) Let us suppose that \( E \) is a given finite group and that \( \Lambda \) satisfies the exact sequence

\[ 1 \to T \overset{\text{central}}{\to} \Lambda \to E \to 1. \]

By what we have just seen, to settle this point it is enough to find an \( L \) of our class for which \( n \) is abelian and an \( h \in W(L) \) with \( L_n/\tilde{L}_n = \Lambda \). (1) We start by observing that one can assume \( \Lambda \subset G \), where \( G \) is semisimple and simply connected. In fact, to this end it suffices, for instance, to consider a faithful linear representation of \( \Lambda \) in \( SU(n) \). (2) Next we note that given any closed subgroup \( K \subset G \), there is a representation \( \psi \) of \( G \) by orthogonal transformations on a Euclidean space \( V \) and \( v \in V \) such that \( G_v = K \) (A.1). In fact, for a suitable integer \( n \), there is a regular and \( G \) equivariant imbedding \( f \) of \( G/K \) into \( S^n \subset E^{n+1} \) (cf. [22, 5.10.11, p. 143]); hence it suffices to take \( V = E^{n+1} \) and \( v = f(K) \). Thus, in particular, we can assume \( G_v = \Lambda \). (3) Putting \( au \) in place of \( \psi(a)u \) \((a \in G, u \in V)\) we define

\[ L = \{(a, u); a \in G, u \in V \text{ with } (a, u)(b, v) = (ab, u + av)\}. \]

Writing \( L = \exp(b), G = \exp(g) \) (A.4) we have a direct sum decomposition
\[ \mathfrak{b} = \mathfrak{g} + \mathfrak{n}, \text{ where } \mathfrak{n} \text{ is identifiable to } V. \] Setting, as we can, \( \mathfrak{g}' = \mathfrak{n}^\perp, \mathfrak{n}' = \mathfrak{g}^\perp, \) we also obtain the \( G \) invariant decomposition \( \mathfrak{b}' = \mathfrak{g}' + \mathfrak{n}' \). We identify \( \mathfrak{g} \) to \( \mathfrak{g}' \) (\( \mathfrak{n} \) to \( \mathfrak{n}' \)) by aid of the Killing form \( B \) on \( \mathfrak{g} \times \mathfrak{g} \) (resp. orthogonal metric \( (\cdot, \cdot) \) on \( V \)). (4) Let \( t \in \mathfrak{g} \) be such that \( \Lambda_0 = \{ \exp(it); \ t \in \mathbb{R} \} \) and \( \exp(it) = \text{unity} \) if and only if \( t = 2\pi n \) (\( n \in \mathbb{Z} \)). We put \( h = (l/B(l, l)) + v \) and claim that \( L_n = \Lambda N_h \). In fact, since \( f = h|n = v \), we first have \( L_f = \Lambda N. \) On the other hand, by \( \Lambda_0 = \Lambda^\perp \), for any \( \delta \in \Lambda: \delta l = l \) and hence \( \Lambda \subset L_n \). In this fashion \( L_n = (L_f)_0 = \Lambda_0 N_h. \) (5) We observe next that \( h \in W(L). \) In fact, let us note first that \( (L_n)_0 = \Lambda_0 N_h. \) We set \( \chi_h' = \exp(i(l, h)) \) \( (l \in \mathfrak{h}_n) \) and note that the map \( \chi_h: \ (L_n)_0 \rightarrow T \) determined by
\[
\chi_h'(\exp(it) \cdot n) = \exp(it) \cdot \chi_h(n) \quad (n \in \mathfrak{h}_n)
\]
is a character of \( (L_n)_0 \) satisfying \( d\chi_h = i(h|b_h) \). Since \( \mathfrak{n} \) is abelian, this proves that \( h \in W(L). \) (6) Let us show finally that \( L_n / L_h = \Lambda. \) We can realize \( \Lambda \) as the set of all pairs \( (a, u) \) \( (a \in \mathbb{E}, \ u \in T) \) with the law of composition
\[
(a, u)(b, v) = (ab, a(b, a)uv).
\]
Writing \( b \) also for \( (b, 1) \in \Lambda, \) we then have the setwise \( L_n = E \Lambda_0 N_h. \) This being so, one verifies immediately that the map \( F^\prime: L_n \rightarrow \Lambda \) defined by \( F^\prime(aum) = (a, u\chi_h(m)) \) is a homomorphism onto such that \( \ker(F) = L_h, \) completing the proof of Proposition 1. Q.E.D.

2.4. From now on we shall assume that \( G \) is a connected and simply connected Lie group with the Lie algebra \( g \) such that the radical of \( g \) is cocompact. Denoting again by \( n \) the nilradical, we set \( \mathfrak{b} = [\mathfrak{g}, \mathfrak{g}] + \mathfrak{n} \) and observe that its radical, equal to \( \mathfrak{n} \), is cocompact. In fact, any Levi section \( \mathfrak{h} \) for \( \mathfrak{g} \) is such for \( \mathfrak{b} \) too; but by our hypothesis bearing on \( \mathfrak{g}, \mathfrak{h} \) is necessarily compact. We set \( L = \exp(\mathfrak{b}) \) (A.4).

**Lemma 7.** With the above notations we have \( W(G)\mathfrak{b} = W(L). \)

**Proof.** (A) Let \( g \in \mathfrak{g} \) be such that \( g|\mathfrak{b} = h \in W(L); \) we are going to prove that \( g \in W(G). \) Putting \( f = g|\mathfrak{g}, \; \mathfrak{c} = P^{-1}(L_f) \subset \mathfrak{g} \) (cf. 1.1(a)) and \( \mathfrak{d} = (L_f)_0 \) we recall that our assumption is equivalent to the existence of a \( \chi_h \in X(D) \)
such that \( d\chi_h = i(h|b_h) \) and, if \( v \in \mathfrak{d}, \) also \( \chi_h(v) = -1. \) Let us write \( \mathfrak{c} = \exp(b_c) \subset \mathfrak{g} \) (A.1, A.4); we have \( \mathfrak{c} \subset \mathfrak{d}. \) Setting \( \psi = \chi_h|\mathfrak{c}, \; \hat{\mathfrak{c}} = \ker(\psi) \)
and \( \mathfrak{K} = (G^c)_0 \) we shall show that \( [\mathfrak{K}, \mathfrak{K}] \subset \hat{\mathfrak{c}} \) and that \( \mathfrak{K} / \mathfrak{c} \) is isomorphic to a vector group. This will first imply the existence of an \( \omega \in X(\mathfrak{K}) \) with \( \omega|\mathfrak{c} = \psi. \) Since \( d\psi = i(g|b_g), \) replacing, if necessary, \( \omega \) through \( \xi \omega, \) where \( \xi \in X(H) \) such that \( \xi|\mathfrak{c} \equiv 1 \) is appropriately chosen, we shall be able to conclude that there is a \( \chi_h \in X(\mathfrak{K}) \) satisfying \( d\chi_h = i(g|b_g) \) and, if \( v \in \mathfrak{K}, \)
also \( \chi_h(v) = -1. \) To prove our previous assertion we first observe that \( [\mathfrak{K}, \mathfrak{K}] = \exp([g_g, g_g]) \) (A.4) and that \( [g_g, g_g] \subset g_g \cap b = b^g; \) hence \( [\mathfrak{K}, \mathfrak{K}] \subset \mathfrak{c}. \) Thus it suffices to note that if \( x, y \in g_g, \) we have
\[
\psi(\exp([x, y])) = \exp[i([x, y], h)] = 1.
\]
Since $G$ is simply connected, $G/L$ is isomorphic to a vector group and hence so is $(G_g)_0/((G_g)_0 \cap L)$. Thus $(G_g)_0 \cap L$ is connected and equal to $(L_g)_0$. Therefore $(G_g)_0/(L_g)_0$ and also $\mathcal{H}/\mathcal{C}$ is isomorphic to some vector group. If $e \in \mathcal{H}$ we clearly have $e \in \mathcal{C}$, and thus $\chi_e(e) = \psi(e) = \chi_{\mathcal{C}}(e) = -1$, completing the proof of our statement.

(B) Let us now select $g$ in $W(G)$; we are going to show that $g|b = h \in W(L)$. We start by observing that $[b_h, b_h] \subseteq g_h$. To this end it is enough to note that if $l \in g$ and $x, y \in b_h$ are arbitrary, we have
\[(l, [x, y]) \in h \cdot [l, x \cdot y] + h \cdot [l, y \cdot x]
\]and that, by $[g, g] \subseteq b$, both summands on the right-hand side vanish. $\mathcal{C}$ being as in (A) we now set $G = \ker(X_{\mathcal{C}}|G)$. By what we have just seen we conclude that $(G_h)_0 \subseteq \mathcal{C}$. Therefore, to complete the proof of our lemma it will be enough to show that $\mathcal{C}/\mathcal{H}$ is isomorphic to a vector group. In fact, in this case, similarly as in (A) above, we shall be able to infer first that there is a $\chi_h \in X(\mathcal{H})$ satisfying $d\chi_h = i(h|b_h)$. If, furthermore, $e \in \mathcal{D}$, then $e \in \mathcal{C} \subseteq \mathcal{H}$, and thus $\chi_e(e) = \chi_{\mathcal{C}}(e) = -1$. To prove our point we observe that by Lemma 2 setting $g_h = b + g_h$ we have $(L_h)_0 g = g + g_h$. Therefore, writing $F(a) = ag - g$ ($a \in (L_h)_0$) we obtain a map $F: (L_h)_0 \to g_h$ which, by $[g, g] \subseteq b$, is a homomorphism of $(L_h)_0$ onto the underlying group of $g_h$. From this we infer that $(L_h)_0 \cap G_h$ is connected and hence is equal to $(L_g)_0$. In this fashion $(L_h)_0/(L_g)_0$ and also $\mathcal{D}/\mathcal{C}$ is isomorphic to a vector group, completing the proof of our lemma. Q.E.D.

3. We continue to employ the assumptions made at the start of 2.4. As we recalled in the introductory remarks to this chapter (cf. also 3.4(5) below), in order that a primitive ideal $J$ of $C^*(G)$ be of type I, in particular, it is necessary that the action of $G$ on a space, depending on $J$, be smooth. The purpose of this point is to find an expression for this condition in terms of $g'/G$; the corresponding result is contained in Lemma 14.

3.1. Let $g$ be a fixed element of $g'$; as before we set $f = g|n$ and $h = g|b$.

**Lemma 8.** We have $\{a; a \in G_f, ah|b_f = h|b_f\} = G_h N_f$.

**Proof.** (a) If $a \in G_h N_f$, there is a $b \in N_f$ such that $ah = bh$. Again putting $b'_n = n + b_f$ we recall (cf. Lemma 2) that $N_f h = h + b'_n$ and therefore $ah|b_f = bh|b_f = h|b_f$. (b) To prove the opposite inclusion let us assume that $a \in G_f$ and $ah|b_f = h|b_f$. Then we also have $ah|b'_n = h|b'_n$ and hence, reasoning as above, we can find an $n \in N_f$ such that $ah = nh$, proving that $a \in G_h N_f$. Q.E.D.

We want to assume from now on that $f \neq 0$ also; then, with $\pi \in \hat{N}$ satisfying $Nf = \xi(\pi)$, we can form the diagram of 1.1(d). We set, as in 2.4, $L = p^{-1}(L_f) \subseteq g$ and $\mathfrak{S} = \Psi(\mathfrak{L})$. $\mathfrak{S}$ is a compact group and we again write
\( \Omega_0 = \mathfrak{g} = \exp(\mathfrak{a}) \). Putting \( \Psi' = \Psi|_\mathfrak{g} \), we choose \( \kappa \in \mathfrak{g}' \) such that \( \delta \Psi'(\kappa) = h|_\mathfrak{h} \). Let us assume also that \( g \in W(G) \). Then by Lemma 7 \( h \in W(L) \), and by Lemma 3 \( \kappa \in W(\mathfrak{g}) \). With \( \sigma \in \mathfrak{g} \) such that \( \mathfrak{g} \kappa = \delta(\sigma) \), we can form the diagram of Remark 1 in 2.2 with \( \mathfrak{g} \subset \mathfrak{g} = \Psi(\mathfrak{g}) \). Combining there two diagrams we obtain

\[
\begin{array}{ccc}
\mathfrak{g} & \xrightarrow{j} & \mathfrak{g}/\mathfrak{h} \\
incl. & & incl. \\
\overrightarrow{G_f} & \xrightarrow{\gamma} & \mathfrak{g}/\mathfrak{h} \\
\downarrow & & \downarrow \\
\mathfrak{g} & \xrightarrow{\Phi} & \mathfrak{g}/\mathfrak{h} \\
\downarrow & & \downarrow \\
\mathfrak{g}/\mathfrak{h} & \xrightarrow{\Psi} & \mathfrak{m}/\mathfrak{h} \\
incl. & & incl. \\
\overrightarrow{M} & \xrightarrow{j'} & \mathfrak{m}/\mathfrak{h} \\
\downarrow & & \downarrow \\
\mathfrak{m}/\mathfrak{h} & \xrightarrow{\phi} & \mathfrak{m}/\mathfrak{h} \\
\downarrow & & \downarrow \\
\mathfrak{m}/\mathfrak{h} & \xrightarrow{\iota} & \mathfrak{m}/\mathfrak{h} \\
\overrightarrow{M} & \xrightarrow{\psi} & \mathfrak{m}/\mathfrak{h} \\
\downarrow & & \downarrow \\
\mathfrak{m}/\mathfrak{h} & \xrightarrow{\varphi} & \mathfrak{m}/\mathfrak{h} \\
\downarrow & & \downarrow \\
\mathfrak{m}/\mathfrak{h} & \xrightarrow{\iota'} & \mathfrak{m}/\mathfrak{h} \\
\end{array}
\]

where incl stands for the inclusion map. Given a subset \( A \subset G_f \), we shall write \( A' = \mathfrak{p}^{-1}(A) \). Putting \( \mathfrak{S} = G_h N_f \), we infer from Lemma 9 that \( \mathfrak{S}' = \mathfrak{p}^{-1}(\mathfrak{M}_x) \). Note that if \( \Omega_0 = \exp(\mathfrak{a}) \)(cf. A.4), then we have \( a = g_h + \eta_f \).

**Lemma 9.** With the above notations we have

\[ \{ a; a \in \mathfrak{S}, a(g|a) = g|a \} = G_{\mathfrak{g}}(L_h_0)N_f. \]

**Proof.** (a) We write \( \mathfrak{F} \) for the left-hand side and start by observing that \( N_f \subset \mathfrak{F} \). In fact, putting \( \mathfrak{g}_v = n + g_f \) we have, by Lemma 2, \( N_f g = g + g_v \). Hence the desired conclusion follows by noting that \( \mathfrak{g}_v \supset a \). Thus it suffices to establish that \( G_h \cap \mathfrak{F} \subset G_{\mathfrak{g}}(L_h_0) \). Writing \( g_h = b + g_h \) we have, again by Lemma 2, \( (L_h_0)g = g + g_v \). If \( a \in G_h \cap \mathfrak{F} \), since \( b + a = g_h \), we also obtain

\[ ag|b|a = g|a|a. \]

Thus there is a \( \iota \in (L_h_0) \) such that \( ag = \iota g \), implying \( a \in G_{\mathfrak{g}}(L_h_0) \).

(b) Let us put \( \mathfrak{h} = g_v + g_h \); by what we have just seen we can infer that \( (L_h_0)g = g + \mathfrak{h} \). Since clearly \( a \subset g_h \cap g_v \), in this manner \( a \in G_{\mathfrak{g}}(L_h_0)N_f \) certainly implies \( a(g|a) = g|a \) and evidently also \( a \in G_h N_f \). Q.E.D.

Let us put \( \Psi = \psi \circ (\psi|\mathfrak{S}') \); this is a homomorphism of \( \mathfrak{S}' \) onto \( \Gamma \).

**Lemma 10.** We have \( p(\Lambda(\Gamma^{-1})) = (G_{\mathfrak{g}}(L_h))_0 N_f \).

**Proof.** (a) Let us write \( V = \mathfrak{M}_x/\mathfrak{g} \); \( \Gamma \) is a central extension, by the circle group, of \( V \). We set \( \mathfrak{F} = \mathfrak{Q}_x/\mathfrak{g} \) and note that \( \mathfrak{F} \) is finite and that \( V/\mathfrak{F} \) is isomorphic to a closed subgroup of \( \mathbb{R}^n \) for \( n \) sufficiently large. In fact, let us first observe that we have \( V/\mathfrak{F} = \mathfrak{M}_x/\mathfrak{Q}_x = \mathfrak{M}_x/\mathfrak{Q} \), and that the latter is closed in \( \mathfrak{M}/\mathfrak{Q} = G_e/L_e = G_e L/L \). Hence to arrive at the desired conclusion it is enough to remark that, since \( L \) is the semidirect product of a compact and of a nilpotent group, \( G_e L \) is closed in \( G \) and, the latter being
simply connected, \( G/L \) is isomorphic to a vector group. In this manner, in particular, the maximal compact subgroup \( T \) of \( \Gamma_0 \) is a circle group, such that \( \Gamma_0/T \) is isomorphic to a vector group. We also have \( [\Gamma, \Gamma_0] \subseteq T \). In fact, to see this it suffices to observe that \( [V, V_0] \subseteq \mathfrak{g} \cap V_0 \); hence, \( F \) being finite, the right-hand side is trivial.

(b) Let us put \( \Gamma_0 = \exp(\gamma) \) and \( \Gamma_0 \supseteq T = \exp(\mathfrak{v}_0) \) (A.4). If \( d \) is such that \( \delta \Lambda(d) = g[a] \), we evidently have \( (v, d) \neq 0 \). We denote by \( \Gamma_1 \) the centralizer, in \( \Gamma \), of \( \Gamma_0 \) and claim that \( \Gamma_1 = \Gamma_0 \). Clearly, to see this it is enough to show that \( \Gamma_0 \subseteq \Gamma_1 \). If \( l \in \gamma \) and \( a \in \Gamma \), by \( [\Gamma, \Gamma_0] \subseteq T \) we have \( al = l + cv \). If, furthermore, \( a \in \Gamma_0 \), we have \( (l, d) = (al, d) = (l, d) + c(v, d) \) and thus, by \( (v, d) \neq 0 \), \( c = 0 \) and \( a \in \Gamma_1 \). Noting that the center of \( \Gamma_0 \) is connected, we infer from this that \( \Gamma_0^{-1} = (\Gamma_1)_0 = (\Gamma_0)_0 \). Let us next observe that, by virtue of Lemma 9, we have \( p(\Lambda(\Gamma_0)) = G_\mathfrak{g}(L_\mathfrak{h})_0 N_\mathfrak{f} \). Hence, putting \( M = (L_\mathfrak{h})_0 N_\mathfrak{f} \) and reasoning as in (A(a), proof of Lemma 3, we obtain \( p(\Lambda(\Gamma_0))^{-1} = (G_\mathfrak{g} M)_0 \).

(c) We shall complete the proof of our lemma by showing that \( M \cap G_\mathfrak{g} \) is connected. In fact, in this case \( G_\mathfrak{g} \cap M = (G_\mathfrak{g})_0 \cap M \), and hence also \( (G_\mathfrak{g} M)_0 = (G_\mathfrak{g})_0 M \) which, along with the relation at the end of (b), yields the desired conclusion. Let us put \( \Delta = G_\mathfrak{g} \cap M \) and, for \( m \in M, f(m) = mg - g \). By what we saw in (b), proof of Lemma 9, \( f \) provides a continuous bijection from \( M/\Delta \) onto a vector group \( \mathfrak{h} \). It is easily seen to be a homeomorphism and thus \( \Delta \) is connected. Q.E.D.

3.2. Let \( \lambda \) be a fixed element of \( \hat{L} \). We recall (cf. \[18, \text{Lemma 3.4, p. 483}\]) that if \( \mathcal{A} \) is the collection of all connected subgroups \( A \) of \( G \), such that \( A \supset L \) and that there is a \( \lambda' \in \mathcal{A} \) which is \( (G_\mathfrak{g})_0 \) invariant and satisfies \( \lambda'|L = \lambda \), then \( \mathcal{A} \) admits a unique maximal element.

**Lemma 11.** Assume that \( g \in g' \) is such that \( g|\mathfrak{b} \in \eta(\lambda) \) (cf. Lemma 6). Then \( \Pi = (G_\mathfrak{g})_0 L \).

**Proof.** (a) Let us assume first that \( \ker(\lambda) \supseteq N \). Since \( G/N \) is reductive, \( \lambda \) extends to \( G \) and thus \( \Pi = G \). On the other hand, by what we saw in (a), proof of Lemma 6, \( g|N = 0 \), implying \( (G_\mathfrak{g})_0 L = G \).

(b) From now on we suppose that \( \lambda|N \) is not trivial. In the following we shall make extensive use of the notations of the diagram of 3.1 with the following additional conventions. Given a projective extension \( \pi^e \) of \( \pi \in \hat{N} \) to \( G_\mathfrak{g} \), we let \( \pi^e \) stand also for the corresponding representation of \( G_\mathfrak{g} \). If \( M \subset G_\mathfrak{g} \) is some subgroup we shall write, whenever convenient, \( \pi^e \) and \( \Phi \) (cf. loc. cit.) in place of, respectively, \( \pi^e|M \) and \( \Phi|M \). Also, given a subset \( K \subset G_\mathfrak{g} \), we denote by \( K^* \) its inverse image in \( G_\mathfrak{g} \); similar rules will be employed with regard to \( \mathfrak{g}_e \).

(1) Proceeding as in (c)(1), proof of Lemma 6, we can write \( \lambda = \text{ind}_{L_{\mathfrak{g}}} L_{\mathfrak{f}} \rho \).
where \( \rho = [\pi^e \otimes (\mu \circ \Phi)]^\sim \) (\( \mu \in \hat{S}^1 \)) and \( \pi^e, \Phi \) stands, respectively, for \( \pi^e|L_\pi^e \) and \( \Phi|L_\pi^e \). Again putting \( \mathcal{B} = \mathcal{B}_0 \) (cf. (c)(2), loc. cit.) and assuming that \( \mu|\mathcal{B} \) gives rise to the (finite) orbit \( \mathcal{O}_\mu \) in \( \mathcal{B}_0 \), where, as in 3.1, we shall suppose \( \delta(\sigma) = \mathcal{B}_\kappa, \delta(\Psi(\kappa)) = \partial|\mathcal{B}_0, \) we conclude that \( \mu = \text{ind}_{\mathcal{B}_0 \Gamma_0} \nu \), where \( \nu \in \hat{\mathcal{B}}_0 \) and \( \nu|\mathcal{B} \) is a multiple of \( \sigma \). Hence, writing \( F^\sigma = \varphi(\mathcal{B}_0) \), and denoting by \( \sigma^e \) a projective extension of \( \sigma \) to \( \mathcal{B}_0 \), there is a \( \nu' \in \hat{B}_{e-1} \) such that \( \nu = [\sigma^e \otimes (\nu \circ \Phi)]^\sim \). (2) We show next that \( \mathcal{B}_e \) commutes with \( \Gamma_0 \). In fact, if \( \sigma \in \mathcal{B}_e \) and \( \gamma \in \gamma \), we have, by what we say in (b), proof of Lemma 10, \( \sigma = \rho^e \). Since, however, \( \mathcal{B}_e \) is an extension, by a subgroup of the center of \( \Gamma_0 \), of the finite group \( \mathcal{B}_0 \), clearly \( c = 0 \). Let us put \( \Delta = \mathcal{B}_e \cdot \Gamma_0 \). We have just seen \( \Delta \) is the direct product of \( \mathcal{B}_e \) with a vector group. Hence there is a \( \tilde{\nu}' \in \hat{\Delta} \) such that \( \tilde{\nu}'|\mathcal{B}_e = \nu' \). This being so, let us set \( \tilde{\mathcal{B}} = \varphi^e(\Delta) \) and \( K' = h(\mathcal{B}_e \Phi(\tilde{\mathcal{B}})); \) the latter is a closed subgroup, containing \( \mathcal{B}_e \). Therefore, since \( \mathcal{B}_e \) is cocompact in \( \mathcal{B}_0 \), \( \mathcal{B}_e \) is closed in \( \mathcal{B}_0 \). In the following we shall show that \( \mathcal{B} = \Pi \). Let us set \( \tau' = [\sigma^e \otimes (\tau \circ \Phi)]\); we have \( \tau' \in \mathcal{B}_e \) and \( \tau'|\mathcal{B}_e = \nu \). Writing \( \rho' = [\rho^e \otimes (\nu \circ \Phi)] \), we form finally \( \lambda' = \text{ind}_{\mathcal{B}_0 \Gamma_0} \rho' \).

(c) We prove next that \( \mathcal{B} = \Pi \). Taking into account the definition of \( \Pi \), this will result from the following three statements: (1) \( \lambda|L \lambda = \lambda \), (2) \( \mathcal{B} \) is connected, (3) \( \lambda' \) is \( (G_\lambda)_0 \) invariant. Ad (1) Let us put \( L'_e = \mathcal{B} \cap L \); we then have

\[
\lambda|L = \inf_{L'_e \cap L} (\rho'|L'_e) = \text{ind}_{L'_e \cap L} \left( \text{ind}_{L'_e \cap L} (\rho'|L'_e) \right).
\]

We observe that \( \mathcal{B} \cap \mathcal{B}_e = \mathcal{B}_e \) implies \( L'_e = h(\mathcal{B}_e \Phi(\mathcal{B}_e)) \) and thus, by \( \tau'|\mathcal{B}_e = \nu \),

\[
\rho'|L'_e = [\pi^e \otimes (\nu \circ \Phi)]^\sim.
\]

Therefore, since \( \mu = \text{ind}_{\mathcal{B}_0 \Gamma_0} \nu \), we obtain

\[
\text{ind}_{L'_e \cap L} (\rho'|L'_e) = [\pi^e \otimes (\mu \circ \Phi)]^\sim = \rho,
\]

and thus finally \( \lambda|L = \text{ind}_{L'_e \cap L} \rho = \lambda \). Ad (2) We prove next that \( \mathcal{B} \) is connected; to this end it is enough to show the same for \( \mathcal{B}/L \). By what we saw in (1), we have \( \mathcal{B}/L = \mathcal{B}/L'_e = \mathcal{B}'/\mathcal{B}_e \); thus the desired conclusion follows by observing that \( \mathcal{B}' = \mathcal{B}'_0 \). Ad(3)(a) Since \( \lambda|\mathcal{B} \) decomposes over \( L_\pi \subset \hat{N}_\pi \), we have, if \( b \in G_\lambda, \beta \sigma \in L_\pi \), and thus \( b \in G_e \cdot \mathcal{B}_0 \) and, hence, \( G_\lambda = (G_\lambda \cap G_e) \cdot L, \) and \( (G_\lambda)_0 = (G_\lambda \cap G_e)_0 \cdot L. \) Let \( b \) be fixed in \( (G_\lambda \cap G_e)_0 \); it will suffice to show that \( b \lambda' = \lambda' \). (b) We denote by the same letter also an element of \( \mathcal{W}_e \), which is the image of some element of \( G_e \) over \( b \). This being so we claim that \( b \in \mathcal{W}_{(0)} \). We have, in fact, for any \( b \in G_\lambda \cap G_e \):

\[
\text{ind}_{L'_e \cap L} bp = b\lambda = \lambda = \text{ind}_{L'_e \cap L} \rho
\]

and thus, since \( b\pi = \pi, b\rho = \rho \) also. This yields \( b\mu = \mu \) and \( b\sigma \in \mathcal{B}\sigma \);
therefore, if \( b \in (G_\lambda \cap G_\nu)_0 \) we conclude that \( b\sigma = \sigma \), proving our statement. (\( \gamma \)) We claim next that \( bK'\rho^{-1} = K' \). To this end it is enough to note that by \([M_\nu, M_\sigma] \subseteq \mathfrak{g}\), the latter is invariant in \( M_\sigma \). We infer from this that \( b\lambda' = \text{ind}_{\mathbb{T} \rightarrow \mathbb{T}} b\rho' \). Observing that \( b\rho' = [\pi^e \otimes (br' \circ \Phi)]^- \), to arrive at our goal it suffices to show that \( br' = \tau' \). But there is a \( c \in \mathbb{T}_0 \) such that \( \tau' = [\sigma^e \otimes (cv' \circ \psi)]^- \) and thus the desired conclusion follows from the commutativity, established in (b) above, of \( \Delta' = \mathfrak{g}_\nu \cap \mathbb{T}_0 \).

(d) Next we complete the proof of our claim that \( \Pi = \overline{K} \) (cf. (b) end) in the following manner. Assume that \( \lambda'' \in \Pi \) is invariant under \((G_\lambda)_0 \) such that \( \lambda''|L = \lambda \). (1) Since \( \lambda''|N = \lambda|N \), putting \( K'' = \Pi_\nu \), there is a \( \rho'' \in \overline{K}'' \) such that \( \lambda'' = \text{ind}_{K'' \Pi} \rho'' \) and \( \rho''|N \) is a multiple of \( \pi. \) Evidently, we also have \( \Pi = K'' \cdot L \). Writing \( \mathfrak{g}'' = \Phi(K''\nu) \), there is a \( \mu'' \in \mathfrak{g}_\nu'' \) such that \( \rho'' = [\pi^e \otimes (\mu'' \circ \Phi)]^- \). (2) Let us next observe that \( \mu''|\mathfrak{g} = \mu \). In fact, by \( \Pi = K'' \cdot L \) and \( L_\nu = K'' \cap L \) we have

\[
\text{ind}_{L''\cap L} \rho = \lambda''|L = \text{ind}_{L''\cap L} (\rho''|L_\nu),
\]

and hence

\[
[\pi^e \otimes (\mu \circ \Phi)]^- = \rho''|L_\nu = [\pi^e \otimes ((\mu''|\nu) \circ \Phi)]^-,
\]

and thus \( \mu''|\mathfrak{g} = \mu \). With continued use of the notations of (b), we conclude from this that \( \mu'' = \text{ind}_{\mathfrak{g}_\nu'' \rightarrow \mathfrak{g}_\nu} \tau'' \), where \( \tau'' = \mathfrak{g}_\nu'' \ast \mathfrak{g} \) is a multiple of \( \sigma \). Obviously \( \mathfrak{g}'' = \mathfrak{g}_\nu'' \ast \mathfrak{g} \) also. Let us put \( \Delta'' = \varphi(\mathfrak{g}_\nu'') \subset \mathbb{T}. \) There is a \( \tilde{\nu}'' \in \tilde{\Delta}'' \) such that \( \tau'' = [\sigma^e \otimes (\tilde{\nu}'' \circ \psi)]^- \). Evidently \( \Delta'' \supset \Delta' \). To prove that \( \Pi = \overline{K} \), it will be enough to show that \( \Delta'' = \Delta' \) and \( \tilde{\nu}'' = \tilde{\nu} \). (2) Let us next observe that \( \Delta''/\mathfrak{g}' \) is connected. In fact, we have

\[
\Delta'' / \mathfrak{g}' = \mathfrak{g}_\nu'' / \mathfrak{g}_\sigma = \mathfrak{g}'' / \mathfrak{g} = K'' / L_\nu = \Pi / L
\]

and thus it suffices to recall that \( \Pi \) is connected. Hence, in particular, we can conclude that \( \Delta'' = \mathfrak{g}' / (\Delta')_0 \). (3) We remark that \( \tilde{\nu}''/\mathfrak{g}' = \nu' \). In fact, since \( \mathfrak{g}'' = \mathfrak{g}_\sigma'' \ast \mathfrak{g}, \mathfrak{g}_\nu'' = \mathfrak{g}_\nu'' \cap \mathfrak{g} \) and \( \mu''|\mathfrak{g} = \mu \) (cf. (1) above) we have

\[
\text{ind}_{\mathfrak{g}_\nu'' \ast \mathfrak{g}} \nu = \mu = \mu''|\mathfrak{g} = \text{ind}_{\mathfrak{g}_\nu'' \ast \mathfrak{g}} (\tau''|\mathfrak{g}_\sigma),
\]

and hence \( \tau''|\mathfrak{g}_\sigma = \nu \) and \( \tilde{\nu}''/\mathfrak{g}' = \nu' \). (4) By what we saw in (2), \( \Delta'' \) is normalized by \( \mathbb{T}_0 \). This being so, we next show that \( \tilde{\nu}'' \in \tilde{\Delta}'' \) is invariant with respect to \( \mathbb{T}_0 \). (a) Putting \( H = (G_\lambda \cap G_\sigma)_0 \) we claim that \((M_\sigma)_o = \Phi(H^*) \). We already know from (c), \( \text{Ad}(3), (\beta), \text{that} \Phi(H^*) \subseteq (M_\sigma)_o \). With notations as loc. cit., let us assume that \( b \in (M_\sigma)_o \); it is enough to prove that \( b\lambda = \lambda \). Since \( b \in (M_\sigma)_o \), we clearly have \( b \sigma = \sigma \), and thus \( b\mu = \mu, b\rho = \rho \) and

and finally \( b\lambda = \lambda, (\beta) \) To complete our reasoning, we make use of the invariance, with respect to \((G_\lambda)_o, of \lambda'' \) in the following manner. Assume that \( b \in H. \) Since \( b\lambda = \text{ind}_{K'' \Pi} \rho'' \), we have \( b\nu'' = \nu'' \), and hence \( b\mu'' = \mu'' \) and \( b\tau'' = \tau''. \) Since \( \tau'' = [\sigma^e \otimes (cv' \circ \psi)]^- \) and \( \mathbb{T}_0 = \varphi((M_\sigma)_o) \), by what we saw in (a) we
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conclude that $\tilde{\nu}''$ is $\Gamma_0$ invariant. (5) We prove finally that $(\Delta'')_0 \subseteq \Gamma_0^+ \Gamma$; whence, by (2), $\Delta'' \subseteq \Delta'$ and thus $\Pi = \tilde{K}$. Since $\tilde{\nu}''|\mathfrak{g}^e = \nu' \in \mathfrak{g}^e$, $\tilde{\nu}''|(\Delta'')_0$ is a multiple of a $\Gamma_0$ invariant character $\varphi$ of $(\Delta'')_0$. If $\gamma \in \Gamma_0$ and $\delta \in (\Delta'')_0$ we have $\gamma \delta \gamma^{-1} = \delta \gamma \delta^{-1} \delta \gamma^{-1} (u \in T)$, whence

$$\varphi(\delta) = \varphi(\gamma \delta \gamma^{-1}) = \varphi(u) \varphi(\delta)$$

and thus $\varphi(u) = 1$. Since $\nu' \in \mathfrak{g}^e$, this implies at once that $u = e$ and therefore $(\Delta'')_0 \subseteq \Gamma_0^+ \Gamma$ and $\Pi = K' \cdot L$.

(e) Below we use again the following observations. If $\mathfrak{d}$ is a closed $-1$ 
subgroup of $\mathfrak{n}$, such that $3 \mathfrak{d} \subseteq \mathfrak{d}(\mu')$, then $h(\Phi(\mathfrak{d})) = p(\Psi(\mathfrak{d})) = \mathfrak{d}$. Similarly, if $\mathfrak{a}$ is closed in $\mathfrak{n}$ such that $\mathfrak{a} \subseteq T$, then $q(\mathfrak{a}(\mathfrak{a})) = \mathfrak{a}(\mathfrak{a}) \cdot \mathfrak{a}$. This being so, to complete the proof of our lemma we recall that by what we saw above we have

$$K' = h(\Phi(\mathfrak{a})), \quad \mathfrak{r} = \mathfrak{r}_0 \cdot \mathfrak{a}_0, \quad \mathfrak{r}_0 = q(\Phi(\Gamma_0^+ \Gamma)) = \Psi(\Gamma_0^+ \Gamma) \cdot \mathfrak{a}.$$  

Also, by Lemma 10, setting $\Lambda = \psi \circ (\Psi(\Sigma'))$ we obtain $p(\Lambda(\mathfrak{f}_0)) = (G\mathfrak{a})_0 \mathfrak{f}_0 \cdot \mathfrak{n}_0$. Hence, by the final conclusion of (d) above,

$$\Pi = K' \cdot L = p(\Psi(\mathfrak{f}_0)) \cdot L = p(\Lambda(\mathfrak{f}_0)) L = (G\mathfrak{a})_0 L,$$

which is the desired result. Q.E.D.

In the following we continue to use the notations of Lemma 11; in particular, $\lambda$ stands for a fixed element of $\mathfrak{l}$, and $\lambda' \in \mathfrak{t} \mathfrak{n}$ satisfies $\lambda'|\mathfrak{l} = \lambda$. We write $\Pi = \exp(\mathfrak{t}) (A.4)$ and observe that if $g \in \mathfrak{g}''$ is such that $g|\mathfrak{d} = h \in \eta(\lambda)$ then by Lemma 11 $f = b + g_\mathfrak{g}'$. Let $\Sigma$ be the orthogonal complement of $b$ in $\mathfrak{t}'$. Given $v \in \Sigma$ we write $\varphi_\mathfrak{g}$ for the element of $Y(\Pi/L/A.5)$ determined by $d\varphi_\mathfrak{g} = i\omega$. In the following $\mathfrak{g}$ will stand for some fixed connected Lie group containing $G$ as an invariant subgroup.

**Lemma 12.** With the above notations let us put $\mathfrak{g}_h = \mathfrak{g}_h \cap \mathfrak{g}_\lambda$, $e = g|\mathfrak{t}$ and, for some $a \in \mathfrak{g}_h$, $ae = e + v \cdot v \in \Sigma$. Then we have $a\lambda' = \varphi_\mathfrak{g} \lambda'$.  

**Proof.** If the kernel of $\lambda$ contains $N$, by what we saw in (a), proof of Lemma 11, we have $\Pi = G$ and hence also $g = e$. We note next that if $r$ is the radical of $g$, $\mathfrak{g}$ acts trivially on $\mathfrak{r}/\mathfrak{n}$. Hence $a \in \mathfrak{g}$ implies $a\lambda' = \lambda$. By the same token, if $a \in \mathfrak{g}_h$, we also have $ag = g$, proving the validity of our claim in this special case. In the following we shall assume, that $\lambda|\mathfrak{n} \neq I$; then (cf. (a), proof of Lemma 6) $g|\mathfrak{n} = f \neq 0$.

(a)(1) We start by observing that, since $\mathfrak{g}_h \subseteq \mathfrak{g}_f \subseteq \mathfrak{g}_f' \mathfrak{n} = \mathfrak{g}_h$, $\mathfrak{g}_h$ operates on $G_\mathfrak{f}'$ and evidently also on $\mathfrak{m} = G_\mathfrak{f}'/\mathfrak{n}$. We put, as in 2.4, $\mathfrak{f} = \mathfrak{f}'(L_f) \subseteq \mathfrak{f}$. 
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\[ \Psi' = \Psi|_{\mathcal{L}} \] and recall (cf. the diagram of 3.1) that we are assuming \( \delta(\sigma) = \mathcal{G} \), where \( \delta(\Psi')(\kappa) = h|_{\mathcal{J}} \). We infer from this, by virtue of 1.1(e), that if \( a \in \mathcal{G}_h \), then \( ak = \kappa \) and hence, by Lemma 4, \( \alpha \sigma = \sigma \). This implies that \( \mathcal{G}_h \) operates on \( \mathcal{M}_k \) and \( \mathcal{M}_\sigma \), and thus also on \( \mathcal{M}_\mathcal{G} \) and \( \Gamma = \mathcal{M}_\sigma / \mathcal{G} \). For later use we recall (cf. 2.3, Remark 2) that the actions on \( \Gamma \), derived from those on \( \mathcal{M}_\sigma \) and \( \mathcal{M}_\mathcal{G} / \mathcal{G}_h \), respectively, are identical. (2) We next observe that \( \mathcal{G}_h \) normalizes \( K' \). Since \( G_\mathcal{G} \) depends on \( g|_{\mathcal{B}} \) only, to this end it is enough to establish that \( K' = (G_\mathcal{G}L_\mathcal{B}(L_f)_b N) \). This follows easily from parts of Lemma 11 (cf., in particular, (e) loc. cit.) along with Lemma 10. In fact, it suffices to recall that

\[ K' = p\left( \psi(\mathcal{K}')^{\mathcal{L}} \right) N \quad \text{and} \quad p\left( \psi(\mathcal{L}_\mathcal{G})^{\mathcal{L}_\mathcal{G}} \right) = L_n N_f \]

(replace in Lemma 8, \( G \) through \( L \)). This implies at once that \( \mathcal{G}_h \) normalizes \( \mathcal{K}' \) and thus also \( \Delta' \) (3) Let us suppose that \( \mathcal{K}' \in \mathcal{K}' \). We are going to show that, upon replacing \( \lambda' \) by \( a\lambda' \) (\( a \in \mathcal{G}_h \)), \( \mathcal{K}' \) gets replaced by \( a\mathcal{K}' \). In fact, we note first that, by (2), \( a\lambda' = \text{ind}_{K'\mathcal{K}}^{-1} a\mathcal{K}' \) and that \( a\mathcal{K}' = [\pi_\mathcal{E} \otimes (a\mathcal{K}' \mathcal{L})]^{-1} \). Since \( \alpha \sigma = \sigma \), this indeed implies that \( a\mathcal{K}' = [\pi_\mathcal{E} \otimes (a\mathcal{K}' \mathcal{L})]^{-1} \). (4) Let us next observe that \( a \in \mathcal{G}_h = \mathcal{G}_\lambda \cap \mathcal{G}_h \), we have

\[ \text{ind} \rho = \lambda = a\lambda = \text{ind} \rho, \quad L_n \mathcal{L} \]

and thus also \( a\rho = \rho \) and \( a\mu = \mu \). Therefore, by \( \alpha \sigma = \sigma \), \( a\mathcal{K}' = \mathcal{K}' \). (5) If \( \chi \in X(\mathcal{G}_h) \) is such that \( d\chi = i\alpha \) (\( \alpha \in \mathcal{G}_h \)), we write \( \chi = \chi_\mathcal{G}. \) If \( \mathcal{K}' \mathcal{L} \) is a multiple of \( \chi_\mathcal{G} \), by \( a\mathcal{K}' = \mathcal{K}' \) we have \( a\eta = \eta + w \) with \( (v, w) = 0 \), where we again put \( T = \exp(R\mathcal{V}) \). Defining \( \chi_\mathcal{G} \in X(\mathcal{K}) \) by \( \chi_\mathcal{G}\mathcal{K} = 1 \) and \( \chi_\mathcal{G}\mathcal{L} = \mathcal{L} \), using (4) we conclude that \( a\mathcal{K}' = \chi_\mathcal{G}^{\mathcal{K}'} \) (\( a \in \mathcal{G}_h \)).

(b) In the following if a capital script \( \mathcal{S} \), say stands for a subgroup of \( \mathcal{G}_f \), we shall put \( \mathcal{S}' = p_\mathcal{S}(\mathcal{S}). \) Also if \( \varphi \in X(\mathcal{S}) \), we shall write \( \varphi' = \varphi \circ (p|_{\mathcal{S}'}) \in X(\mathcal{S}'). \) Setting \( \mathcal{C} = p(\mathcal{G}_f / \mathcal{G}_h) \) we claim that there is an isomorphism \( j' \) from \( Y(\mathcal{C}) \) onto \( Y(\mathcal{G}_f / \mathcal{G}_h) \) such that \( (a) \) for \( \varphi \in Y(\mathcal{C}) \), the substitution \( \lambda' \mapsto \varphi\lambda' \) is equivalent to \( \mathcal{K}' \mapsto j' (\varphi) \mathcal{K}' ; \) \( (\mathcal{B}) j'(\varphi) = (\mathcal{B}) \mathcal{C} \). In fact, (A) we write \( \mathcal{C} = p\left( \psi(\mathcal{B})^{\mathcal{L}} \right) \) and show the existence of an isomorphism \( i : Y(\Pi / \mathcal{L} \mathcal{G}_f) \to Y(\mathcal{G}_f / \mathcal{L} \mathcal{G}_h) \) such that \( (a) \) for \( \varphi \in Y(\Pi / \mathcal{L} \mathcal{G}_f) \), \( \lambda' \mapsto \varphi\lambda' \) is equivalent to \( \mathcal{K}' \mapsto \mathcal{B} \mathcal{C} \). In fact, putting \( \varphi = \varphi|\mathcal{B} \mathcal{K}' \) we first have \( \varphi\lambda' = \text{ind}_{K'\mathcal{M}}\mathcal{G}_f \). If we write \( \psi' = \psi \circ (\mathcal{G}_f \mathcal{K}') \in X(\mathcal{G}_f \mathcal{K}') \), there is a \( \xi \in X(\mathcal{K}') \) with

\[ \xi \circ (\mathcal{B} \mathcal{K}'') = \psi' \quad \text{and} \quad \psi \mathcal{K}' = (\pi_\mathcal{E} \otimes (\xi \mathcal{K}' \mathcal{L})). \]

We next show that \( \xi \circ (\psi|_{\mathcal{B}'}) = (\psi|_{\mathcal{B}'}) \). In fact, to this end it is enough to
prove that \( \alpha' \in \mathcal{G} \) and \( p(\alpha') = a \) implies \( \xi(\mathcal{G}(\alpha')) = \varphi(a) \). But by the diagram of 1.1(d), \( \xi(\mathcal{G}(\alpha')) = \psi^*(\gamma(\alpha')) \) which, since \( h(\gamma(\alpha')) = a \), is equal to \( \varphi(a) \). Since \( K' = \mathcal{G}N \), we have \( \Pi = K' \cdot L = \mathcal{G}L \), and hence the map \( \varphi \mapsto \xi \) is an injection. To conclude that it is an isomorphism, it suffices to note that

\[
p(\mathcal{G}(\mathcal{R}_a)) = \mathcal{G} \cap L,
\]

which relation follows from

\[
p(\mathcal{R}_a) = \mathcal{G} \cap L = \mathcal{G} \cap L_f = p\left( \mathcal{G} \cap L \right).
\]

(B) We write \( \mathfrak{F} = \mathcal{G} / \mathcal{R}_a \) and observe that \( \mathfrak{F} \cap \mathcal{G} = \mathcal{G} / \mathcal{R}_a \). Imitating the previous reasoning one shows easily that there is an isomorphism from \( Y(\mathcal{R}_a / \mathcal{R}_a) \) onto \( Y(\mathcal{G} / \mathcal{R}_a) \) such that \( (a) \) for \( \varsigma \in Y(\mathcal{R}_a / \mathcal{R}_a) \) the substitution \( \tau' \mapsto \varsigma \tau' \) is equivalent to \( \tau' \mapsto i(\varsigma')\tau' ; \) \( (\beta) \) \( i(\varsigma)(\varphi(\mathcal{R})) = \mathfrak{F}(\mathfrak{R}) \). This being so, let \( i_1 \) and \( i_2 \) be as in (A) and (B) respectively. Setting \( j = i_2 \circ i_1 \), it is clear that \( j \) is an isomorphism from \( Y(\Pi / L) \) onto \( Y(\mathcal{G} / \mathcal{R}_a) \) having the properties claimed at the start of (B).

\((c)\) Let us put \( \mathfrak{C} = \exp(\sigma) (c = a_g + b_h + n_l) \) and \( \Lambda' = \Lambda / \mathfrak{C} \). If \( a \in \mathcal{G}_{\mathfrak{C}} \), by \( (a)(5) \) and \( (b) \), we can conclude that \( a\Lambda' = \varphi\Lambda' \), where \( \varphi \in Y(\Pi / L) \) is determined by \( \chi \omega \circ \Lambda' = (\varphi(\mathcal{C}')) \). Putting \( \varphi = \varphi_z (z \in \Sigma) \) we infer that \( \delta\Lambda'(w) = z/c \). To complete the proof of our lemma we have to show that \( z = v \), where \( v \) is determined by \( ae = e + v \). Evidently, we can assume \( \delta\Lambda'(\eta) = g/c \). Therefore we have

\[
g[c + v]c = ag[c] = \delta\Lambda'(a\eta) = \delta\Lambda'(\eta) + \delta\Lambda'(w) = g[c + z/c],
\]

whence \( v[c] = z/c \). Since, however, \( f = b + c \), this implies \( v = z \). Q.E.D.

3.3. The proof of the following lemma is very similar to that of Lemma 2.

Lemma 13. Assume that \( \mathfrak{m} \) is a subspace of \( \mathfrak{g} \) containing \( [\mathfrak{g}, \mathfrak{g}] \). Given \( g \in \mathfrak{g}' \) we set \( f = \mathfrak{m} + g_{\mathfrak{g}} \) and \( h = g|\mathfrak{m} \). Then we have \( (G\mathfrak{g}_0 \mathfrak{g}) = \mathfrak{g} + f' \).

Proof. (a) Let us suppose that \( \{l_j; 1 < j < n\} \subseteq g_h \). We claim that if \( n \geq 2 \), then \( \sum_{i \geq 2} l_i \cdot l_{i-1} \cdots l_1 g = 0 \). In fact, if \( v \) denotes the left-hand side and \( l \in g \), we have \( (l, v) = ([l_n, u_l], g) \), where \( u \in [g, g] \subseteq m \). Thus, by \( l_n \in g_h \) and \( h = g|n, (l, v) = 0 \) and hence, since \( l \in g \) is arbitrary, \( v = 0 \). Observe that \( g_h g \) is evidently orthogonal to \( f \). (b) To complete our proof it will be enough to show that \( \dim(f') = \dim(g_h \cdot g) \). But to this end it suffices to note that

\[
\dim(g_h \cdot g) = \dim(g_h) - \dim(g_e) = \dim(g) - \dim(m) + \dim(m_e) - \dim(a_e) = \dim(g) - \dim(m + g_e) = \dim(f') \;
\]

Q.E.D.

3.4. Before stating Lemma 14, which summarizes the results of this section, we make a series of observations. (1) In the following we shall take \( \mathfrak{G} = \exp(\mathfrak{g}) \) (A.4), where \( \mathfrak{G} \) contains \( \mathfrak{g} \) such that \( [\mathfrak{g}, \mathfrak{G}] = [\mathfrak{g}, \mathfrak{g}] \) and is isomorphic to an algebraic Lie algebra of endomorphisms on a finite dimensional real vector space (cf. [20, 1.1, p. 84]). To obtain \( \mathfrak{G} \) as just indicated, we may
proceed as follows. First, by the theorem of Ado, we can assume that $\mathfrak{g}$ is isomorphic to a Lie algebra of endomorphisms. Next, let us denote by $r$ the radical of $\mathfrak{g}$ and by $\mathfrak{h}$ a Levi section. If $\mathfrak{r}$ is the smallest algebraic Lie algebra of endomorphisms containing $r$, we can take $\mathfrak{g} = \mathfrak{h} + \mathfrak{r}$. Note, in particular, that we may assume that just as for $G$, the radical of $\mathfrak{g}$ is cocompact. Observe also that $G$ acts trivially on $\mathfrak{b} = \mathfrak{g}$. (2) Let $\text{Prim}(G)$ be the set of all primitive ideals of $C^*(G)$. We recall (cf. [20, Lemma 1.1.8, p. 89]) that if $J \in \text{Prim}(G)$, there is a well-determined $\mathfrak{g}$ orbit $E(J)$ on $\hat{L}$ with the following property: If $T$ is a factor representation of $G$, such that the kernel $\ker(T)$ of the associated $*$ representation of $C^*(G)$ is equal to $J$, then the direct integral decomposition of $T|L$ over $\hat{L}$ is carried by $E(J)$. (3) Let us fix $\lambda$ in $\hat{L}$. For some $\rho \in \Pi$ ($\Pi$ being as in Lemma 12) satisfying $\rho|L = \lambda$, let us put $U = G_\rho$; then $U$ depends on $\lambda$ only. This being so, we recall the following result (cf. [18, Lemma 3.5, p. 484]). Let $\mathfrak{B}$ be the family of all those closed subgroups containing $L$ of $G$ to which $X$ admits a trivial $\lambda$ invariant extension. Then $\mathfrak{B}$ admits a well-determined maximal element $K$ and $K_0 = \Pi$. We also note (cf. [20, Lemma 1.1.4, p. 86]) that $K, \Pi, \mathfrak{U}$ do not change if $\lambda$ is confined to the same orbit $E \in \hat{L}/G$. (4) $E$ being the same, let us put $F = \{\tau \in \hat{K}, \tau|L \in E\}$. Then $F$, as a subspace of $\hat{K}$, is locally compact, separable and Hausdorff (cf. [20, Lemma 1.1.5, p. 87]; note that by the proof loc. cit. this is always so if $G/L$ is abelian). If $E = E(J)$ we shall sometimes write $F = F(J)$. (5) We recall (cf. [20, pp. 110–111]) that we call a primitive ideal $J$ of type I if for an irreducible representation $T$, with $\ker(T) = J$, $T(C^*(G))$ contains a nonzero compact operator. $J$ is of type I if and only if (A) $F(J)/G$ is a $T_1$ space if and only if so is $\Omega(J)/G$. (B) $n(J) < +\infty$, where $n(J)$ is the order ($< +\infty$) of the countable group $U/K(G\lambda)_0$ formed with $E = E(J)$ (cf. [20, Proposition 3, p. 111]).

3.5. Below $\eta$ will have the same meaning as in Lemma 6.

**Lemma 14.** Let $J$ be some element in $\text{Prim}(G)$. With the previous notations, we write $\Omega(J)$ for the complete inverse image in $\mathfrak{g}'$ of $\eta(E(J)) \subset \mathfrak{b}'/L$. Then $F(J)/G$ is a $T_1$ space if and only if so is $\Omega(J)/G$.

**Proof.** (a) Let us select some $\lambda \in E(J)$ and $h \in \eta(\lambda)$; these are to be kept fixed in the sequel. $\mathfrak{G}$ being as in 3.4(1), we put, as in Lemma 12, $\mathfrak{G}_\lambda = \mathfrak{G}_\lambda \cap \mathfrak{G}_h$, and claim that $\mathfrak{G}_\lambda = \mathfrak{G}_h \cdot L$. To this end it is enough to show that $\mathfrak{G}_\lambda \subseteq \mathfrak{G}_h L$. But if $a \in \mathfrak{G}_\lambda$, we have by Lemma 6:

$$aLh = a\eta(\lambda) = \eta(a\lambda) = \eta(\lambda) = Lh,$$

and hence $ah \in Lh$ and $a \in \mathfrak{G}_h \cdot L$.

(b) Supposing that $g \in \mathfrak{g}'$ is such that $g|\mathfrak{b} = h$, we again write $\mathfrak{r} = \mathfrak{b} + \mathfrak{g}_s$, $e = g|\mathfrak{r}$ and denote by $\Sigma$ the orthogonal complement of $\mathfrak{b}$ in $\mathfrak{r}'$. Let $\mathfrak{G}$ be the direct product $\mathfrak{G} \times \Sigma$; it acts on $\mathfrak{r}'$ by $(a, \nu)d = ad + \nu (d \in \mathfrak{r}';$ cf. 3.4(1)).
Let $j$ be the restriction to $\mathfrak{G}_x$ of the canonical projection $\mathfrak{G} \to \mathfrak{G}$. One verifies at once that $j$ gives rise to an isomorphism between $\mathfrak{G}_x$ and $\mathfrak{G}_y$. Putting $\mathfrak{G}_x = j(\mathfrak{G}_x')$ we claim that $\mathfrak{G}_x/\mathfrak{G}_x'$ is finite. To show this it suffices to establish the analogous fact for $\mathfrak{G}_h/\mathfrak{G}_h'$. With the notations of (a), proof of Lemma 12, let us note that, $\Omega = \Phi(L_\sigma')$ being compact, the set \( \{ \tau; \tau \in \mathfrak{G}_x', \tau|3 = \sigma \} \) is finite. On the other hand (cf. (a)(4) loc. cit.), if $a \in \mathfrak{G}_h$, the substitution $\lambda \mapsto a\lambda$ is equivalent to $\nu \mapsto a\nu$ ($\in \mathfrak{G}_x$) and, in particular, we have $\lambda = a\lambda$ if and only if $\nu = a\nu$. Thus, since $\mathfrak{G}_h' = \mathfrak{G}_h \cap \mathfrak{G}_\lambda$, $\mathfrak{G}_h'/\mathfrak{G}_h$ is finite.

(c) Let us define an action of $\mathfrak{G}$ on $\hat{\Pi}$ by $(a, \nu) \tau = \varphi_a \nu \tau$, where $\varphi_a \in X(\Pi)$ is again determined by $d\varphi_a = iv$. Let $\rho$ be a fixed element of $\hat{\Pi}$ such that $\rho|L = \lambda$. We claim that $\mathfrak{G}_\rho = \mathfrak{G}_\rho'$, $L$. In fact, (1) if $(a, \nu) \in \mathfrak{G}_\rho'$, we have $a \in \mathfrak{G}_h$ and $ae = e - \nu$. Therefore replacing $\lambda'$ by $\rho$ in Lemma 12, we conclude that $a\rho = \varphi_{-\rho} \rho$. Hence $(a, \nu) \in \mathfrak{G}_\rho$ and thus $\mathfrak{G}_\rho' \subseteq \mathfrak{G}_\rho'$. (2) To establish the opposite inclusion let us observe that if $(a, \nu) \in \mathfrak{G}_\rho'$, then $\varphi_a \rho = \rho$ and thus $a\lambda = \lambda$ and $a \in \mathfrak{G}_\lambda = \mathfrak{G}_h' \cdot L$ (cf. (a)). In this manner we can assume from the start that $a \in \mathfrak{G}_h'$. Putting $ae = e + w$ we have by Lemma 12: $\varphi_w \rho = a\rho = \varphi_{-\rho} \rho$, whence $w = -\nu$ and $(a, \nu) \in \mathfrak{G}_\rho'$, completing the proof of our statement.

(d) Let us set

$$F_0 = \{ \tau; \tau \in \hat{\Pi}, \tau|L \in E(J) \}.$$ 

Replacing $G$ by $\Pi$ in 3.4(4), we conclude at once that $F_0$ as a subspace of $\hat{\Pi}$ is locally compact, separable and Hausdorff. To simplify notations, in the following we shall write $\Omega$ in place of $\Omega(J)$. Setting $\Omega' = \Omega|t' \subseteq t'$, we are going to show that $F_0/G$ is a $T_1$ space if and only if so is $\Omega'/G$. To this end we recall first (cf. [20, Corollary, p. 85 bottom]) that $\mathfrak{G}$ acts as a topological transformation group on $\hat{\Pi}$. Since $F_0 = \mathfrak{G}_\rho$ we conclude that the map from $\mathfrak{G}/\mathfrak{G}_\rho$ onto $F_0$, which sends $a\mathfrak{G}_\rho$ into $a\rho$, is a homeomorphism. Hence $F_0/G$ is a $T_1$ space if and only if $\mathfrak{G}_\rho \cdot G$ is closed. We have by (c), $\mathfrak{G}_\rho G = \mathfrak{G}_\rho' \cdot G$, and the right-hand side, by (b), is cofinite in $\mathfrak{G}_x \cdot G$. Thus the latter is closed if and only if $F_0/G$ is a $T_1$ space. This being so, since $\Omega' = \mathfrak{G}_e$, we shall have completed the proof of our starting claim by showing that $\Omega' \subseteq t'$ is locally closed. By virtue of our choice of $\mathfrak{G}$ (cf. 3.4(1)), it acts on $t'$ as the connected component of the identity of an algebraic subgroup of $GL(t')$. Hence $\mathfrak{G}h$ is locally closed in $t'$ (cf. e.g. [19, p. 379] and the references loc. cit.) and thus the same holds true for its complete inverse image $\Omega'$ in $t'$.

(e) Since, by Lemma 13, any $G$ orbit $O$ in $\Omega$ is invariant under translations by $t' \subseteq g'$, we conclude that $\Omega/G$ is a $T_1$ space if and only if $F_0/G$ is.

(f) We shall complete the proof of Lemma 14 by showing that if one of the spaces $F_0/G$ or $F(J)/G$ is $T_1$, then so is the other. Let us form the direct
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product \( \mathfrak{H} = G \times Y(K/L) \). It acts as a topological transformation group on \( K \) by the rule \((a, \psi)\sigma = \psi a\sigma \) \(((a, \psi) \in \mathfrak{H}; \sigma \in \hat{K}; \text{cf. (d) above})\). Let \( \tau \in \hat{K} \) be fixed such that \( \tau|\Pi = \rho \). We have \( F(J) = \mathfrak{H}\tau \) and, since \( F(J) \) is locally compact and Hausdorff (cf. 3.4(4)), the map \( \mathfrak{H} \ni a \mapsto a\tau \) gives rise to an \( \mathfrak{H} \) equivariant homeomorphism between the connected abelian Lie group \( \mathfrak{H} = \mathfrak{H}/\mathfrak{H}_\tau \) and \( F(J) \). A similar construction, starting with \( \mathfrak{H}_I = G \times Y(\Pi/L) \), leads to an analogous identification between \( \mathfrak{H}_I = \mathfrak{H}_I/(\mathfrak{H}_I)_\rho \) and \( F_0 \). We denote by \( p \) the morphism \( A \to A_1 \) resulting from the morphism \( \mathfrak{H} \to \mathfrak{H}_I \) which corresponds to restriction to \( \Pi \) of elements of \( Y(K/L) \). The kernel of \( p \) is isomorphic to the dual of the free abelian group \( K/T\Pi \). Let \( A' \) be the image of \( G\tau \) in \( A \). Then \( F(J)/G \) \((F_0/G)\) is a \( T_1 \) space if and only if \( A' \) (resp. \( p(A') \)) is closed. Let us next observe that \( A' \cap \ker(p) = \{e\} \). To this end it is enough to note that since \( \tau \) is \( \Pi \) invariant (cf. 3.4(3)) we have \( G_\tau = G_\rho = \mathfrak{H} \). In this manner, to complete our proof it suffices to invoke the following elementary statement. Let \( B \) be a connected abelian Lie group, \( T \) a closed subgroup, \( B' \) a connected subgroup such that \( T \cdot B' = B \) and \( T \cap B' = \{e\} \). Then \( B' \) is closed in \( B \). Q.E.D.

3.6. Let us put \( Z = b^- \subset g' \) and define \( P \) as the direct product of \( \mathfrak{S} \) and of \( Z \). \( P \) acts on \( g' \) by the rule \((a, v)g = ag + v \) \(((a, v) \in P, g \in g'; \text{cf. 3.4(1)})\).

Lemma 15. If \( \Omega \) is a \( P \) orbit on \( g' \), the following conditions are equivalent: (i) \( \Omega/G \) is a \( T_1 \) space; (ii) there is an \( O \in \Omega/G \) which is open in its closure in \( g' \).

Proof. Proceeding as in (d), proof of the previous lemma, we conclude that \( \Omega \) is locally closed in \( g' \). Suppose that \( O \in \Omega/G \). If the latter is a \( T_1 \) space, we have \( O = \mathfrak{O} \cap \Omega \) and thus \( O \) is open in its closure. Conversely, let \( O = Gg \subset \Omega \) \((=Pg)\) have this property. Since \( \mathfrak{O} \), as a subspace of \( g' \), is locally compact the map assigning \( ag \) to \( aPg \) \((a \in P)\) gives rise to a \( P \) equivariant homeomorphism between \( P/Pg \) and \( \Omega \). Since \( Lg \) is closed in \( g' \), \( LPg \) is a closed subgroup of \( P \). By \( [\mathfrak{S}, \mathfrak{S}] \subset L \) we also have \( [P, P] \subset L \) and hence \( LPg \) is invariant in \( P \) such that \( A = P/LPg \) is abelian. Also, we have an \( A \) equivariant homeomorphism between \( A \) and \( \Omega/L \). Let \( A' \) be the image of \( G \) in \( A \). If \( O \) is open in its closure in \( g' \), \( A' \) has the same property in \( A \), and thus it is closed. But then, evidently, \( \Omega/G \) is a \( T_1 \)-space. Q.E.D.

4. We recall (cf. 3.4(5)) that if \( J \in \prime(G) \) is of type one, then, in particular, \( n(J) < +\infty \). The purpose of the first four points of this concluding section of Chapter II is to find an expression for this condition in terms of \( g'/G \); the corresponding result is the content of Lemma 20. The final point summarizes the principal statements of this chapter (cf. Proposition 2 and Theorem 1).

4.1. In the following \( \lambda \) will denote a fixed element of \( \hat{L} \) which is not trivial on \( N \). With the notations of 3.4(3), let \( \lambda'' \) be an element, invariant with
respect to \( U \), of \( K \) such that \( A' \mid L = \lambda \). In the following construction we imitate the similar procedure of (d), proof of Lemma 11, to which the reader is referred for unexplained notations. Suppose that \( \lambda \mid N \) gives rise to the orbit \( L \sigma \subset \hat{N} \). Putting \( K'' = K \), we have \( K = K'' \cdot L \), and there exists \( p'' \in K'' \) such that \( p'' \mid N \) is a multiple of \( \sigma \) and that \( \lambda'' = \text{ind}_{K'' \cdot L} p'' \). Let us write \( \text{ind}_{K'' \cdot L} \rho = \rho'' \). Since \( \lambda = \text{ind}_{K'' \cdot L} \rho \), and \( L'' = K'' \cap L \) we conclude first that \( \rho'' \mid L'' = \rho \).

Since \( \rho = [\sigma^* \otimes (\mu \circ \Phi)]^{-} \), we also have \( \mu'' \mid \tilde{N} = \mu \) and thus, in particular, \( \mu'' \mid \tilde{B} \) gives rise to the orbit \( \tilde{N} \sigma \subset \tilde{N} \). Hence there exists \( \tau'' \in \tilde{N}'' \) such that \( \tau'' \mid \tilde{B} \) is a multiple of \( \sigma \) and that \( \mu'' = \text{ind}_{\tilde{N}'' \cdot \tilde{N}} \tau'' \). By virtue of \( \tilde{N}'' = \tilde{N} \cdot \tilde{N}'' \), \( \tilde{N} \cap \tilde{N}'' = \tilde{N} \) and \( \mu = \text{ind}_{\tilde{N}'' \cdot \tilde{N}} \nu \), where \( \nu \mid \tilde{B} \) is a multiple of \( \sigma \), we infer, similarly as above, that \( \tau'' \mid \tilde{N}'' = \nu \). Let us write \( \Delta'' = \varphi(\tilde{N}'' \sigma) \) and observe that, since \( \tilde{N} \sigma \subseteq \tilde{N}'' \), we have \( \tilde{N}'' \subseteq \Delta'' \) and thus \( \Delta'' \) is invariant in \( \Gamma \). Setting

\[
\tau'' = [\sigma^* \otimes (\tilde{v}'' \circ \varphi)]^{-} \quad (\tilde{v}'' \in \tilde{N}''),
\]

by \( \nu = [\sigma^* \otimes (\nu' \circ \varphi)]^{-} \) we obtain \( \tilde{v}'' \mid \tilde{B}'' = \nu' \). In the sequel, whenever convenient, we shall write \( \tau \) for \( \nu' \in \tilde{N}'' \). Denoting again by \( \Gamma \) the centralizer of \( \sigma \) in \( \Gamma \) we set \( \Delta = (\Gamma, \nu) \).

4.2. Lemma 16. With the previous notations we have \( \Delta'' \subseteq \Delta \), and \( \tilde{v}'' \) is invariant with respect to \( \Delta \).

Proof. (a) We start by observing (cf. (c)(3), loc. cit.) that \( G_{\lambda} \subseteq G_{\mu} \cdot L \), and hence also \( \tilde{U} = \tilde{U} \cdot L \). Since \( \tilde{U} = (\tilde{U} \cdot L)_{\sigma} \), in this manner we see that \( \lambda'' \) is invariant with respect to \( U \) if and only if it has the same property in regard to \( (\tilde{U} \cdot \sigma) \).

(b) Let \( \Gamma_{0} \) be the center of \( \Gamma_{0} \) and \( U \) its centralizer in \( \Gamma \). We claim that \( U = \Gamma_{1} \cdot \Gamma_{0} \). With the notations of (b), proof of Lemma 10, let us assume that \( d \in \gamma_{1} \) is such that \( (\gamma, d) \neq 0 \). As proved loc. cit., we then have \( \Gamma_{1} = \Gamma_{d} \).

Since evidently \( \Gamma_{1} \cdot \Gamma_{0} \subseteq U \), to obtain the desired conclusion it will be enough to show that \( U \subseteq \tilde{U} \cdot \Gamma_{0} \). To this end we first prove that \( \Gamma_{0} d = d + (\Gamma_{0} \cdot \Gamma_{0}) \). In fact, since \( \gamma_{1} \subseteq \Gamma_{0} \), we have

\[
\Gamma_{0} d = d + (\gamma_{1} d)'d = d + (\gamma_{d})^{-}d;
\]

but \( (\gamma, d) \neq 0 \), implies \( \gamma_{d} = \gamma_{1} \). From this we conclude that if \( a \in U \), then \( a\Gamma_{0} d = \Gamma_{0} d \), and thus \( a \in \Gamma_{d} \cdot \Gamma_{0} \), completing our proof that \( U = \Gamma_{1} \cdot \Gamma_{0} \).

Since \( \gamma \subseteq \gamma_{1} \), we infer from this that \( U_{\gamma} = \Delta \Gamma_{0} \).

(c) We have an evident action of \( (G_{\sigma})_{\sigma} \) on \( \Gamma \); we denote by \( i \) the corresponding morphism \( (G_{\sigma})_{\sigma} \rightarrow \text{Aut}(\Gamma) \). Writing \( j(\gamma) \) for the inner automorphism implemented by \( \gamma \in \Gamma \) we have clearly \( i((G_{\sigma})_{\sigma}) = j(\gamma) \). We are going to prove now that \( i((\tilde{U} \cdot \sigma)) = j(U_{\gamma}) \), which statement will be used also in the next two lemmas. In fact, (1) if \( a \in (\tilde{U} \cdot \sigma) \), we have \( a\lambda'' = \lambda'' \), and hence \( ap'' = \rho'' \) and \( ap'' = \mu'' \). Since \( a\sigma = \sigma \), this implies \( a\tau'' = \tau'' \) and \( a\tilde{v}'' = \tilde{v}'' \). Therefore to
prove that \( i(a) \in j(U_\tau) \) it is enough to observe that, proceeding as in (d)(5), proof of Lemma 11, we can show that if \( b \in \Gamma \) and \( b\tilde{v}'' = \tilde{v}'' \), then \( b \in U. \) (2) To prove the opposite inclusion it suffices to establish that \( a \in (G_0)_e \) and \( i(a) \in j(U_\tau) \) implies \( a \in (U_\mu)_e. \) But (cf. loc. cit. (b), end) it follows from our assumption that \( a\tilde{v}' = \tilde{v}' \) and thus \( a\sigma' = \tau', a\rho' = \rho' \) and \( a\lambda' = \lambda' \), proving that \( a \in (U_\mu)_e. \)

(d) We conclude from all this that \( \tilde{v}'' \) is invariant with respect to \( U_\tau = \Delta \cdot \Gamma_0 \) (cf. (b)). We claim that \( \Delta'' \) and \( \Gamma_0 \) commute. In fact, by \([\Gamma, \Gamma_0] \subseteq T\), for any fixed \( \delta \in \Delta'' \) there is a morphism \( u: \Gamma_0 \to T \) such that \( \gamma^{-1}\delta \gamma = u(\gamma)\delta. \) Suppose that \( \tilde{v}''|T \) is a multiple of \( \chi \in X(T). \) If \( N = \dim(\nu') \), we have, since \( \tilde{v}'' \) is invariant under \( \Gamma_0 \):

\[
(\chi(u(\gamma)))^N \det(\tilde{v}'(\delta)) = \det((\gamma\tilde{v}'(\gamma))(\delta)) = \det(\tilde{v}'(\delta)),
\]

and thus \( (\chi(u(\gamma)))^N \equiv 1 \) for \( \gamma \in \Gamma_0. \) But then \( \chi(u(\gamma)) \equiv 1 \) and hence, by \( \tilde{v}'' \in \tilde{\Delta}'_{-1}, u(\gamma) = \text{unity} \), and \( \delta \) and \( \gamma \) commute. Therefore, first, \( \Delta'' \subseteq \Gamma_1, \) but by \( \tilde{v}''|\tilde{\Delta}^e = \nu' = \tau' \), also \( \Delta'' \subseteq (\Gamma_1)_\tau = \Delta. \) Q.E.D.

Given a group \( A, \) in the following we shall write \( o(A) \) for its order.

**Lemma 17.** With the previous notations, \( o(\Delta/\Delta'') \) is finite if and only if \( o(\Gamma_1/\Gamma_1^b) \) is.

**Proof.** (a) We start by observing that, since \( o(\tilde{\Delta}'_e/T) < +\infty, \) the set \( \tilde{\Delta}'_{-1} \) is finite and thus \( o(\Gamma_1/\Delta) < +\infty. \)

(b) Using the maximality property of \( K \) (cf. 3.4(3)) we prove next that \( \Delta'' \supseteq \Delta^b. \) In fact, let us assume that \( \Delta'' \supsetneq \Delta^b. \) We can derive a contradiction from this hypothesis as follows. (1) Since \( (\Delta'')_\delta = \Gamma_0^\delta = (\Delta^b)_\delta \), \( E = \Delta'' \cdot \Delta^b \) is a closed subgroup of \( \Gamma \) which, by assumption, properly contains \( \Delta''. \) (2) Next we show that there is an \( \eta \in \tilde{E} \) such that \( \eta|\Delta'' = \tilde{v}''. \) In fact, let us assume that \( \tilde{v}''|\Delta'' \cap \Delta^b \) is a multiple of \( \varphi \in X(\Delta'' \cap \Delta^b) \) and that \( \chi \in X(\Delta^b) \) is an extension of \( \varphi. \) Then if \( \delta = \delta_1 \cdot \delta_2 \) (\( \delta_1 \in \Delta'', \delta_2 \in \Delta^b \)), the value of \( \tilde{v}''(\delta_1)|\chi(\delta_2) \) depends on \( \delta \) only, and can be used to define the value, at \( \delta \in E, \) of the required \( \eta \in \tilde{E}. \) (3) In the following we employ a construction previously considered on several occasions. Let us put

\[
\mathcal{R} = q\left(\frac{-1}{\varphi(E)} \cdot L, \quad R = h\left(\Phi(\mathcal{R})\right) \right) \quad \text{and} \quad K_1 = RL.
\]

\( K_1 \) is a closed subgroup, properly containing \( K, \) of \( G. \) In fact, if \( K_1 = K, \) we also have \( R = (K_1)_e = K_e = K'' \) (cf. 4(1)), and thus \( \mathcal{R} = \mathcal{R}'' \) and \( q\left(\frac{-1}{\varphi(E)}\right) = \mathcal{R}'' = \mathcal{R}''', \) whence \( E = \Delta'', \) in contradiction to what we saw in (1). We next show the existence of \( T \in \tilde{K}_1, \) such that \( T|L = \lambda, \) and which is invariant with respect to \( \varphi. \) This will provide the required contradiction with the maximality of \( K. \) To achieve our aim let us put \( \alpha = [\sigma \otimes (\eta \circ \varphi)]^{-} \in \tilde{R}_e \) and define successively...
\[(\pi \equiv \beta = \text{ind}_{\mathfrak{U}} \alpha, \quad U = \pi \otimes (\beta \circ \Phi))]^{\sim}, \quad T = \text{ind}_{\mathfrak{L}_1} U.\]

We claim that \(T|L = \lambda\). In fact, we first observe that \(T|L = \text{ind} (U|L_u)\) and \(U|L_u = [\pi \otimes (\beta|\mathfrak{U}) \circ \Phi]^{\sim}\).

In this manner it will be enough to show that \(\beta|\mathfrak{U} = \mu\) (cf. e.g. (b)(1), proof of Lemma 11). By \(\eta|\Delta'' = \tilde{\nu}''\) (cf. (2)) we have \(\eta|\tilde{\nu}'' = \nu''\) and thus \(\alpha|L_0 = \nu\).

Hence the desired conclusion follows by observing that
\[
\beta|\mathfrak{U} = \text{ind}_{\mathfrak{U}} (\alpha|\mathfrak{U}_0) = \text{ind}_{\mathfrak{U}} \nu = \mu.
\]

Let us prove finally that \(T\) is invariant with respect to \(U\). Suppose that \(a \in (U_0)_a\). One sees at once that upon replacing \(a \in \hat{A}\) by \(a_0\), our construction provides \(aT\) in place of \(T\). Taking into account (cf. (c), proof of Lemma 16) that \(i((U_0)_a) = j(U_0)\) and that, evidently, \(\eta\) is invariant with respect to \(U_0\), we conclude that \(T = (U_0)_a\) invariant which (cf. (a), loc. cit.) suffices to prove our point. Summing up, we have established that \(\Delta^S \subseteq \Delta''\).

(c) We show next that \(\Delta''/\Delta^S\) is finite. To this end it will be enough to prove that, given \(\delta \in \Delta''\) and \(\gamma \in \Delta\), there is a positive integer \(M\), such that \(\delta^M \gamma\) and \(\gamma\) commute. This, however, follows from the following observations. (1) Since \([\Gamma', \Gamma] \subseteq \mathfrak{g}''//\mathfrak{g}/T\) is finite, if \(\delta, \gamma \in \Gamma\), there is an integer \(k > 0\) with \(\delta^k \cdot \gamma = \gamma \cdot \delta^k\). (2) Let us put \(N = \dim (\nu')\). Assuming \(\delta \in \Delta''\), \(\gamma \in \Delta\) and \(u = \gamma^{-1} \delta \gamma^{-1} \in T\), we claim that \(\delta^N\) and \(\gamma\) commute. In fact, suppose again that \(\tilde{\nu}''|T\) is a multiple of \(\chi \in X(T)\). Since, by Lemma 16, \(\tilde{\nu}''\) is invariant with respect to \(\Delta\), proceeding as at the end of the proof loc. cit., we infer that \(u = 1\) implying \(\delta^N \cdot \gamma = \gamma \cdot \delta^N\).

(d) We claim that \(\Delta^\delta/\Delta^S\) is finite. To this end it is again enough to show that if \(\delta \in \Delta^\delta\) and \(\gamma \in \Gamma_1\) then there is an integer \(n > 0\) such that \(\delta^N \cdot \gamma = \gamma \cdot \delta^N\). Using (c)(1), we can assume from the beginning that \(\delta \gamma \delta^{-1} = \varepsilon (\varepsilon \in T)\). Since, by (a), \(\Gamma_1/\Delta\) is finite, there is an integer \(k > 0\) such that \(\gamma^k \in \Delta\), whence
\[
\gamma^k = \delta \gamma^k \delta^{-1} = \varepsilon^k \gamma^k,
\]
and thus \(\varepsilon^k = 1\) and \(\delta^k \cdot \gamma = \gamma \cdot \delta^k\). Summing up, we have
\[
\Gamma_1 \supset \Delta \supset \Delta'' \supset \Delta^\delta \supset \Gamma^0_1.
\]
By (a), \(\Gamma_1/\Delta\) is finite; (c) and (d) imply that so is \(\Delta''/\Delta^\delta\), completing the proof of our lemma. Q.E.D.

**Lemma 18.** With the previous notations we have \(U/K(G_0)_0 = \Delta/\Delta''\).

**Proof.** We start by observing that \(\Delta \cap \Gamma_0 = \Delta'' \cap \Gamma_0\). In fact, to this end it is enough to note that
\[
\Gamma^0_0 = \Gamma_0 \cap \Gamma_0 \vartriangleleft \Delta \cap \Gamma_0 \vartriangleleft \Delta'' \cap \Gamma_0 \vartriangleleft \Gamma^0_0.
\]
In this manner we can conclude that

$$
\Delta / \Delta^\nu = \Delta \Gamma_0 / \Delta^\nu T_0 = U_r / \Delta^\nu T_0 = q \left( -\varphi \left( U_r \right) \right) \cdot \mathcal{L} / \mathcal{R}^\nu (\mathcal{M}_a)_0.
$$

We recall (cf. (d)(4), proof of Lemma 11) that if $H = (G_\lambda \cap G_\nu)_0$, we have $\Phi(H^*) = (\mathcal{M}_a)_0$. Therefore, by what we saw in (c), proof of Lemma 16, we infer that

$$
\Delta / \Delta^\nu = (\Omega_\nu)_{L_\nu} / K^\nu H = 1 / K(G_\lambda)_0,
$$

completing the proof of our main assertion. Q.E.D.

4.3. The purpose of the following will be the definition of the notion of the reduced stabilizer of an element $g \in W(G)$. In the special case, when $G$ is solvable, this was discussed in [18, Definition 4.1, p. 492]. Let us put $G^*_g = (G_\lambda)_0$. Then (cf. 2.1) there is a $x \in X(G^*_g)$ such that $x^g(\delta^*_g)_0 = x^g$, $x^g(e) = -1$. Writing for $a, b \in G$: $[a, b] = aba^{-1}b^{-1}$, we set

$$
\delta^*_g = \{ a; a \in G^*_g, [a, b] \in \ker(x^g) \text{ for all } b \in G^*_g \}.
$$

**Definition.** With the previous notations, we define the reduced stabilizer $G^*_g$ of an admissible element $g \in G$ by $p(\delta^*_g)$.

We observe that $G^*_g$ is an open subgroup in $G^*_g$. In fact, to see this it is enough to remark that since $x^g$ is invariant with respect to $G^*_g$, we have $G^*_g \supset \delta^*_g$. It is also of some interest to bear in mind that $G^*_g$ depends on $g|b$ only, the verification of which we leave to the reader.

4.4. We continue to denote (cf. 4.1) by $\lambda$ a fixed element of $\mathcal{L}$ which is not trivial on $N$.

**Lemma 19.** Let $g \in W(G)$ be such that $g|b \in \eta(\lambda)$ (cf. Lemma 6). With the notations of 4.2 and 4.3 we have $\Gamma_1 / \Gamma_1^b = G^*_g / \bar{G}^*_g$.

**Proof.** (a) Using the notations of Lemma 10 let us show first that there is a $d \in \gamma$ such that $\delta \Lambda (d) = g|a$ and $(v, d) \neq 0$. We set again $h = g|d$ and set, as in the proof of Lemma 3, $M = (L_h)_0 N_f$ and $\mathcal{M} = \bar{p}^{-1} (M) \subset \mathcal{E}$. We recall also (cf. loc. cit.) that $\mathcal{M} = \bar{\Psi} (\mathcal{E}_g)$. Again forming $\chi = \chi^* \circ (\mathcal{M}^* \mathcal{M})$ one sees at once that $d^\nu = i(g|m) (m = b_h + n_f)$ and that $\ker(\Lambda) = \ker(\chi)$. In this manner $\ker(\delta \Lambda) = \ker(g|m)$ and thus there is a $d \in \gamma$ with $\delta \Lambda (d) = g|a$. Since $\Lambda (T) = \mathcal{M}$, if $(v, d) = 0$, we have $g|m = 0$. Since $f = g|m$, this implies that $f|n_f = 0$ and thus $f = 0$; hence $\ker(\Lambda) \supset N$ (cf. (a), proof of Lemma 6), which, however, contradicts our assumption on $\lambda$. By what we saw in Lemma 10, we have $\Gamma_1 = \Gamma_d$ and $\bar{\Lambda} (\Gamma_d) = G^*_g \mathcal{M}$. Let us set

$$
\mathcal{B} = \{ a; a \in G^*_g \mathcal{M}, [a, b] \in \ker(\chi) \text{ for all } b \in G^*_g \mathcal{M} \}.
$$
Summing up, we have
\[ \mathfrak{B} = \Lambda_h (\Gamma_{\lambda}^f) \quad \text{and} \quad \Gamma_1/\Gamma_{\lambda}^f = \mathfrak{g}_g \mathfrak{M}/\mathfrak{B}. \]

(b) Writing
\[ \mathfrak{F} = \{ a; a \in \mathfrak{g}_g, [a, b] \in \ker(\chi) \quad \text{for all} \quad b \in \mathfrak{g}_g \} \]
we clearly have \( \mathfrak{B} = \mathfrak{F} \cdot \mathfrak{M} \). We next show that \( \mathfrak{F} = \mathfrak{g}_g \). To this end we first recall (cf. (c), loc. cit.) that \( \mathfrak{M} \cap \mathfrak{G}_g \) is connected. Therefore, if \( a \in \mathfrak{F} \) and \( b \in \mathfrak{g}_g \), we have
\[ [a, b] \in \ker(\chi) \cap \mathfrak{g}_g \subset \mathfrak{M} \cap \mathfrak{g}_g = \pi^{-1} (M \cap \mathfrak{G}_g) \subset \pi^{-1} ((\mathfrak{g}_g)_0) = \mathfrak{g}_g'. \]

Since evidently \( \chi((\mathfrak{M} \cap \mathfrak{g}_g) = \chi'(\mathfrak{M} \cap \mathfrak{g}_g) \), this implies \( a \in \mathfrak{g}_g \) and thus \( \mathfrak{F} \subseteq \mathfrak{g}_g \). To establish the opposite inclusion it is enough to prove that \( a, b \in \mathfrak{g}_g \) and \( [a, b] \in \ker(\chi_\mathfrak{g}) \) imply \( [a, b] \in \mathfrak{M} \). This, however, follows from
\[ [\pi(a), \pi(b)] \in (\mathfrak{g}_g)_0 \cap L = (L_0)_0 \subseteq (L_n)_0 N_f = M. \]

(c) Bearing in mind that \( \mathfrak{G}_g \cap M = \mathfrak{G}_g \cap M \), we infer from what we have just seen that
\[ \Gamma_1/\Gamma_{\lambda}^f = \mathfrak{g}_g \mathfrak{M}/\mathfrak{g}_g \mathfrak{M} = \mathfrak{G}_g M/\mathfrak{G}_g M = \mathfrak{G}_g/\mathfrak{G}_g', \]
completing the proof of Lemma 19. Q.E.D.

We observe that the (not necessarily finite) order \( o(\mathfrak{G}_g/\mathfrak{G}_g) \) of \( \mathfrak{G}_g/\mathfrak{G}_g \) depends on \( O = \mathfrak{G}_g \) only; hence we may write it as \( i(O) \). We recall (cf. 3.4(5)) that, given \( J \in \text{Prim}(G) \), by definition \( n(J) = o(\mathfrak{U}/K(\mathfrak{G}_g)_0) \) (\( \lambda \in \text{E}(J) \)). For \( \Omega(J) \), cf. Lemma 14.

**Lemma 20.** For any \( J \in \text{Prim}(G) \), the following conditions are equivalent: (i) \( n(J) < +\infty \); (ii) for any \( O \in \Omega(J)/G \), \( i(O) < +\infty \).

**Proof.** Let us select a \( g \in \mathfrak{g}_1 \), such that \( g \in \Omega(J) \) or \( g|\mathfrak{b} \in \eta(E(J)) \). If \( g|n = 0 \), we have \( \ker(\lambda) \supseteq N \) for all \( \lambda \in E(J) \) and conversely; but then \( n(J) = i(O) = 1 \) (\( O = \mathfrak{G}_g \)). Let us now assume that \( g|n \neq 0 \). We then have, by Lemma 18, \( o(\Delta/\Delta') = n(J) \) and, by Lemma 19, \( o(\Gamma_1/\Gamma_{\lambda}^f) = i(O) \). Finally, Lemma 17 implies that if one of the expressions on the left-hand side is finite, then so is the other. Q.E.D.

4.5. We are going to summarize the principal results of Chapter II in the following fashion.

**Proposition 2.** Suppose that \( G \) is a connected and simply connected Lie group with the Lie algebra \( \mathfrak{g} \). Let us assume that the radical of \( \mathfrak{g} \) is cocompact. Then the following conditions bearing on \( J \in \text{Prim}(G) \) are equivalent: (i) \( J \) is of type I; (ii) if \( O \in \Omega(J)/G \), \( O \) is open in its closure and \( i(O) < +\infty \).
**Proof.** Let us first assume that $J$ is of type I and that $O \in \Omega(J)/G$. We claim that $O$ is open in its closure. In fact, by what we said in 3.4(5), our assumption implies that $F(J)/G$ is a $T_1$ space whence, by Lemma 14, so is $\Omega(J)/G$, and thus the desired conclusion follows from Lemma 15. Also, our hypothesis yields (cf. loc. cit.) that $n(J) < +\infty$ and therefore, by Lemma 20, $i(O) < +\infty$. The opposite implication can be established in a similar fashion. Q.E.D.

**Theorem 1.** Suppose that $G$ is a connected and simply connected Lie group with the Lie algebra $g$, the radical of which is cocompact. $G$ is of type one if and only if any $G$ orbit $O$ in $W(G) \subset g'$ (cf. 2.1) is open in its closure and $i(O) < +\infty$.

**Proof.** Let us first assume that $G$ is of type I. By definition this means that any factor representation of $G$ generates a factor of type I. But then (cf. 3.4(5) and [20, Lemma 3.1, p. 110]) any primitive ideal is of type I, and conversely. Suppose that $O$ is a $G$ orbit in $W(G)$. We claim that there is a $J \in \text{Prim}(G)$ such that $O \subset \Omega(J)$. In fact, putting $\mathcal{O} = O|_{\mathfrak{b}}$, by Lemma 7, $\mathcal{O} \in W(L)/G$. If $h$ is some element of $\mathcal{O}$, by Lemma 6 we can find $\lambda \in L$ with $h \in \eta(\lambda)$. Thus, to arrive at the desired conclusion it is enough to note that $\mathcal{L} = \bigcup_{J \in \text{Prim}(G)} E(J)$. In this manner, assuming that $J$ is of type I, Proposition 2 implies that $O$ is open in its closure and $i(O) < +\infty$. Conversely, suppose that this pair of conditions is fulfilled for any $G$ orbit in $W(G)$. Let $J$ be some element in Prim$(G)$. Since $\Omega(J) \subset W(G)$, by Proposition 2, $J$ is of type I. Hence, by our opening observation $G$ is also of type I. Q.E.D.

**Corollary (Auslander and Kostant).** Suppose that $G$, as in Theorem 1, is also solvable. Then $G$ is of type I if and only if any $G$ orbit $O$ in $g'$ is open in its closure and $i(O)$ is identically zero.

In fact, by virtue of what we said in 2.1, here $W(G) = g'$. Hence it suffices to observe that, trivially, if $i(O)$ is always finite, then it is identically zero.

**III. LIE GROUPS WITH COMPLETELY CONTINUOUS REPRESENTATIONS**

As already stated in the Introduction, the principal objective of this closing chapter is to obtain, as an application of our previous results, a characterization of all connected and simply connected CCR Lie groups; the corresponding result is contained in Theorem 2. To accomplish this, we are first going to establish the equivalence of a series of properties bearing on a connected Lie group (cf. Proposition 3) which is of a certain independent interest. The final conclusion will be derived by combining part of this with Theorem 1.
1.1. Suppose that $M$ is a semifinite factor and $\Phi$ is a faithful normal trace on $M^+$ (= set of all positive elements of $M$). We shall denote in the same manner the corresponding linear form, defined on the (dense) 2-sided ideal, composed of all linear combinations of elements of $M^+$ with a finite trace. We shall say that $A \in M$ is a generalized completely continuous operator ($A = CC$) if so is $|A|$; $A \in M^+$ with the spectral representation $\int_0^+ e^{\lambda} dE_\lambda$ will be said to have this property if, for any $\lambda > 0$, $\Phi(I - E_\lambda) < +\infty$. We denote the set of all such operators by $C(M)$. Let $G$ be a separable locally compact group and $\mathcal{G}$ its group $C^*$ algebra. We recall (cf. [20, p. 81, bottom]) that a factor representation $U$ of $G$ is called normal if, putting $M = R(T)$ (A.8), $U(\mathcal{G}) \cap C(M)^* \neq \{0\}$. We write $\text{Facn}(G)$ for the set of all such representations. For the following it is of some interest to bear in mind that, if $G$ is a connected Lie group, given $J \in \text{Prim}(G)$, there is an element $U$, uniquely determined up to quasi-equivalence, of $\text{Facn}(G)$, such that $\ker(U) = J$ (cf. [20, Theorem 1, p. 119]), but we shall not use this in our proofs. We shall say that a factor representation $T$ of $G$ is a generalized completely continuous representation if $T(\mathcal{G}) \subset C(R(T))$. Let us observe that, if $T$ is irreducible, this is the case if and only if the range of $T$ is contained in the set of all completely continuous operators (in the classical sense) of the representation space, in which case we call it a CCR representation. The previous definitions can be adopted, in an obvious manner, to an arbitrary separable $C^*$ algebra $A$. Any representation to be considered in the sequel will be assumed to be nondegenerate.

1.2. Lemma 21. With the previous notations suppose that $T$ is a normal representation such that $\ker(T)$ is maximal. Then $T$ is a generalized completely continuous representation.

Proof. Let us put $M = R(T)$ (A.8); our assumption implies that $M$ is a semifinite factor.

(a) Let us note first that $C(M)$ is a uniformly closed 2-sided ideal of $M$. To see this it is enough to show that if $A \in M$ with $0 < A < I$ is a uniform limit of $\{A_n\} \subset C(M)$, such that $0 < A_n < I$, then $A \in C(M)$. We can assume also that $\Phi(A_n) < +\infty$. In fact, if $A_n = \int_0^+ \lambda \ dE_\lambda$, it suffices to replace $A_n$ through $A_n(I - E_n) (n = 1, 2, \ldots)$. Suppose that $A = \int_0^+ \lambda \ dE_\lambda$. We have to show that, if $\alpha$ is fixed between zero and one and $P = I - E_\alpha$, then $\Phi(P) < +\infty$. Let us put $B_n \equiv PA_n P$. Since $\|P - B_n\| < (1 - \alpha) + \|PA - B_n\|$, the restriction of $B_n$ to the subspace of $P$ admits a bounded relative inverse for a sufficiently large $n$. But, since $\Phi(B_n) < +\infty$, this implies $\Phi(P) < +\infty$.

(b) Let us put $\mathcal{G} = T(A)$ and $\mathcal{G}_1 = I \cap C(M)$. To complete the proof of our lemma we have to show that $\mathcal{G}_1 = \mathcal{G}$. By what we saw in (a), $\mathcal{G}_1$ is a norm
closed 2-sided ideal in $\mathfrak{Z}$. Since $T$ is normal, $\mathfrak{Z}_1$ is nonzero, hence its complete inverse image in $A$ properly contains $\ker(T)$. But the latter being maximal by assumption, we necessarily have $\mathfrak{Z} = \mathfrak{Z}_1$. Q.E.D.

2.1. In the sequel the following notations will be useful. Given a locally compact group $K$, we shall write $K = (P)$ if $K/K_0$ is finite (cf. A.6). Let $\mathfrak{g}$ be a Lie algebra of endomorphisms of a finite dimensional real vector space $V$. If $G = \exp(\mathfrak{g})$ (cf. A.4), we shall write $G'$ for the analytic subgroup, corresponding to $\mathfrak{g}$, of $GL(V)$. We recall that $\mathfrak{g}$ is called algebraic, if $G'$ is the connected component of the identity of an algebraic subgroup of $GL(V)$. In this case, by virtue of a theorem due to J. Dixmier (cf. [7, Proposition, p. 425, bottom]), $G$ is of type I.

**Lemma 22.** Suppose that $\mathfrak{g}$ and $\mathfrak{h}$ are algebraic Lie algebras of endomorphisms of some finite dimensional real vector space such that $\mathfrak{h}$ is an ideal in $\mathfrak{g}$. Let $\lambda$ be some element in $H$ ($H = \exp(\mathfrak{h})$). Then with notations as above, $G^\lambda = (P)$.

**Proof.** The subsequent reasonings will have many points in common with those of [19], to which paper we shall often refer for further details. Let us put $G = \exp(\mathfrak{g})$. We shall proceed by induction and assume that our statement is valid for any similar pair $(H', G')$ if dim$(G') <$ dim$(G)$. Let us denote by $m$ the collection of all nilpotent endomorphisms in the radical of $\mathfrak{h}$; $m$ is the greatest ideal of nilpotency of the identity representation of $\mathfrak{h}$ (cf. loc. cit., p. 385, bottom). We can assume that $m$ is nontrivial. In fact, otherwise $\mathfrak{h}$ is reductive (cf. loc. cit., p. 389) and $(G')_\lambda$ is an algebraic subgroup of $G'$. We shall distinguish two cases, according to whether: (A) There is an abelian ideal $a$, contained in $m$, of $\mathfrak{g}$ such that either dim$(a) > 1$ or, if dim$(a) = 1$, we have $a \subseteq \mathfrak{h}^*$ (A.7). (B) Condition (A) cannot be fulfilled. Ad(A) Let us put $A = \exp(\mathfrak{g}) \subset H$ (A.4). $A$ is closed, simply connected and invariant in $H$, hence $A/H$ is countably separated (cf. loc. cit., p. 384). Therefore, on $A$, restricts to a transitive quasi-orbit, $H\omega$ (say), in $A$. We next divide our discussion into two parts: (A1) $\omega$ is not $G$ invariant or (A2) $\omega$ is $G$ invariant. Ad(A1) Let us put $S = H\omega$; its Lie algebra is algebraic and $S' = (P)$ (cf. loc. cit., p. 385, top). By what we saw above there is a $\rho \in S$ such that $\rho|A$ is a multiple of $\omega$ and $\lambda = \text{ind}_{S_1/H} \rho$. One easily verifies that $G_\lambda = (G_\omega)_H$. We also have $G' = (P)$ (cf. loc. cit.). Therefore, putting $F = (G_\omega)_0$, it is enough to show that $F^\lambda = (P)$. Observe next that $F_\lambda = F_\omega$. The restriction of $\rho$ to $S_0$ gives rise to a finite $S$ orbit, $S_\rho$ (c. $S_\omega$) say, transformed into itself by the action of $F_\rho$ on $S_\omega$. Hence $F_\rho/(F_\rho \cap F_\omega)$ is finite and $(F_\rho)_0 = (F_\rho \cap F_\omega)_0$. We claim that $(F_\rho)/(F_\rho \cap F_\omega)$ is also finite. In fact, let $\varphi$ be the canonical homomorphism $G \rightarrow G'$ and let us put $\Gamma = \ker(\varphi) \cap S (\subset G^\mathfrak{h})$. We write $\mathcal{C} = \Gamma \cdot S_\rho$ and observe that by $S' = (P)$, $S/\mathcal{C}$ and $S/S_\rho$ are finite. Let $\tau \in S_\rho$ be such that $|\tau|S_0$ is a multiple of $\sigma$ and $\rho = \text{ind}_{S_1/S_\rho} \tau$. Since $\tau|\mathcal{C}$ is $F_\rho$
invariant, $F_a \tau \subset \tilde{S}_a$ is finite and thus so is $F_a \rho$, and hence $F_a/(F_\rho \cap F_a)$ is finite. We infer from this that $(F_a)_0 = (F_\rho \cap F_a)_0 = (G_\rho)_0$. In this manner to prove that $F'_a = (P)$ it suffices to show that $F'_a = (P)$. This we derive from the assumption of our inductive procedure in the following manner. Let $\tilde{S}$ and $\tilde{F}$, respectively, be the universal coverings of $S_a$ and $F$. They are locally isomorphic to algebraic subgroups of $GL(V)$. By virtue of the hypothesis (A1) we have $\dim(\tilde{F}) < \dim(G)$. Let $\tilde{\xi}$ be $\sigma$ lifted to $S$. Then we can conclude that $\tilde{F}' = (P)$ and hence also $F'_a = (P)$. Ad(A2) Let us denote by $J$ the connected component of the identity in the kernel of $\omega$. By assumption, $J$ is an invariant subgroup of $G$ and we claim that its dimension is positive. This is clear if $\dim(\alpha) > 1$. If, however, $\dim(\alpha) = 1$, by hypothesis, $\alpha$ is not contained in the center of $g$. Therefore $\omega$ can be invariant with respect to $G$ only if it is the identity character, implying $J = A$. Let $\mathfrak{j}$ be the subalgebra of $\alpha$ corresponding to $J$. By what we have just seen, $\mathfrak{j}$ is a $g$ ideal contained in $m$ and therefore (cf. loc. cit., p. 389) $\mathfrak{g}/\mathfrak{j}$ is isomorphic to an algebraic Lie algebra $\mathfrak{g}_1$. We denote by $\mathfrak{h}_1$ the image of $\mathfrak{h}/\mathfrak{j}$ and form $\exp(\mathfrak{g}_1) = G_1 \supset H_1 = \exp(\mathfrak{h}_1)$. We have $\dim(G_1) < \dim(G)$ and $\lambda \in \hat{H}$ is obtained by lifting some $\lambda_1 \in \hat{H}_1$ to $H$. Hence the desired conclusion results by applying the assumption of our induction to $(H_1, G_1)$ and $\lambda_1$. (Ad(A2)) This can be settled by a simple adaptation of the reasoning of [7, p. 389, loc. cit.], and hence we confine ourselves to recalling the principal steps of the argument. (1) We have $[m, m] \subseteq m$ and $\dim(m) = 1$; we put $M = \exp(m)$. (2) There is an ideal $\mathfrak{g}_1$ of $\mathfrak{g}$ such that $\mathfrak{g} = \mathfrak{h} + \mathfrak{g}_1$, and $[\mathfrak{g}_1, \mathfrak{h}] \subseteq m$. Hence, putting $G_1 = \exp(\mathfrak{g}_1)$, we have $G_\lambda = (G_1)_\lambda \cdot H$. (3) One can assume that $\mathfrak{g}_1 M^g$ is not constant; in fact, otherwise, reasoning as in (A2), one can effect an immediate reduction. (4) By (1), $\lambda| M^g$ is a multiple of some $\omega \in \hat{M}$; we assume that it belongs to the Kirillov orbit $Mf \subset m'$. (5) We have $G_1 = (G_1)_\omega = (G_1)_f \cdot M$; hence, putting $T = (G_1)_f$, it will be enough to show that $T_\lambda$ is connected. (6) Let us form $K = H/M$; $K$ is reductive. Let $\omega'$ be a projective extension of $\omega$ to $H$. Then there is a continuous morphism $\chi: T \to X(K)$ such that $b \omega' = i(\chi(b))\omega'$, where, for $\varphi \in X(K)$, $i(\varphi)$ stands for the corresponding element of $X(H)$. (7) We denote by $\tilde{S}_\omega$ the set of all elements of $\tilde{H}$, the restriction of which to $M$ is a multiple of $\omega$. We have $\lambda \in \tilde{S}_\omega$. Let $\Lambda$ be the set of all class minus one elements of the dual of the extension, by the circle group, of $K$ ($K_\omega$, say), corresponding to the obstruction class of $\omega'$. Then there is a Borel isomorphism $\psi: \Lambda \to \tilde{S}_\omega$, such that $b \varphi(\tau) = \varphi(\chi(b)\tau)$, where $\chi(b)$ is equal to $\chi(b)$ lifted to $K_\omega (b \in T, \tau \in \Lambda)$. (8) We can write $K_\omega$ as $D \times A_1 \times A_2$, where $D$ is semisimple, $A_1$ is an extension of a vector group by the circle group, such that $\dim(A_1) = 1$, and $A_2$ is a vector group. Accordingly, $\chi(b)$ ($b \in T$) can be written as $1 \times \chi_1(b) \times \chi_2(b)$. The map $b \to \chi_2(b)$ is a morphism of $T$ into $X(A_1)$ and we have $T_\lambda \ni b$ if and only if $\chi_2(b)$ is the unit character proving that $T_\lambda$ is connected. Q.E.D.
We recall that any Lie algebra $\mathfrak{g}$ admits a unique maximal semisimple ideal, say, which is a direct factor. We shall say that $\mathfrak{g}$ has no semisimple factors ($\mathfrak{g} = \text{n.s.f.}$) if $\mathfrak{g} = 0$. Let $\mathfrak{r}$ be the radical of $\mathfrak{g}$. We note that the preceding condition is fulfilled if and only if the centralizer of $\mathfrak{r}$ in $\mathfrak{g}$ is equal to the center of $\mathfrak{r}$. We recall that if $\mathfrak{g}$ is solvable its roots, by definition, are the complex-valued linear forms corresponding to the irreducible quotient modules of its adjoint representation. $\mathfrak{g}$ is said to be of type $R$ ($\mathfrak{g} = (R)$) if its roots are purely imaginary.

The following reasoning is partly inspired by [12] (cf. proof of Theorem 3.1, p. 744) and [2, pp. 171-172], and has points in common with [14] (cf. proofs of Propositions 2.1-2.3 loc. cit.). Parts of the subsequent arguments will be used also in the proof of Lemma 24.

**Lemma 23.** Suppose that $\mathfrak{g}$ has no semisimple factors. Putting $G = \exp(\mathfrak{g})$ assume also that any irreducible normal representation of $G$ is CCR (cf. 1.1). Then the radical $\mathfrak{r}$ of $\mathfrak{g}$ is of type $R$ and $\mathfrak{g}/\mathfrak{r}$ is compact.

**Proof.** If our claim fails to be correct, then either (A) $\mathfrak{r}$ is not of type $R$, or (B) $\mathfrak{r}$ is of type $R$ but $\mathfrak{g}/\mathfrak{r}$ is not compact. In each of these cases we shall exhibit a type I factor group of $G$ which is not CCR. Then a contradiction will be obtained by recalling that for a type I group any irreducible representation is normal (cf. [6, 9.1, Théorème, (ii) $\Rightarrow$ (iv), p. 168]).

Ad(A)(a) First we show the existence of a factor algebra $\mathfrak{f}$ of $\mathfrak{g}$ such that its radical is not of type $R$, but its nilradical is a minimal ideal. (1) We recall that if $\mathfrak{n}$ is nilpotent and the direct sum of a subspace $\alpha \subset \mathfrak{n}$ and of $[\mathfrak{n}, \mathfrak{n}]$, then $\alpha$ generates $\mathfrak{n}$. Now let $\mathfrak{n}$ be the nilradical of $\mathfrak{g}$. We conclude from our observation that the radical of $\mathfrak{g}/[\mathfrak{n}, \mathfrak{n}]$ is not of type $R$, and that its nilradical is equal to $\mathfrak{n}/[\mathfrak{n}, \mathfrak{n}]$. Therefore we can assume from the beginning that $\mathfrak{n}$ is an abelian $\mathfrak{r}$ module. (2) Let $\mathcal{S}$ be the set of all roots of $\mathfrak{r}$. Then $\mathfrak{n}$ is a direct sum $\sum_{\gamma \in \mathcal{S}} \mathfrak{n}_\gamma$, where $\mathfrak{n}_\gamma$ is a pure $\mathfrak{r}$ module (cf. [3, p. 41 and (12), p. 127]). We also recall that $\mathfrak{n}_\gamma$ is a $\mathfrak{g}$ ideal (cf. loc. cit., Proposition 1, p. 41). Suppose that $\alpha$ is not purely imaginary. Then putting $\mathfrak{m} = \sum_{\gamma \neq \alpha} \mathfrak{n}_\gamma$ and dividing through $\mathfrak{m}$ we can assume that $\mathfrak{r}$ has only one nonzero root and is not of type $R$. (3) This being so, $\mathfrak{n}$ is a direct sum $\mathfrak{n}_0 + \mathfrak{n}_\alpha$, where $\mathfrak{n}_0$ is the largest subspace of $\mathfrak{n}$, on which $\text{ad}(\mathfrak{r})$ is nilpotent. $\mathfrak{n}_0$ is a $\mathfrak{g}$ ideal, and by forming the corresponding quotient we can assume that $\mathfrak{r} \neq (R)$ and $\mathfrak{n}$ is $\alpha$ pure. (4) Finally let $\mathfrak{m}$ be a maximal proper $\mathfrak{g}$ ideal in $\mathfrak{n}$. Dividing through it we obtain a factor algebra $\mathfrak{f}$ of our starting algebra $\mathfrak{g}$ having all the properties listed at the start of (a). For later use observe that $\mathfrak{f}$ can be obtained by taking the quotient of $\mathfrak{g}$ according to an ideal contained in the radical.

(b) Putting $F = \exp(\mathfrak{f})$ (A.4) we claim that $F$ is of type I. In the following, to simplify our notations we shall write $\mathfrak{f} = (a)$ if $\mathfrak{f}$ is isomorphic to an
algebraic Lie algebra of endomorphisms. We recall that this is the case if and only if the radical of \( f \) admits the said property. Let \( r \) be the radical, \( n \) the nilradical of \( f \) and \( \alpha = \alpha_1 + ia_2 \) the only nonzero root of \( r \). We distinguish three possibilities: (1) \( \alpha_1 \) and \( \alpha_2 \) are linearly independent, (2) \( \alpha_2 \equiv 0 \), (3) \( \alpha_1 \equiv c\alpha_2 \), \( c \neq 0 \). Observe that, since \( n \) is a minimal \( g \) ideal, the restriction of \( \text{ad}(r) \) to \( n \) is composed of semisimple endomorphisms. Hence in cases (1) and (2) we clearly have \( r = (a) \), and thus \( f = (a) \) implying that \( F \) is of type I (cf. [7, Proposition, p. 425]). As regards case (3), let \( h \) be a Levi section in \( f \). We write \( d = h + n = [f, f] + n \) and observe that since \( d = (a) \), \( L = \exp(h) \) is a closed, type I, invariant subgroup in \( F \). By \( \dim(f/b) = 1 \), to prove that \( F \) is of type I it suffices to show that \( \hat{L}/F \) is countably separated. We can assume that \( r \) is a direct sum \( a + n \), where \( \dim(a) = 1 \) and \( [h, a] = 0 \). Since \( n \) is \( a \) pure and \( a \neq 0 \), the center of \( f \) is trivial and thus we can identify \( f \) with \( \text{ad}(f) \). Let \( \mathfrak{M} \) be the smallest algebraic Lie algebra of endomorphisms of \( f \) containing \( a \). We have \( \dim(\mathfrak{M}) = 2 \), \( [\mathfrak{M}, n] \subseteq n \) and \( [\mathfrak{M}, h] = 0 \). Therefore \( \mathfrak{M} = h + \mathfrak{M} + n \) is a Lie algebra containing \( b \) as an ideal and \( m = (a) \). Let us put \( m = \exp(m) \supseteq \mathfrak{g} = \exp(\mathfrak{M}) \). Then \( \hat{L}/M = \hat{L}/\mathfrak{g} \) is countably separated (cf. [19, Theorem, p. 379]). Hence, for any \( \tau \in \hat{L}, \otimes \tau \) is locally closed in \( \hat{L} \) (cf. [9, Theorem 1, (3) = (1), p. 124]). Let us write \( A = \exp(\mathfrak{m}) \subseteq F \). To show that \( \hat{L}/F \) is countably separated, it is enough to prove that \( F\tau = A\tau \) is locally closed in \( \hat{L} \) (cf. loc. cit. (1) \Rightarrow (3)). As in our previous lemma, let us again set \( M' = \exp(m) \subseteq GL(f) \), etc. We have a natural homeomorphism between \( \otimes F = M\tau \subseteq \hat{L} \) and, respectively, \( M'/M' \) and \( \otimes'/\otimes' \) (cf. loc. cit. (3) \Rightarrow (6)). Hence, by Lemma 22 applied to \( m \) and \( b \) in place of \( g \) and \( h \) loc. cit., \( \otimes' \tau \) has finitely many connected components. Since \( \otimes' \) is isomorphic to the product of the circle group with the line, \( A' \cdot \otimes' \) is closed in \( \otimes' \). Therefore \( F\tau = A\tau \) is closed in \( \otimes \tau \) and thus locally closed in \( \hat{L} \).

(c) Next we show that \( F \) has an irreducible representation which is not CCR; as indicated at the start this implies a contradiction with the assumptions of our lemma. For the following reasoning cf. [12, p. 746]. Let us put \( H = \exp(h) \subseteq F \) and \( K = HA; F \) is the semidirect product of the closed subgroups \( K \) and \( N \). We denote by \( \chi_0 \) the unit character of \( X(N) \). Since \( r \neq (R) \), there is a \( \chi \in X(N) \) and a sequence \( \{a_n\} \subseteq A \) such that \( \{a_n \chi_0 \} \) converges to \( \chi_0 \) in \( X(N) \), but \( a_n \chi \neq \chi_0 \) \( (n = 1, 2, \ldots, ) \). We have \( F_\chi = K_\chi \cdot N \), and there is \( \varphi \in X(F_\chi) \) such that \( \varphi|K_\chi \equiv 1 \) and \( \varphi|N \equiv \chi \). Let us put \( T = \operatorname{ind}_{F_\chi \uparrow F} \varphi; T \) is an irreducible representation of \( F \) but, as we are going to show, not CCR. To this end we prove that the kernel \( \ker(T) \) of \( T \), considered as a representation of \( C^*(F) \), is not a maximal 2-sided ideal. We have, in fact,

\[
T = a_n T = \operatorname{ind}_{F_\chi \uparrow F} (a_n \varphi),
\]

and \( \{a_n \varphi\} \) converges to the unit character \( \varphi_0 \) of \( X(F_\chi) \). Putting \( Z = \sum \ldots \)
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\[ \text{ind}_{F \times F} \mathcal{P}_0, \] by virtue of the continuity of induction we conclude that \( \ker(Z) \supseteq \ker(T) \) and thus also \( \ker(Z|N) \supseteq \ker(T|N) \) (cf. e.g. [20, p. 90, top]). But this is impossible since \( Z|N \) is the trivial representation and \( T|N \) decomposes to the orbit \( F_X \subseteq N = X(N) \) and \( \chi \neq 1. \)

Ad(B) We recall that here we assume that \( r = (R) \) and \( g/r \) is not compact. We shall now use also the hypothesis that \( g \) has no semisimple factors (\( g = \text{n.s.f}. \)).

(a) We show first the existence of a factor algebra \( f \) of \( g \) having the quoted properties and the nilradical of which is a minimal ideal. (1) By what we saw in (A)(a)(1), since \( g = \text{n.s.f}. \), if \( h \) is a Levi section, it acts faithfully on \( n/[n,n] \), and thus we can assume from the beginning that \( n \) is abelian. (2) Since \( g/r \) is not compact, \( h \) contains a subalgebra \( h_1 \) which is isomorphic to the Lie algebra of all \( 2 \times 2 \) matrices with real coefficients and trace zero. (3) There is a finite set \( \mathcal{S} \) of pairwise inequivalent irreducible representations of \( h \) such that \( n \) is a direct sum \( \sum_{\gamma \in \mathcal{S}} V_\gamma \) where \( V_\gamma \) is a \( \gamma \) pure \( h \) module. Since \( n \) is abelian, \( g \) acts on \( n \) as does \( g/n \) and hence (cf. [3, Proposition 1, p. 41]) \( V_\gamma \) is a \( g \) ideal. (4) Let us suppose that the restriction of \( a \in \mathcal{S}, \) say, to \( h_1 \) is nontrivial. Dividing by \( V_\gamma^a V_\gamma \) we can assume that the action of \( h_1 \) on \( n \) gives rise to only one nontrivial irreducible representation, the kernel of which does not contain \( h_1 \). (5) Imitating the procedure of (A)(a) we can construct a factor algebra \( f \) with the properties claimed at the start (note that one may have to divide by a semisimple direct factor). We continue to denote by \( h \) a Levi section and assume that \( h_1 \subseteq h \) is as above in (2).

(b) We claim that \( F = \exp(f) \) is of type I. To this end, as in (A), it is enough to show that \( f = (a). \) Let \( r \) and \( n \) be, respectively, the radical and nilradical of \( f. \) Since \( n \) is minimal, the restriction of \( \text{ad}(r) \) to \( n \) is composed of semisimple endomorphisms. Also, the only nonzero root of \( r \) is purely imaginary. Hence \( r = (a) \) and thus also \( f = (a). \)

(c) We show finally that \( F \) admits an irreducible unitary representation which is not CCR. To this end we recall first that there is an \( l \neq 0 \) in \( h_1 \) such that \( \text{ad}(l)|n \) has integral eigenvalues (cf. [22, 4.3.10, Proposition, p. 89]). Let \( 0 \neq f \in n' \) be such that \( lf = kl \) (\( k > 0 \), say) and suppose that \( \chi \in X(N) \) satisfies \( d_\chi = if. \) If \( h(t) \equiv \exp(tf) \), we have \( \lim_{t \to +\infty} h(t)\chi = \chi_0 \) (= unit of \( X(N) \)). Let us put \( H = \exp(h), A = \exp(a) \) and \( K = HA \subset F; F \) is the direct product of the closed subgroups \( K \) and \( N \). We have also \( F_X = K_X \cdot N, \) and there is a \( \varphi \in X(F_X) \) such that \( \varphi|K_X \equiv 1 \) and \( \varphi|N \equiv \chi. \) Observing that \( F_X \) is normalized by \( \{ h(t); t \in R \} \), we can show, similarly as in (A)(c), that \( T = \text{ind}_{F \times F} \varphi \) is an irreducible representation which is not CCR.

2.2. Lemma 24. Assume that \( g \) has no semisimple factors. Putting \( G = \exp(g) \) and denoting by \( r \) the radical of \( g \) let us consider the following properties. (i) If \( O \in W(G)/G \) and \( \dim(O) > 0, \) then the closure \( \overline{O} \) of \( O \) does not contain the
neutral element of \( g' \); (ii) \( r \) is of type \( R \) and \( g / r \) is compact. We claim that (1) (i) implies (ii); (2) if (ii) holds and \( O \in g' / G \), \( O \) is a union of \( G \) orbits of the same dimension; (3) if (i) or (ii) holds, and \( O \in g' / G \) is open in its closure, then \( O \) is closed.

Proof. Ad(1) If (ii) does not hold, then either (a) \( g / r \) is not compact or (b) \( r \) is nor of type \( R \).

(a) We write \( h \) for the semisimple algebra \( g / r \) and set \( H = \exp(h) \). There is a canonical identification, by aid of the Killing form, between \( h \) and \( h' \) considered as \( H \) modules. Since \( g \) acts as \( g / r = h \) on the orthogonal complement \( r^\perp \) of \( r \) in \( g' \), there is a similar identification between \( h' \) and \( r^\perp \subset g' \). Therefore, to obtain a contradiction to our assumption it is enough to show that there is a \( l \in h \) such that \( \dim(Hl) > 0 \) and \( Hl \) contains the neutral element of \( h \). Since \( h \) is noncompact, it contains a subalgebra \( h_1 \) isomorphic to the Lie algebra of all \( 2 \times 2 \) real matrices with trace zero. \( h_1 \) admits a basis \( \{ h, l, k \} \) such that \([h, l] = 2l, [h, k] = -2k \) and \([l, k] = h \). Since \( \exp(th)l = \exp(2t) \cdot l \), we have \( \dim(Hl) > 0 \) and \( Hl \) contains the origin. In this fashion it will suffice to prove that \( l \in W(H) \). Since \( h \) is semisimple, to this end it is enough to exhibit a \( \xi \in X((H)_0) \) such that \( \xi \in W(H) \) (cf. II.2.1). But this point is settled at once by observing that \( h|h_1 = 0 \) since: (1) \( l \) is a nilpotent element of \( h \); (2) \( h \) is just the centralizer of \( l \) in \( h \).

(b) Now we assume that \( r \neq (R) \). By what we saw in the proof of Lemma 23 (cf. loc. cit. (A)(a) end) there is a \( g \) ideal \( r_0 \) in \( r \) such that, putting \( f = g / r_0 \), the radical of \( f \) is not of type \( R \) and its nilradical \( m \), say, is minimal. We write \( F = \exp(f) \) and observe that it is enough to establish the existence of a \( g \in W(F) \) such that \( Fg \) contains the zero element of \( f \). In fact, let \( h \) be the corresponding element in \( r_0^\perp \subset g' \); it is enough then to show that \( h \in W(G) \). We denote by \( n \) the nilradical of \( g \) and put \( f = h|n \). Then \( n_f = n \). In fact, since \( m \) is abelian in \( f \), and \( n/(n \cap r_0) \subseteq m \), we have \([n, n] \subset r_0 \). In this manner \( h \in W(G) \). We can write \( f = h + \alpha + m \), where \( h \) is a Levi section, \( \alpha \) an abelian subalgebra of dimension \( < 2 \), and \([h, \alpha] = 0 \). Let us put \( A = \exp(\alpha) \). Since the radical of \( f \) is not of type \( R \), there is a \( 0 \neq f \in m' \) such that \( \overline{Af} \) contains zero. Writing \( b = h + \alpha \), we define \( g \in F \) by \( g|b = 0 \), \( g|m = f \). Since \( f = h^\perp + m^\perp \), the right-hand side being an \( A \) invariant direct sum, \( \overline{Ag} \), too, contains the neutral element of \( f \). In this manner to complete our proof, it suffices to establish that \( g \in W(F) \). Since \( m \) is abelian, it is enough to show the existence of \( \chi_g \in X_0((F_g)_0) \) such that \( d\chi_g = i(\gamma|g) \). Putting \( B = \exp(b) \) and \( M = \exp(m) \), we have \( F = BM \) and \( F_f = B_f M \). Since evidently \( B_f \subset F_f \), we conclude that \( F_g = B_g M_g \) and \( (F_g)_0 = (B_f)_0 \cdot M_g \). This being so, we can take for \( \chi_g \) the extension of \( \chi_f | M_g \) to \( (F_g)_0 \) which is identically one on \( (B_f)_0 \).

Ad(2) Let \( G \) be the connected component of the smallest linear algebraic group of endomorphisms of \( g \) containing \( Ad(G) \). By virtue of assumption (ii),
\( \mathfrak{L} \) is a semidirect product of a compact group with a connected unipotent group. Hence any orbit, under the contragredient action, of \( \mathfrak{L} \) on \( \mathfrak{g}' \) is closed. In this fashion, if \( O = Gg \) we have \( \overline{O} \subset \mathfrak{L}g \). Since \( \mathfrak{L} \) contains \( \text{Ad}(G) \) as an invariant subgroup, its action on \( \mathfrak{g}' \) preserves \( G \) orbits; therefore \( \overline{O} \) is the union of \( G \) orbits of the same dimension.

Ad(3) Let us put again \( b = [g, g] + n \), where \( n \) is the nilradical of \( g \), and \( L = \exp(b) \) (cf. II.2.4). \( \mathfrak{L} \) contains \( \text{Ad}(L) \) as a closed invariant subgroup such that \( \mathfrak{L}/\text{Ad}(L) \) is abelian. Assume that \( O = Gg \) is open in its closure. Reasoning as in Lemma 15, with \( \mathfrak{L} \) and \( \text{Ad}(L) \) in place of \( P \) and \( L \) loc. cit., we conclude that \( \mathfrak{L}g/G \) is a \( T_1 \) space. But then \( O = \overline{O} \cap \mathfrak{L}g = \overline{O} \). Q.E.D.

We summarize the previous results in

**Proposition 3.** Suppose that \( g \) does not have semisimple factors, and let \( G \) be the corresponding connected and simply connected Lie group. Then the following properties are equivalent: (i) \( \text{Prim}(G) \) is a \( T_1 \) space; (ii) any normal representation is generalized completely continuous; (iii) any irreducible normal representation is completely continuous; (iv) the radical is cocompact and its roots are purely imaginary; (v) if \( O \) is a \( G \) orbit of positive dimension in \( W(G) \), its closure does not contain the neutral element of the vector space \( g' \).

**Proof.** (i) \( \Rightarrow \) (ii) Our assumption says that any primitive ideal in \( C^*(G) \) is maximal. On the other hand, the kernel of any factor representation of \( C^*(G) \) is primitive. Hence the desired conclusion follows from Lemma 21. (ii) \( \Rightarrow \) (iii) Trivial. (iii) \( \Rightarrow \) (iv) Cf. Lemma 23. (iv) \( \Rightarrow \) (i) Cf. \([14, \S 4]\). (iv) \( \Rightarrow \) (v) This is clearly implied by Lemma 24. Q.E.D.

3. As already mentioned (cf. 2.1) any Lie algebra admits a unique representation as a direct product of a semisimple algebra and of an n.s.f. algebra (\( g_1 \) say). We shall call the subgroup, determined by \( g_1 \), of \( G = \exp(g) \) (A.4) the n.s.f. component of the latter. For the definition of \( i(O) \) (\( O \in W(G)/G \)) cf. II.4.4.

**Theorem 2.** Suppose that \( G \) is a connected and simply connected Lie group with the Lie algebra \( g \). Then (1) \( G \) is CCR if and only if so is its component with no semisimple factors. (2) Assume that \( G \) has no semisimple factors. Then it is CCR if and only if any \( G \) orbit \( O \) in \( W(G) \) is closed and \( i(O) < +\infty \).

**Proof.** Ad(1) Since \( G \) is a direct product of its n.s.f. component and of a connected semisimple group, to prove our point it suffices to recall that any group of the latter kind is CCR (as follows e.g. from \([10, \text{Theorem 5, p. 248}]\)).

Ad(2)(a) We suppose first that \( G \) is a CCR group. Then by Proposition 3 ((iii) \( \Rightarrow \) (iv)), in particular, the radical is cocompact. Since now \( G \) is of type I, we infer from Theorem 1 that any \( G \) orbit \( O \) in \( W(G) \) is locally closed and that \( i(O) < +\infty \). Hence it suffices to show that \( O \) is closed. By the quoted
implication of Proposition 3, the radical of $\mathfrak{g}$ is also of type $R$. Thus the desired conclusion follows from Lemma 24(3).

(b) If any $O \in W(G)/G$ is closed and $i(O) < +\infty$, by Proposition 3 ((v) $\Rightarrow$ (iv)) and Theorem 1, $G$ is of type I. If so, any irreducible unitary representation is normal (cf. [6, 9.1. Théorème, (i) $\Rightarrow$ (iv), p. 168]). Hence, invoking again Proposition 3 ((v) $\Rightarrow$ (iii)) we conclude finally that $G$ is CCR.

Q.E.D.

**Corollary.** Let $G$ be a connected and simply connected solvable Lie group. Then $G$ is CCR if and only if any $G$ orbit in $\mathfrak{g}'$ is closed and, for any $g \in \mathfrak{g}'$, there is $\chi_g \in X(G_g)$ such that $d\chi_g = i(g|\mathfrak{g}_g)$.

This follows immediately from Theorem 2 and Corollary II.4.5 by observing that now $W(G) = \mathfrak{g}'$ (cf. II.2.1).

**APPENDIX. SOME GENERAL ASSUMPTIONS AND NOTATIONAL CONVENTIONS**

(1) If $G$ is a group acting on a set $S$, $p$ fixed in $S$, $G_p$ stands for the stabilizer of $p$ in $G$. If $G$ is a Lie group with the Lie algebra $\mathfrak{g}$, and if $G_p$ is closed, $\mathfrak{g}_p$ stands for the corresponding subalgebra of $\mathfrak{g}$. $\mathfrak{g}$ and its ideals will be considered as $G$ modules with respect to the adjoint representation and their duals under the corresponding contragredient action.

(2) Given a unitary representation $V$, we denote by $H(V)$ the space of representation. All Hilbert spaces considered are assumed separable. We shall indicate by $U \sim V$ the unitary equivalence of the unitary representations $U$ and $V$. Often the same symbol will be used for a concrete unitary representation and its unitary equivalence class. Accordingly, we shall frequently write $U = V$ in place of $U \sim V$.

(3) If $G$ is a group, $H$ a subgroup of $G$, $\rho$ a representation of $H$ and $\alpha \in \text{Aut}(G)$, $\alpha \rho$ will stand for the representation of $\alpha(H)$ defined by $(\alpha \rho)(\alpha(x)) = \rho(x)$ ($x \in H$).

(4) If $\mathfrak{g}$ is a Lie algebra, unless otherwise specified, $\exp(\mathfrak{g})$ will stand for a corresponding connected and simply connected Lie group. If $\mathfrak{h}$ is a subalgebra of $\mathfrak{g}$, and some connected Lie group, belonging to $\mathfrak{g}$, is specified by the context, $\exp(\mathfrak{h})$ denotes its analytic subgroup determined by $\mathfrak{h}$.

(5) Given a topological group $G$, we denote by $X(G)$ the set of all continuous homomorphisms of $G$ into the circle group. If $\Gamma$ is some subgroup of $G$, $Y(G/\Gamma)$ will stand for the subgroup of elements, trivial on $\Gamma$, of $X(G)$.

(6) $G_0$ denotes the connected component of the identity in $G$.

(7) Given a group or algebra $A$, $A^\hat{}$ stands for its center.

(8) Given a unitary representation $T$ of some group, $R(T)$ will denote the von Neumann algebra it generates.
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