ON THE NUMBER OF REAL ZEROS OF A RANDOM TRIGONOMETRIC POLYNOMIAL

BY

M. SAMBANDHAM

ABSTRACT. For the random trigonometric polynomial

$$
\sum_{n=1}^{N} g_n(t) \cos n\theta,
$$

where $g_n(t), 0 < t < 1$, are dependent normal random variables with mean zero, variance one and joint density function

$$
|M|^{1/2}(2\pi)^{-N/2}\exp\left[-\frac{1}{2}M\bar{a}\bar{a}'\right],
$$

where $M^{-1}$ is the moment matrix with $\rho_{ij} = \rho, 0 < \rho < 1, i \neq j, i, j = 1, 2, \ldots, N$, and $\bar{a}$ is the column vector, we estimate the probable number of zeros.

1. Consider the random trigonometric polynomial

(1.1) $$
\phi(\theta) \equiv \phi(t, \theta) = \sum_{n=1}^{N} g_n(t) \cos n\theta,
$$

where $g_n(t), 0 < t < 1$, are dependent normal random variables with mean zero, variance one and joint density function

(1.2) $$
|M|^{1/2}(2\pi)^{-n/2}\exp\left[-\frac{1}{2}\bar{a}'M\bar{a}\right],
$$

where $M^{-1}$ is the moment matrix with $\rho_{ij} = \rho, 0 < \rho < 1, i \neq j, i, j = 1, 2, \ldots, N$, and $\bar{a}$ is the column vector whose transpose is $\bar{a}' = (g_1(t), \ldots, g_N(t))$. In this paper we calculate the probable number of zeros of (1.1). We prove the following.

Theorem 1. In the interval $0 < \theta < 2\pi$ all save certain exceptional set of functions $\phi(\theta)$ have

(1.3) $$
(2N/3^{1/2}) + O(N^{11/13} + \epsilon_1)
$$
zeros, when $N$ is large. The measure of the exceptional set does not exceed $N^{-2\epsilon_1}$, where $\epsilon_1$ is any positive number less than $1/13$.

The particular case when $\rho = 0$, that is the case when $g_n(t)$ are independent normal random variables, was considered by Dunnage [3] and proved the following.
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Theorem. In the interval $0 < \theta < 2\pi$ all save a certain exceptional set of the functions $\phi(\theta)$ have
\[
(2/3)^{1/2}N + O\left(N^{11/13}(\log N)^{3/13}\right)
\]
zeros when $N$ is large. The measure of the exceptional set does not exceed $(\log N)^{-1}$.

Das [1] took the class of polynomials
\[
(1.4) \quad \sum_{n=1}^{N} n^p \left(g_{2n-1}\cos n\theta + g_{2n}\sin n\theta\right)
\]
where $g_n$ are independent normal random variables for a fixed $p > -1/2$ and proved the following

Theorem. In the interval $0 < \theta < 2\pi$, the functions (1.4) have
\[
2\left(\frac{2p + 1}{2p + 3}\right)^{1/2}N + O\left(N^{11/13+4q/13+\epsilon_1}\right)
\]
zeros when $N$ is large. Here $q = \max(0, -p)$ and $\epsilon_1 < (2/13)(1 - 2q)$. The measure of the exceptional set does not exceed $N^{-2\epsilon_1}$.

Equation (1.4) with $p = 0$ has been studied by Clifford Qualls [5] when the random variables are independent and normally distributed with mean zero and variance one. Using the somewhat more advanced techniques developed for stationary Gaussian processes it is shown that the Das result holds for this case also; indeed he is able to reduce the $O$ term to $O(N^{3/4}(\log N)^{1/2})$.

Estimating the average number of real zeros of random trigonometric polynomial is the other interesting topic connected with this type of problems. Das [2] took the trigonometric polynomial of the form
\[
(1.5) \quad \sum_{n=1}^{N} g_n b_n \cos n\theta,
\]
where $g_n$ are independent normal random variables and $b_n$ are positive constants. Das proved that the average number of real zeros of (1.5) in $(0, 2\pi)$ for $b_n = n^p$ ($p > -1/2$) is
\[
\left[\frac{2p + 1}{2p + 3}\right]^{1/2}2N + o(N)
\]
and of order $N^{p+3/2}$ if $-(3/2) < p < -(1/2)$, for large $N$.

Sambandham [6] assumed that $g_n$ are independent and uniformly distributed in $(-1, 1)$ and showed that the average number of real zeros of (1.5) in $(0, 2\pi)$ for $b_n = n^p$ ($p < -1/2$) and large $N$ is $[(2p + 1)/(2p + 3)]^{1/2}2N + o(N)$.

When $g_n$ are dependent normal random variables and satisfying the condition (1.2) Sambandham [7] showed that the average number of real
zeros of (1.5) for $b_n = n^p \ (p > 0)$ and large $N$ is

$$\left[ (2p + 1)/(2p + 3) \right]^{1/2} N + o(N).$$

To prove Theorem 1 we follow the procedure adopted by Dunnage and only point out the places where changes are essential.

2. To avoid repetitions we choose the notations of Dunnage. If $\phi(a)\phi(b) < 0$ we say that $\phi$ has a single cross over (s.c.o.) in $(a, b)$. In this case $\phi$ has at least one zero in $(a, b)$. Further (i) if $\phi(a) > 0$, $\phi(a + b/2) < 0$ and $\phi(b) > 0$ or (ii) if $\phi(a) < 0$, $\phi(a + b/2) > 0$ and $\phi(b) < 0$ we say that $\phi$ has double cross over (d.c.o) in $(a, b)$. This can occur only if $\phi$ has at least two zeros in $(a, b)$. Clearly

$$\Pr(\text{s.c.o.}) < \Pr(\text{at least one zero})$$

and

$$\Pr(\text{d.c.o.}) < \Pr(\text{at least two zeros}).$$

Let

$$X_1 = \mathcal{A} = \sum_{n=1}^{N} a_n g_n, \quad X_2 = \mathcal{B} = \sum_{n=1}^{N} b_n g_n,$$

$$X_3 = \mathcal{C} = \sum_{n=1}^{N} c_n g_n, \quad X_4 = \mathcal{D} = \sum_{n=1}^{N} d_n g_n,$$

where $a_n, b_n, c_n, d_n$ are given real numbers and we write

$$\gamma_{11} = a^2 = (1 - \rho) \sum_{n=1}^{N} a_n^2 + \rho \left( \sum_{n=1}^{N} a_n \right)^2,$$

$$\gamma_{12} = (1 - \rho) \sum_{n=1}^{N} a_n b_n + \rho \left( \sum_{n=1}^{N} a_n \right) \left( \sum_{n=1}^{N} b_n \right),$$

The characteristic function of the random vector $(X_1, \ldots, X_k) \ (k < 4)$ is

$$f(t_1, \ldots, t_k) = \exp \left[ -\frac{1}{2} \sum_{r,s=1}^{k} \gamma_{rs} t_r t_s \right].$$

As Dunnage has indicated in [3] each $g_n = g_n(t)$ is a continuous function of $t \ (0 < t < 1)$, and hence so are $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}$. We define $\mu_1(t)$ and $\mu_2(t)$ by

$$\mu_1(t) = \begin{cases} 1, & \mathcal{A} \mathcal{B} < 0, \\ 0, & \mathcal{A} \mathcal{B} > 0, \end{cases} \quad \text{and} \quad \mu_2(t) = \begin{cases} 1, & \mathcal{C} \mathcal{D} < 0, \\ 0, & \mathcal{C} \mathcal{D} > 0. \end{cases}$$

The functions $\mu_1(t)$ and $\mu_2(t)$ are measurable and further

$$\int_0^1 \mu_1(t) \ dt = \Pr(\mathcal{A} \mathcal{B} < 0), \quad \int_0^1 \mu_2(t) \ dt = \Pr(\mathcal{C} \mathcal{D} < 0).$$
and
\[ \int_0^1 \mu_1(t) \mu_2(t) \, dt = \text{Pr}(\varnothing < 0, \mathbb{C} < 0). \]

Proceeding by the method of Dunnage we get
\( (i) \)
\[ \text{Pr}(\varnothing > 0, \mathbb{B} < 0, \mathbb{C} > 0) = \text{Pr}(\varnothing > 0, \mathbb{B} > 0, \mathbb{C} < 0) \]
\[ = \frac{1}{4\pi} \left[ \sin^{-1} \left( 1 - \frac{\gamma_{12}^2}{a^2 b^2} \right)^{1/2} \right. \]
\[ + \left. \sin^{-1} \left( 1 - \frac{\gamma_{13}^2}{b^2 c^2} \right)^{1/2} \right], \]
\[ (2.1) \]
\( (ii) \)
\[ \int_0^1 \mu_1(t) \, dt = \frac{1}{\pi} \sin^{-1} \left( 1 - \frac{\gamma_{12}^2}{a^2 b^2} \right)^{1/2}, \]
\[ (2.2) \]
\( (iii) \)
\[ \int_0^1 \mu_2(t) \, dt = \frac{1}{\pi} \sin^{-1} \left( 1 - \frac{\gamma_{34}^2}{c^2 d^2} \right)^{1/2}, \]
\[ (2.3) \]
\( (iv) \)
\[ \int_0^1 \mu_1(t) \mu_2(t) \, dt = -\frac{1}{4} + \frac{1}{2\pi} \sin^{-1} \left( 1 - \frac{\gamma_{12}^2}{a^2 b^2} \right)^{1/2} \]
\[ + \frac{1}{2\pi} \sin^{-1} \left( 1 - \frac{\gamma_{34}^2}{c^2 d^2} \right)^{1/2} \]
\[ + \frac{1}{2\pi^4} \int_0^\infty \int_0^\infty \frac{\Delta f(t_1, \ldots, t_4)}{t_1 t_2 t_3 t_4} \, dt_1 \ldots dt_4 \]
\[ (2.4) \]
where \( \Delta(f(t_1, \ldots, t_4)) = \Delta_2(\Delta_4 f(t_2, \ldots, t_4)) \) with \( \Delta, \psi(t_1, \ldots, t, \ldots) \equiv \psi(t_1, \ldots, t, \ldots) - \psi(t_1, \ldots, -t, \ldots) \) and \( f(t_1, \ldots, t_4) \) denoting the characteristic function of \((\varnothing, \mathbb{B}, \mathbb{C}, \mathbb{D})\).

3. We divide the zeros of \( \phi(\theta) \) into two groups (i) those lying in the intervals \((0, \epsilon), (\pi - \epsilon, \pi + \epsilon)\) and \((2\pi - \epsilon, 2\pi)\) and (ii) those lying in the intervals \((\epsilon, \pi - \epsilon)\) and \((\pi + \epsilon, 2\pi - \epsilon)\). The zeros (i) are negligible. We prove this in §6. To estimate the type (ii) zeros we proceed like that of Dunnage.

We choose \( \varepsilon \propto N^{-3/13} \). This choice of \( \varepsilon \) is very important. Here by \( \lambda(N) \)
\( \forall \nu(N) \) we mean that \( \lambda = O(\nu) \) and \( \nu = O(\lambda) \). If we restrict \( \theta \) to the intervals \( \epsilon < \theta < \pi - \epsilon \) and \( \pi + \epsilon < \theta < 2\pi - \epsilon \) then \( |\sum_{n=1}^{N} \cos 2n\theta| < (\sin \epsilon)^{-1} \) and we have \( \sum_{n=1}^{N} \cos 2n\theta = O(1/\epsilon) = O(N^{3/13}) \). Similarly we have the following:

\[
\sum_{n=1}^{N} \cos^2 n\theta = \frac{N}{2} + O(N^{3/13}),
\]

\[
\sum_{n=1}^{N} n^2 \sin^2 n\theta = \frac{N^3}{6} + O(N^{29/13}),
\]

\[
(3.1)
\sum_{n=1}^{N} \cos n\theta = O(N^{3/13}),
\]

\[
\sum_{n=1}^{N} n \sin n\theta = O(N^{16/13}),
\]

\[
\sum_{n=1}^{N} n \sin n\theta \cos n\theta = O(N^{16/13}).
\]

Let us take \( \delta = O(N^{-1}) \) and put

\[
\theta = \phi(\theta), \quad \beta = \phi(\theta + (\delta/2)), \quad \phi = \phi(\theta + \delta).
\]

We estimate the probability that \( \phi \) has a d.c.o. in the interval \((\theta, \theta + \delta)\). This is only double the expression in (2.1). To compute this we need the following:

\[
a^2 = (1 - \rho) \sum_{n=1}^{N} \cos^2 n\theta + \rho \left( \sum_{n=1}^{N} \cos n\theta \right)^2,
\]

\[
b^2 = (1 - \rho) \sum_{n=1}^{N} \cos^2 \left( \theta + \frac{\delta}{2} \right) + \rho \left( \sum_{n=1}^{N} \cos \left( \theta + \frac{\delta}{2} \right) \right)^2,
\]

\[
c^2 = (1 - \rho) \sum_{n=1}^{N} \cos^2 (\theta + \delta) + \rho \left( \sum_{n=1}^{N} \cos (\theta + \delta) \right)^2,
\]

\[
(3.2)
\gamma_{13} = (1 - \rho) \sum_{n=1}^{N} \cos n\theta \cos n(\theta + \delta)
\]

\[
+ \rho \left( \sum_{n=1}^{N} \cos n\theta \right) \left( \sum_{n=1}^{N} \cos (\theta + \delta) \right),
\]

\[
\gamma_{23} = (1 - \rho) \sum_{n=1}^{N} \cos \left( \theta + \frac{\delta}{2} \right) \cos (\theta + \delta)
\]

\[
+ \rho \left( \sum_{n=1}^{N} \cos \left( \theta + \frac{\delta}{2} \right) \right) \left( \sum_{n=1}^{N} \cos (\theta + \delta) \right).
\]
Now we use Taylor's theorem to expand \((\alpha^2 c^2 - \gamma_{13}^2)^{1/2}/ac\). Suppose that
\[
a^2 c^2 - \gamma_{13}^2 = a_0 + a_1 \delta + a_2 (\delta^2/2) + a_3 (\delta^3/6) + a_4 (\delta^4/24).
\]
It is not difficult to show that (showed in the Appendix)
\[
\begin{align*}
\alpha_0 &= \alpha_1 = 0, \\
\alpha_2 &= (1 - \rho)^2 (N^4/6) \left[ 1 + O(N^{-7/13}) \right], \\
\alpha_3 &= O(N^5), \quad \alpha_4 = O(N^6).
\end{align*}
\]
Therefore
\[
(a^2 c^2 - \gamma_{13}^2)^{1/2} = \delta (\alpha_2/2)^{1/2} \left[ 1 + \frac{3\alpha_3}{6\alpha_2} + O(N^6) \right]^{1/2}
\]
\[
= \delta (\alpha_2/2)^{1/2} \left[ 1 + \frac{3\alpha_3}{6\alpha_2} + O(N^6) \right].
\]
Since
\[
\frac{1}{c} = \frac{1}{a} \left( 1 - \frac{\delta z(\theta)}{a^2} + O(N^2) \right),
\]
where
\[
z(\theta) = 2(1 - \rho) \sum_{n=1}^{N} n \cos n\theta \sin n\theta + 2\rho \left( \sum_{n=1}^{N} \cos n\theta \right) \left( \sum_{n=1}^{N} \sin n\theta \right)
\]
we get
\[
\begin{align*}
&\left( 1 - \frac{\gamma_{13}^2}{a^2 c^2} \right)^{1/2} \\
&= \left( \delta/a^2 \right) (\alpha_2/2)^{1/2} \left[ 1 + \left( \frac{\alpha_3}{6\alpha_2} - \frac{z(\theta)}{a^2} \right) \delta + O(N^4) \right].
\end{align*}
\]
Similar reasons will lead to
\[
\begin{align*}
&\left( 1 - \frac{\gamma_{12}^2}{a^2 b^2} \right)^{1/2} \\
&= \frac{\delta}{2a^2} (\alpha_2/2)^{1/2} \left[ 1 + \left( \frac{\alpha_3}{6\alpha_2} - \frac{z(\theta)}{a^2} \right) (\delta/2) + O(N^4) \right]
\end{align*}
\]
and
\[
\begin{align*}
&\left( 1 - \frac{\gamma_{23}^2}{b^2 c^2} \right)^{1/2} \\
&= \left( \delta/2a^2 \right) (\alpha_2/2)^{1/2} \left[ 1 + \left( \frac{\alpha_3}{4\alpha_2} - \frac{3z(\theta)}{2a^2} \right) \delta + O(N^4) \right].
\end{align*}
\]
Lemma 1. If the interval \((\theta, \theta + \delta)\) lies outside the \(\epsilon\)-neighbourhoods of 0, \(\pi\), \(2\pi\) and if \(\delta = o(N^{-1})\), the probability that \(\phi(\theta)\) has a double cross over in this interval is \(O(N^3\delta^3)\).

Proof. As \(x \to 0\), \(\sin^{-1}x = x + O(x^3)\). Since \(a_2 = O(N^d)\), \(a^2 = O(N)\), and (3.4), (3.5) and (3.6) are each \(O(N\delta)\) and therefore \(o(1)\) as \(N \to \infty\). Now proceeding as in [3, Lemma 5] and using the result that the required value is twice the value of (2.1) we get the proof.

If \(\mathcal{I}\) is any interval of length \(\delta = o(N^{-1})\) which does not overlap any of the \(\epsilon\)-neighbourhoods of 0, \(\pi\), \(2\pi\), let \(N(t)\) be the number of zeros that \(\phi(\theta, t)\) has in \(\mathcal{I}\). Here the zeros are counted according to their multiplicity. Further let

\[
N^*(t) = \begin{cases} 
N(t) & \text{if } N(t) > 2, \\
0 & \text{otherwise.}
\end{cases}
\]

Lemma 2. \(\int_0^1 N^*(t) \, dt = O(N^3\delta^3)\).

Proof. If we show that the probability that there being any multiple zeros is zero, then the proof of this lemma follows along the lines of Dunnage’s paper [3, Lemmas 11 and 12].

To show this we adopt the method of Dunnage [4, Theorem 3]. If \(\phi\) has a multiple zero, real or complex, then for some \(\theta\), \(\phi(\theta) = \phi'(\theta) = 0\) and the elimination of \(\theta\) leads to a condition

\[
F(g_1, g_2, \ldots, g_n) = 0,
\]

where \(F\) is a polynomial in the \(g_n\). This means that the \(N\)-dimensional random variables \((g_1, \ldots, g_n)\) must lie on a certain space \(S\) in the space \(R_n\). Now this random variable has a density function \(\Phi\), say, and the probability that the random variables be on \(S\) is

\[
\int_S \Phi(x_1, \ldots, x_N) \, dx_1 \cdots dx_N
\]

which is zero since the \(N\)-dimensional Lebesgue measure of \(S\) is zero.

Hence the proof of the lemma.

4. We now divide the interval \((\epsilon, \pi - \epsilon)\) into equal subintervals of length \(\delta\) and estimate the probability that \(\phi(\theta)\) shall simultaneously have a single cross over in each of a given pair of these \(\delta\)-intervals.

Let

\[
\lambda = N^{14/39}, \quad K = N^{1/3}\lambda, \quad \delta = o(N^{-1}\lambda^{-3/7})
\]

and \((\theta, \theta + \delta), (\theta + \tau, \theta + \tau + \delta)\) be two of the \(\theta\)-intervals into which \((\epsilon, \pi - \epsilon)\) is divided so that \(\tau > K\delta\). Let

\[
\mathcal{C} = \phi(\theta), \quad \mathcal{B} = \phi(\theta + \delta), \quad \mathcal{C} = \phi(\theta + \tau), \quad \mathcal{D} = \phi(\theta + \tau + \delta).
\]

Then \(\gamma_{13} = O(\epsilon^{-1}) = O(K^{-1}\lambda^{-1})\). Since \(a^2 \asymp N\), \(c^2 \asymp N\), we get
(4.2) \[
\frac{\gamma_{13}}{ac} = O \left( N^{-1} K^{-1} \delta^{-1} \right) = O \left( N^{-1/3} \lambda^{-4/7} \right).
\]

Similarly \( \gamma_{14}/ad, \gamma_{23}/bc, \) and \( \gamma_{34}/bd \) satisfy the inequality (4.2).

In §3, \( \phi(\theta + \delta) \) was denoted by \( \mathcal{C} \), but here we use \( \mathcal{C} \) for this purpose. For this change of notation, from (3.6)

\[
(4.3) \quad 1 - \frac{\gamma_{12}^2}{a^2b^2} = \frac{\alpha^2\delta^2}{2a^4} \left[ 1 + O \left( N\delta \right) \right] \nabla N^2\delta^2 \nabla \lambda^{-6/7}
\]

where \( \lambda(N) \nabla \nu(N) \) denotes that \( \lambda = O(\nu) \) and \( \nu = O(\lambda) \).

Similarly

\[
(4.4) \quad 1 - \frac{\gamma_{34}^2}{c^2d^2} \nabla \lambda^{-6/7}.
\]

Using (4.2), (4.3), (4.4) and [3, Lemma 13] we shall get

\[
\frac{1}{2\pi^4} \int_0^\infty \int_{t_1}^\infty \int_{t_2}^\infty \int_{t_3}^\infty \frac{\Delta f(t_1, \ldots, t_4)}{t_1 t_2 t_3 t_4} dt_1 dt_2 dt_3 dt_4
\]

\[
= \left\{ \begin{array}{l}
\frac{1}{4} - \frac{1}{2\pi} \left[ \sin^{-1} \left( 1 - \frac{\gamma_{12}^2}{a^2b^2} \right)^{1/2} + \sin^{-1} \left( 1 - \frac{\gamma_{34}^2}{c^2d^2} \right)^{1/2} \right] \\
+ \frac{1}{\pi^2} \sin^{-1} \left( 1 - \frac{\gamma_{12}^2}{a^2b^2} \right)^{1/2} \sin^{-1} \left( 1 - \frac{\gamma_{34}^2}{c^2d^2} \right)^{1/2} + O \left( \lambda^{1/7} N^{-2/3} \right) \end{array} \right\}.
\]

Combining (2.2), (2.3) and (2.4) with (4.5) we get

\[
\int_0^1 \mu_1(t) \mu_2(t) dt - \int_0^1 \mu_1(t) dt \int_0^1 \mu_2(t) dt = O \left( N^{-2/3} \lambda^{-1/7} \right).
\]

This shows that when two intervals \((\theta, \theta + \delta)\) and \((\theta + \tau, 0 + \tau + \delta)\) are widely spaced \((\tau > K\delta)\) then the probabilities that \( \phi(\theta) \) has a s.c.o. in each interval, are almost independent.

5. In this section we calculate the number of zeros of \( \phi(\theta) \) in the intervals \((\epsilon, \pi - \epsilon)\) and \((\pi + \epsilon, 2\pi - \epsilon)\). Since

\[
\phi(\theta + \pi) = \sum_{n=1}^N \left( -1 \right)^n g_n \cos n\theta
\]

and \((g_1, \ldots, g_N)\) and \((-g_1, \ldots, -g_N)\) have the same distribution function it is enough if we consider the interval \((\epsilon, \pi - \epsilon)\).

Divide the interval \((\epsilon, \pi - \epsilon)\) into intervals \(i_\nu\), each of length \(\delta (\nabla N^{-1} \lambda^{-3/7})\) and with each \(i_\nu\) we associate a random function \(\mu_\nu(t)\) defined as follows.
This shows that \( \mu_1(t) \) and \( \mu_2(t) \) of §2 are a typical pair from the arbitrary set \( \{ \mu_v(t) \} \). Let \( m_v = \int_0^1 \mu_v(t) \, dt \).

**Lemma 3.** \( \Sigma_v m_v = (N/3^{1/2})(1 + O(\lambda^{-3/7})) \).

**Proof.** By (2.2)

\[
\begin{align*}
 m_1 &= \frac{1}{\pi} \sin^{-1} \left( 1 - \frac{\gamma_{12}^2}{a^2 b^2} \right)^{1/2} \\
 &= \frac{\delta}{\pi} \left( \frac{a_2}{2a^4} \right)^{1/2} (1 + O(N\delta)) \\
 &= \frac{\delta}{\pi} \left( \frac{N}{3^{1/2}} \right) (1 + O(\lambda^{-3/7}))
\end{align*}
\]

from (3.5). This is true for all \( m_v \) and so

\[
\Sigma_v m_v = (N/\pi^{3/2})(1 + O(\lambda^{-3/7})) \Sigma \delta.
\]

But \( \Sigma_v \delta = \pi - 2\epsilon = \pi + O(\lambda^{-3/7}) \). Hence the lemma.

**Lemma 4.** \( \int_0^1 \Sigma_v (\mu_v(t) - m_v)^2 \, dt = O(N^{4/3}\lambda) \).

**Proof.** Same as the proof of [3, Lemma 17].

Let \( N_v(t) \) be the number of zeros of \( \phi(0, t) \) in \( i_v \) and let

\[
N_v^*(t) = \begin{cases} 
N_v(t) & \text{if } N_v(t) > 2, \\
0 & \text{otherwise.}
\end{cases}
\]

Clearly

\[
0 < N_v(t) - \mu_v(t) < N_v^*(t)
\]

and so by Lemma 2

\[
\int_0^1 \Sigma_v (N_v(t) - \mu_v(t)) \, dt < \Sigma_v \int_0^1 N_v^*(t) \, dt = O(N\lambda^{-6/7}).
\]

The total number of zeros of \( \hat{\phi}(\theta, t) \) in \((\epsilon, \pi - \epsilon)\) is \( \Sigma_v N_v(t) \) and so we prove

**Lemma 5.** Except for a set of values of \( t \) of measure not exceeding \((1/4)N^{-2\epsilon_1}\)

\[
\Sigma_v N_v(t) = (N/3^{1/2}) + O(N^{11/13+\epsilon_1})
\]

where \( \epsilon_1 < 1/13 \).

**Proof.** From Lemma 4 we see that outside a set of \( t \) of measure at most \((1/8)N^{-2\epsilon_1}\)
\[
\left[ \sum_v (\mu_v(t) - m_v) \right]^2 = O(N^{2\varepsilon_1 + (4/3)\lambda}).
\]

That is
\[
\sum_v (\mu_v(t) - m_v) = O(N^{\varepsilon_1 + (2/3)\lambda^{1/2}})
\]
and therefore
\[
(5.3) \quad \sum_v \mu_v(t) = (N/3^{1/2}) + O(N\lambda^{-3/7}) + N^{(\varepsilon_1 + (2/3)\lambda^{1/2})}
\]
outside the exceptional set of \(t\). Also (5.2) shows that outside another exceptional set also of measure not exceeding \((1/8)N^{-2\varepsilon_1}\),
\[
(5.4) \quad \sum_v N_v(t) = \sum_v \mu_v(t) + O(N^{1+\varepsilon_1}\lambda^{-6/7})
\]
and hence combining this with (5.3) we get
\[
\sum_v N_v(t) = (N/3^{1/2}) + O(N\lambda^{-3/7}) + O(N^{\varepsilon_1 + (2/3)\lambda^{1/2}})
\]
\[
+ O(N^{1+\varepsilon_1}\lambda^{-6/7})
\]
\[
= (N/3^{1/2}) + O(N^{\varepsilon_1 + (11/13)})
\]
outside an exceptional set of \(t\) of measure at most \((1/4)N^{-2\varepsilon_1}\).

Further the interval \((\pi + \varepsilon, 2\pi - \varepsilon)\) can be treated in the same way and so it follows that in the intervals \((\varepsilon, \pi - \varepsilon)\) and \((\pi + \varepsilon, 2\pi - \varepsilon)\) all the functions \(\phi(\theta, t)\) outside an exceptional set of measure at most \((1/2)N^{-\varepsilon_1}\) have
\[
(5.5) \quad (2N/3^{1/2}) + O(N^{(11/13) + \varepsilon_1})
\]
zeros.

6. In this section we show that outside a small exceptional set of values of \(t\), \(\phi(\theta, t)\) has a negligible number of zeros in the intervals \((0, \varepsilon)\), \((\pi - \varepsilon, \pi + \varepsilon)\) and \((2\pi - \varepsilon, 2\pi)\). By periodicity the number of zeros in \((0, \varepsilon)\) and \((2\pi - \varepsilon, 2\pi)\) is same as the number in \((-\varepsilon, \varepsilon)\) and so we confine our discussion to the interval \((-\varepsilon, \varepsilon)\).

We apply Jensen’s theorem to the function of complex argument
\[
\phi(z) = \phi(z, t) = \sum_{n=1}^{N} g_n(t)\cos nz.
\]

The number of real zeros between \(\pm \varepsilon\) does not exceed the number in the circle \(|z| < \varepsilon\). Let \(n(r) = n(r, t)\) be the number of zeros of \(\phi(z, t)\) in \(|z| < r\). By Jensen’s theorem
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\[ n(\varepsilon) \log 2 < \int_{0}^{2\pi} [n(t)/t] \, dt = (2\pi)^{-1} \int_{0}^{2\pi} \log \left| \frac{\phi(2\varepsilon e^{i\theta})}{\phi(0)} \right| \, d\theta, \]

assuming \( \phi(0) \neq 0 \), and thus

\[ n(\varepsilon) < (2\pi \log 2)^{-1} \int_{0}^{2\pi} \log \left| \frac{\phi(2\varepsilon e^{i\theta})}{\phi(0)} \right| \, d\theta. \]

Now \(|\cos(2N\varepsilon e^{i\theta})| < 2e^{2N\varepsilon}\) and so

\[ |\phi(2\varepsilon e^{i\theta})| < 2e^{2N\varepsilon} (|g_1| + \cdots + |g_N|) < 2Ne^{2N\varepsilon} \max_{n < N} |g_n|. \]

Now if \( \max |g_n| > N \), then \( |g_n| > N \) for at least one value of \( n < N \), so that

\[ P(\max |g_n| > N) < \sum_{n=1}^{N} P(|g_n| > N) \]

(6.2)

\[ = N \left( \frac{2}{N} \right)^{1/2} \int_{N}^{\infty} e^{-(1/2)t^2} \, dt \leq e^{-(1/2)N^2} \]

Hence \(|\phi(2\varepsilon e^{i\theta}, t)| < 2N^2e^{2N\varepsilon}\) outside a \( t \)-set of measure at most \( e^{-(1/2)N^2} \).

The distribution function of \(|\phi(0, t)| = \sum_{n=1}^{N} g_n(t)\) is

\[ G(x) = \begin{cases} \left( \frac{2}{\pi \lambda^2} \right)^{1/2} \int_{0}^{x} e^{-t^2/2\lambda^2} \, dt, & x > 0, \\ 0, & x < 0, \end{cases} \]

where \( \lambda^2 = (1 - \rho)N + \rho(N - 1) \). From this we see that \(|\phi(0, t)| \geq 1\) except for a set of values of \( t \) of measure

\[ (2/\pi \lambda^2)^{1/2} \int_{0}^{1} e^{-t^2/2\lambda^2} \, dt < (2/\pi \lambda^2)^{1/2}. \]

Combining this with (6.1) we get that for all \( \theta \),

\[ \left| \frac{\phi(2\varepsilon e^{i\theta}, t)}{\phi(0)} \right| < 2N^2e^{2N\varepsilon} \]

outside an exceptional set of values of \( t \) whose measure does not exceed \( e^{-N^2/2} + (2/\pi \lambda^2)^{1/2} \) which itself does not exceed \( (1/4)N^{-2\varepsilon} \), if \( N \) is large enough. From (6.1) and (6.3) we see that outside the exceptional set

\[ n(\varepsilon, t) < 1 + (2 \log N + 2N\varepsilon) \log 2 = O(N^{10/13}). \]

This gives an upper bound for the number of zeros of \( \phi(\theta, t) \) in \((-\varepsilon, \varepsilon)\). Similar result can be obtained for \((\pi - \varepsilon, \pi + \varepsilon)\).

Combining (5.5) and (6.4) and adding together all the exceptional sets we get the proof of Theorem 1.
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APPENDIX. Now we show

\[
\alpha_0 = \alpha_1 = 0, \quad \alpha_2 = (1 - \rho)^2 \frac{N^4}{6} \left[1 + O(N^{-7/13})\right],
\]

\[
\alpha_3 = O(N^5), \quad \alpha_4 = O(N^6).
\]

We have used these values from §3 to §6 of this paper.

\[
\alpha_0 = (a^2 e^2 - \gamma_{13}^2)_{\delta = 0}
\]

\[
= \left\langle (1 - \rho) \sum_{n=1}^{N} \cos^2 n\theta + \rho \sin^2(\theta) \right\rangle
\]

\[
\times \left\langle (1 - \rho) \sum_{n=1}^{N} \cos^2 (\theta + \delta) + \rho \sin^2(\theta + \delta) \right\rangle
\]

\[
- \left\langle (1 - \rho) \sum_{n=1}^{N} \cos n\theta \cos n(\theta + \delta) + \rho \sin(\theta) \sin(\theta + \delta) \right\rangle
\]

\[
= 0.
\]

\[
\alpha_1 = \left\langle \frac{d}{d\delta} (a^2 e^2 - \gamma_{13}^2) \right\rangle_{\delta = 0}
\]

\[
= \left\langle (1 - \rho) \sum_{n=1}^{N} \cos^2 n\theta + \rho \sin^2(\theta) \right\rangle
\]

\[
\times \left\langle -2(1 - \rho) \sum_{n=1}^{N} n \cos (\theta + \delta) \sin (\theta + \delta)
\right\rangle
\]

\[
+ 2\rho \sin(\theta + \delta) \sin'(\theta + \delta)
\]

\[
- 2 \left\langle -(1 - \rho) \sum_{n=1}^{N} n \cos \theta \sin (\theta + \delta)
\right\rangle
\]

\[
+ \rho \sin(\theta) \sin'(\theta + \delta)
\]

\[
\times \left\langle (1 - \rho) \sum_{n=1}^{N} \cos n\theta \cos (\theta + \delta) + \rho \sin(\theta) \sin(\theta + \delta) \right\rangle
\]

\[
= 0.
\]
\[ \alpha_2 = \left[ \frac{d^2}{d\theta^2} \left( a^2 \gamma_2^2 - \gamma_{13}^2 \right) \right]_{\delta=0} \]

\[ = \left[ (1 - \rho) \sum_{n=1}^{N} \cos^2 n\theta + \rho s^2(\theta) \right] \times \left[ 2(1 - \rho) \sum_{n=1}^{N} n^2 \sin^2 n(\theta + \delta) \right. \]

\[ - 2(1 - \rho) \sum_{n=1}^{N} n^2 \cos^2 n(\theta + \delta) + 2\rho(s'(\theta + \delta))^2 \]

\[ + 2\rho s(\theta + \delta)s''(\theta + \delta) \right] \times \left[ -(1 - \rho) \sum_{n=1}^{N} n \cos n\theta \sin n(\theta + \delta) + \rho s(\theta)s'(\theta + \delta) \right] \]

\[ = \left[ (1 - \rho) \sum_{n=1}^{N} \cos^2 n\theta + \rho s^2(\theta) \right] \times \left[ 2(1 - \rho) \sum_{n=1}^{N} n^2 \sin^2 n\theta \right. \]

\[ - 2(1 - \rho) \sum_{n=1}^{N} n^2 \cos^2 n\theta \]

\[ + 2\rho(s'(\theta))^2 + 2\rho s(\theta)s''(\theta) \right] \]

\[ - 2 \left[ (1 - \rho) \sum_{n=1}^{N} n \cos n\theta \sin n\theta + \rho s(\theta)s'(\theta) \right]^2 \]

\[ - 2 \left[ (1 - \rho) \sum_{n=1}^{N} \cos^2 n\theta + \rho s^2(\theta) \right] \times \left[ -(1 - \rho) \sum_{n=1}^{N} n^2 \cos^2 n\theta + \rho s(\theta)s''(\theta) \right]. \]
Using the values in §3, we find that only the last product in the above contains the maximum value. That is

\[ \alpha_2 = (1 - \rho)^2 \frac{N^4}{6} \left[ 1 + O(N^{-7/13}) \right]. \]

Similarly successive differentiation gives

\[ \alpha_3 = O(N^5) \quad \text{and} \quad \alpha_4 = O(N^6). \]
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