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ABSTRACT. Suppose $X$ is a Banach space, $\Omega \subset X$ is closed and convex, and $A: [0, \infty) \times \Omega \to X$ is continuous. Then if

$$\lim_{h \to 0^+} \|x + hA(t, x); \Omega \|_h = 0 \quad \text{for all } (t, x) \in [0, \infty) \times \Omega,$$

there exist approximate solutions to the initial value problem

$$(\text{IVP}) \quad u'(t) = A(t, u(t)), \quad u(0) = x \in \Omega.$$

In the case that $A(t, x) = B(t, x) + C(t, x)$, where $B$ satisfies a dissipative condition and $C$ is compact, we obtain a growth estimate on the measure of noncompactness of trajectories for a class of approximate solutions. This estimate is employed to obtain existence of periodic solutions to (IVP).

Let $X$ be a Banach space with norm $\| \cdot \|$ and $D \subset X$ be closed and convex. Suppose $B: [0, \infty) \times D \to X$ is continuous and for each $x \in D$ there exists a unique solution $u(\cdot ; x): [0, \infty) \to D$ to the initial value problem:

$$(0.1) \quad u'(t) = B(t, u(t)), \quad u(0) = x.$$

Define the translation operator $U: [0, \infty) \times D \to D$ associated with (0.1) by $U(t, x) = u(t; x)$. Let $X^*$ with norm also denoted $\| \cdot \|$ be the dual space of $X$ and for $x, y \in X$ define $\langle x, y \rangle_\cdot = \inf\{\langle \phi(x): \phi \in X^*, \phi(y) = \|y\|^2 - |\phi|^2\}$. Then if for some real number $L$

$$(0.2) \quad \langle B(t, x) - B(t, y), x - y \rangle_\cdot \leq L|x - y|^2$$

for all $(t, x), (t, y) \in [0, \infty) \times D$, the translation operator associated with (0.1) satisfies $|U(t, x) - U(t, y)| \leq e^{Lt}|x - y|$. Thus if $L < 0$ and $\sigma > 0$ there exists unique $x_\sigma \in D$ for which $U(\sigma, x_\sigma) = x_\sigma$. Consequently, if $B$ is $\sigma$-periodic in $t$, then there exists a unique $\sigma$-periodic solution $u$ to (0.1) with $u(0) = x_\sigma$. In fact, such results are available when, for each $t, B(t, \cdot)$ is possibly multivalued (Crandall and Pazy [2]).

Let $C$ be completely continuous and suppose for each $x \in D$ there is a unique solution to the perturbed problem:

Received by the editors September 2, 1976.

AMS (MOS) subject classifications (1970). Primary 34G05; Secondary 47H15.

Key words and phrases. Banach space, dissipative, measure of noncompactness, periodic solutions.
(IVP) \[ u'(t) = B(t, u(t)) + C(t, u(t)), \quad u(0) = x \in D. \]

In general, the translation operator associated with (IVP) is not Lipschitz continuous. However, under certain conditions the translation operator associated with (IVP) does satisfy estimates involving the measure of noncompactness. The measure of noncompactness of a bounded subset \( F \) of \( X \), denoted \( \alpha[F] \), is the infimum of \( \epsilon > 0 \) such that \( F \) can be covered by a finite number of sets of diameter no larger than \( \epsilon \). In §1 rather than assume the existence of solutions to (IVP) and consider trajectories of solutions, we obtain a measure of noncompactness estimate on the trajectories of approximate solutions to (IVP). We also consider a condition on \( B \) more general than (0.2). In §2 these estimates are applied to the existence of periodic solutions and in §3 applications and an example are indicated.

1. Measure of noncompactness estimates. In this section we obtain growth estimates on the measure of noncompactness along trajectories of approximate solutions to the initial value problem:

(IVP) \[ u'(t) = B(t, u(t)) + C(t, u(t)), \quad u(0) = z \in D. \]

The concept of the measure of noncompactness is attributed to Kuratowski [6]. More recently, the measure of noncompactness has been applied to existence of solutions to differential equations in Banach spaces (see, for example, Cellina [1]; Li [9]; and Martin [11], [12]). We list without proof several properties of the measure of noncompactness.

**Proposition 1.** Suppose \( E_1 \) and \( E_2 \) are bounded subsets of \( X \).

(i) If \( E_1 \subset E_2 \), then \( \alpha[E_1] \leq \alpha[E_2] \);

(ii) \( \alpha[E_1] = \alpha[E_1]^c \), where \( E_1^c \) is the closure of \( E_1 \);

(iii) \( \alpha[E_1] = 0 \) if and only if \( E_1 \) is totally bounded;

(iv) \( \alpha[E_1 + E_2] \leq \alpha[E_1] + \alpha[E_2] \), where \( E_1 + E_2 = \{x + y: x \in E_1, y \in E_2\} \);

(v) \( \alpha[co(E_1)] = \alpha[E_1], \) where \( co(E_1) \) denotes the convex hull of \( E_1 \).

Throughout this paper let \( \psi: [0, \infty) \times R \to R \) be a continuous function such that scalar equation

\[ \tau'(t) = \psi(t, \tau(t)), \quad \tau(0) = r \in [0, \infty) \]

has the property that for \( r = 0 \) there is only the trivial solution and for \( r > 0 \) the maximal solution \( \tau(t; r) \) exists on \( [0, \infty) \). Also, we shall frequently assume the following:

(E1) \( D \subset X \) is closed, bounded, and convex and \( B \) and \( C \) are continuous functions from \( [0, \infty) \times D \) into \( X \);

(E2) \( \lim_{h \to 0^+} |x + h[B(t, x) + C(t, x)]|/h = 0 \) for all \( (t, x) \in [0, \infty) \times D \), where, for \( y \in X, |y|; D = \inf\{|y - z|: z \in D\}; \)
(E3) $B$ is bounded on bounded subsets of $[0, \infty) \times D$ and $\langle B(t, x) - B(t, y), x - y \rangle \leq \psi(t, |x - y|)|x - y|$ for all $(t, x), (t, y) \in [0, \infty) \times D$;

(E4) $C$ maps bounded subsets of $[0, \infty) \times D$ into totally bounded subsets of $X$;

(E5) Either (i) $C$ is uniformly continuous on $[0, \infty) \times D$ or (ii) the dual space $X^*$ of $X$ is uniformly convex.

In the following theorem we define approximate solutions to (IVP) and give sufficient conditions for their existence. For the proof of Proposition 2 see Martin [10].

Throughout this paper we let $\{\epsilon_n\}_{n=0}^{\infty}$ be a nonincreasing sequence in $(0, 1)$ with $\lim_{n \to \infty} \epsilon_n = 0$.

**Proposition 2.** Suppose (E1) and (E2) hold. Let $z \in D$. Then for each $T > 0$ there exists $M = M(T, z) > 0$ such that for each positive integer $n$ there is a continuous function $u_n; [0, T] \to D$ with the properties:

1. $u_n(0) = z$;
2. $|u_n(t) - u_n(s)| < M|t - s|$ for all $t, s \in [0, T]$; and
3. for all but a finite number of $t \in [0, T], u_n'(t)$ exists and $|u_n'(t) - [B(t, u_n(t)) - C(t, u_n(t))]| < \epsilon_n$.

Furthermore, if $\{u_n\}_{n=0}^{\infty}$ satisfies (1)-(3) and $\lim_{n \to \infty} u_n(t) = u(t)$ for each $t \in [0, T]$, then $u$ is continuous from $[0, T]$ into $D$ and satisfies (IVP) for all $t \in [0, T]$.

**Remark 1.** If $B + C$ is bounded on bounded subsets of $[0, \infty) \times D$, $M$ in Proposition 2 may be chosen independently of $z$; i.e., for each $T > 0$ there exists $M = M(T) > 1$ such that the family of functions

$$\mathcal{A}(z, n, T, M) = \{u : [0, T] \to D : u \text{ satisfies (1)-(3) of Proposition 2}\}$$

is nonempty for all $z \in D$ and each positive integer $n$.

Recall that $\tau(t; r)$ denotes the maximal solution to (IVP)$_r$ on $[0, \infty)$ with $\tau(0; r) = r$.

**Theorem 1.** Suppose (E1) - (E5) hold and $T > 0$. Choose $M = M(T) > 0$ and for each $z \in D$ and positive integer $n$ define $\mathcal{A}(z, n, T, M)$ as in Remark 1. Then for each $E \subset D$ there exists a sequence of continuous functions $\tau_n(\cdot; \alpha[E]) : [0, T] \to \mathbb{R}$ such that

$$\lim_{n \to \infty} \tau_n(t; \alpha[E]) = \tau(t; \alpha[E])$$

uniformly on $[0, T]$ and for sufficiently large $n$

$$\alpha[\{u(t) : u \in \mathcal{A}(z, n, T, M) \text{ with } z \in E\}] \leq \tau_n(t; \alpha[E])$$

for all $t \in [0, T]$.

Two lemmas are essential to our proof of Theorem 1. The proof of the first
Lemma can be found in Lakshmikantham and Leela [7].

**Lemma 1.** Let \( r > 0 \). For each \( T > 0 \) there exists \( \beta(T) > 0 \) such that if \( 0 < \beta < \beta(T) \) then the maximal solution \( \tau_\beta(t; r) \) to

\[
\tau'(t) = \psi(t, \tau(t)) + \beta, \quad \tau(0) = r + \beta,
\]

exists on \([0, T]\). Furthermore, \( \lim_{\beta \to 0^+} \tau_\beta(t; r) = \tau(t; r) \) uniformly on \([0, T]\), where \( \tau(t; r) \) is the maximal solution to (IVP)\( _S \).

**Lemma 2.** Let \( r > 0 \) and choose \( \beta > 0 \) such that the maximal solution \( \tau_\beta(t; r) \) to (1.1) exists on \([0, T]\). Then the maximal solution \( \theta_\beta(t; r) \) to

\[
\theta'(t) = 2\psi(t, \theta(t))^{1/2}\theta(t)^{1/2} + 2\beta\theta(t)^{1/2}, \quad \theta(0) = (r + \beta)^2,
\]

exists on \([0, T]\) and \( \theta_\beta(t; r) = [\tau_\beta(t; r)]^2 \).

**Proof of Lemma 2.** The assertion readily follows from the observation that if \( \theta \) is a solution to (1.2) then \( \theta(t) \neq 0 \) for all \( t \in [0, T] \).

Let \( C([a, b]; X) \) denote the Banach space of continuous functions \( u \) from \([a, b]\) into \( X \) with norm \( \| \cdot \| \) defined by \( \| u \| = \sup \{|u(t)|: a < t < b\} \). Also, we use the facts that if \( x, y, z \in X \) then \( \langle x + y, z \rangle_\_ \leq \langle x, z \rangle_\_ + |y||z| \) and if \( u: [a, b] \to X \) is differentiable at \( t \in (a, b) \) with \( p(t) = \| u(t) \|^2 \) then \( p'_-(t) \) exists with \( p'_-(t) = 2\langle u'(t), u(t) \rangle _\_ \).

**Proof of Theorem 1.** For \( E \subset D \) and positive integer \( n \) let \( \mathcal{B}(E; n) = \bigcup_{z \in E} \mathcal{B}(z, n, T, M) \). Suppose (E5(i)) holds; i.e., \( C \) is uniformly continuous on \([0, \infty) \times D \). Let \( m \) be a positive integer. Since \( \mathcal{B}(E; m) \) is an equicontinuous family of \( \mathcal{C}([0, T]; X) \) and \( C \) is uniformly continuous, the family \( \{ C(\cdot, u(\cdot)): u \in \mathcal{B}(E; m) \} \) is equicontinuous. Also, by (E4) \( \{ C(t, u(t)): u \in \mathcal{B}(E; m) \text{ and } t \in [0, T] \} \) is totally bounded on \( X \). By Ascoli's Theorem there exist a positive integer \( l \) and a finite subset \( \{ u_1, \ldots, u_l \} \) of \( \mathcal{B}(E; m) \) such that for each \( u \in \mathcal{B}(E; m) \) there is an \( i \in \{1, \ldots, l\} \) for which \( \| C(\cdot, u(\cdot)) - C(\cdot, u_i(\cdot)) \| < e_m/2 \). For each \( 1 \leq i \leq l \) let

\[
Q_i = \{ u \in \mathcal{B}(E; m): \| C(\cdot, u(\cdot)) - C(\cdot, u_i(\cdot)) \| < e_m/2 \}.
\]

Let \( \{ E_i \}_i \) be a finite cover of \( E \) for which the diameter of each \( E_i \) is less that \( \alpha[E] + e_m \). Let \( R_y = \mathcal{B}(E_i, m) \cap Q_j \) and note that for each \( t \in [0, T] \) the sets \( \{ u(t): u \in R_y \}, 1 \leq i < k \) and \( 1 \leq j < l \), form a finite cover for \( \{ u(t): u \in \mathcal{B}(E; m) \} \).

Let \( 1 \leq i < k \) and \( 1 \leq j < l \) and \( u, v \in R_y \). Define \( p: [0, T] \to [0, \infty) \) by \( p(t) = |u(t) - v(t)|^2 \). Then \( p \) is continuous and for all but a finite number of \( t \in [0, T] \) \( p'_-(t) \) exists with
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\[ p'(t) = 2\langle u'(t) - v'(t), u(t) - v(t) \rangle - 2\langle B(t, u(t)) + C(t, u(t)) - B(t, v(t)) - C(t, v(t)), u(t) - v(t) \rangle - \varepsilon_m |u(t) - v(t)| \]

\[ < 2\langle B(t, u(t)) - B(t, v(t)), u(t) - v(t) \rangle + 2\varepsilon_m |u(t) - v(t)| \]

\[ < 2\psi(t, |u(t) - v(t)|) |u(t) - v(t)| + 2\varepsilon_m |u(t) - v(t)|. \]

Also, \( p(0) < (\alpha[E] + \varepsilon_m)^2 \) and thus by Lemma 1, \( p(t) \leq \theta_{\tau_m(t; \alpha[E])} \) for all \( t \in [0, T] \), where \( \theta_{\tau_m(t; \alpha[E])} \) is the maximal solution to (1.2) with \( \beta = \varepsilon_m \) and \( r = \alpha[E] \). Consequently, by Lemma 2, \( p(t)^{1/2} \leq \tau_m(t; \alpha[E]) \) and thus

\[ \sup \{ |u(t) - v(t)| : u, v \in \mathcal{R}_y \} \leq \tau_m(t; \alpha[E]) \]

for each \( t \in [0, T] \). In addition, \( \bigcup_i \mathcal{R}_y = \mathcal{B}(E; m) \) and therefore by the definition of the measure of noncompactness

\[ \alpha[\{ u(t) : u \in \mathcal{B}(E; m) \}] \leq \tau_m(t; \alpha[E]) \]

for all \( t \in [0, T] \). By Lemma 1, \( \lim_{m \to \infty} \tau_m(t; \alpha[E]) = r(t; \alpha[E]) \) uniformly on \([0, T]\), and the assertion follows if (E5(ii)) holds.

Suppose (E5(ii)) holds (i.e., the dual space \( X^* \) of \( X \) is uniformly convex) and let \( m \) be a positive integer. For each \( u \in \mathcal{B}(E; m) \) define \( W_u : [0, T] \to X \) by \( W_u(t) = \int_0^t C(s, u(s)) \, ds \). By (E4) we have the family \( \{ W_u : u \in \mathcal{B}(E; m) \} \) is equicontinuous and the set \( \{ W_u(t) : u \in \mathcal{B}(E; m) \text{ and } t \in [0, T] \} \) is totally bounded. Let \( \delta > 0 \). By Ascoli's Theorem there exists a finite set \( \{ u_i \}_1 \subset \mathcal{B}(E; m) \) such that for each \( u \in \mathcal{B}(E; m) \) there exists \( 1 < i < l \) with \( \| W_u - W_{u_i} \| < \delta/2 \). For \( 1 < i < l \) let

\[ Q_i = \{ u \in \mathcal{B}(E; m) : \| W_u - W_{u_i} \| < \delta/2 \}. \]

Let \( \{ E_i \}_1 \) be a finite cover of \( E \) such that the diameter of each \( E_i \) is less than \( \alpha[E] + \varepsilon_m \). As before, let \( R_y = \mathcal{B}(E; m) \cap Q_j \) and let \( u, v \in R_y \) for some \( 1 < i < k \) and \( 1 < j < l \). Define \( p : [0, T] \to [0, \infty) \) by

\[ p(t) = |u(t) - v(t) - W_u(t) + W_v(t)|^2. \]

For all but a finite number of \( t \in [0, T] \), \( p'(t) \) exists with

\[ p'(t) = 2\langle u'(t) - v'(t) - C(t, u(t)) + C(t, v(t)), u(t) - v(t) - W_u(t) + W_v(t) \rangle - 2\langle B(t, u(t)) - B(t, v(t)), u(t) - v(t) - W_u(t) + W_v(t) \rangle - 4\varepsilon_m p(t)^{1/2} \]

Let \( \varepsilon > 0 \). By the uniform continuity of the map \( (x, y) \to \langle x, y \rangle_{-} \) on bounded subsets of \( X \times X \) (see Kato [3]) and by the uniform continuity of \( \psi \) on compact subsets of \([0, \infty] \times [0, \infty] \) we may choose \( \delta > 0 \) such that
\[ p'(t) < 2\langle B(t, u(t)) - B(t, v(t)), u(t) - v(t) \rangle + \varepsilon + 2\varepsilon m^p(t) t^{1/2} \]
\[ < 2\varepsilon (t, \varepsilon m^p(t) t^{1/2}) + \varepsilon + 2\varepsilon m^p(t) t^{1/2} + \varepsilon. \]

By Lemmas 1 and 2 the maximal solution \( \theta_{4\varepsilon m, \varepsilon}(t; \alpha[E]) \) to the equation
\[ \theta'(t) = 2\varepsilon (t, \theta(t)^{1/2}) \theta(t)^{1/2} + 4\varepsilon m\theta(t)^{1/2} + \varepsilon, \quad \theta(0) = \alpha[E] + \varepsilon_m, \]
eexists on \([0, T]\) for sufficiently large \( m \) and small \( \varepsilon \). Therefore, we have
\[ p(t) = |u(t) - v(t) - W_u(t) + W_v(t)|^2 < \theta_{4\varepsilon m, \varepsilon}(t; \alpha[E]) \]
for all \( t \in [0, T] \). By Lemma 1, \( \lim_{\varepsilon \to 0} \theta_{4\varepsilon m, \varepsilon}(t; \alpha[E]) = \theta_{4\varepsilon m}(t; \alpha[E]) \)
uniformly on \([0, T]\), where \( \theta_{4\varepsilon m}(t; \alpha[E]) \) is the maximal solution to (1.2) with \( \beta = 4\varepsilon m \). Consequently, for any \( \varepsilon > 0 \) and \( 1 \leq i < k \) and \( 1 < j < l \)
\[ \sup\{|u(t) - W_u(t) - v(t) + W_v(t)|: u, v \in R_0\} \leq \left[ \theta_{4\varepsilon m, \varepsilon}(t; \alpha[E]) \right]^{1/2} \]
for each \( t \in [0, T] \) and thus
\[ \alpha[\{u(t) - W_u(t): u \in \mathcal{E}(E; m)\}] \leq \left[ \theta_{4\varepsilon m}(t; \alpha[E]) \right]^{1/2} \]
for each \( t \in [0, T] \). Noting that \( \{W_u(t): u \in \mathcal{E}(E; m) \text{ and } t \in [0, T]\} \)
is totally bounded we have for each \( t \in [0, T] \) that
\[ \alpha[\{u(t): u \in \mathcal{E}(E; m)\}] = \alpha[\{u(t) - W_u(t): u \in \mathcal{E}(E; m)\}] \]
\[ \leq \left[ \theta_{4\varepsilon m}(t; \alpha[E]) \right]^{1/2} = \tau_{4\varepsilon m}(t; \alpha[E]). \]

By Lemma 1, \( \lim_{\varepsilon \to 0} \tau_{4\varepsilon m}(t; \alpha[E]) = \tau(t; \alpha[E]) \)
uniformly on \([0, T]\), and the assertions follow.

We say that \( u \) is a solution to (IVP) on \([0, b)\) provided \( u: [0, b) \to D \) and \( u \)
is continuous on \([0, b) \) and satisfies (IVP) for each \( t \in [0, b) \).

**Theorem 2.** Let \((E1) - (E5)\) hold. Then for each \( z \in D \) there exists a solution to (IVP). Furthermore, noncontinuable solutions to (IVP) exist on \([0, \infty)\) and for each \( E \subset D \)
\[ \alpha[\{u(t): u \text{ is a solution to (IVP), } u(0) \in E\}] < \tau(t; \alpha[E]) \]
for all \( t \in [0, \infty) \). In addition, suppose for each \( z \in D \) there is a unique solution \( u(t; z) \) to (IVP). Then solutions depend continuously on initial values; i.e., if \( \{z_n\}_{n=1}^\infty \subset D \) with \( \lim_{n \to \infty} z_n = z \), then \( \lim_{n \to \infty} u(t; z_n) = u(t; z) \) uniformly on compact subsets of \([0, \infty)\).

**Proof.** Let \( z \in D \) and \( T > 0 \). By Proposition 2 there exists \( M > 1 \) such that \( \mathcal{E}(z, n, T, M) \) is nonvoid for each \( n \). By Theorem 1 and since \( \alpha[\{z\}] = 0 \), there exists a sequence of functions \( \tau_n: [0, T] \to [0, \infty) \) such that \( \lim_{n \to \infty} \tau_n(t) = \tau(t; 0) = 0 \) uniformly on \([0, T]\) and
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\[ \alpha[\{u(t): u \in \mathcal{B}(z, n, T, M)\}] < \tau(t) \]

for each \( t \in [0, T] \). Select a sequence \( \{u_n\}_n^\infty \) with \( u_n \in \mathcal{B}(z, n, T, M) \) for each \( n \). Then \( \lim_{n \to \infty}\alpha[\{u_k(t): k > n\}] = 0 \) uniformly on \([0, T]\) and thus for each \( t \in [0, T] \) the set \( \{u_n(t)\}_n^\infty \) is totally bounded. Also, by (2) of Proposition 2 \( \{u_n\}_n^\infty \) is an equicontinuous family on \([0, T]\) and therefore by Ascoli’s Theorem there is a uniformly convergent subsequence of \( \{u_n\}_n^\infty \), which by Proposition 2 converges to a solution of (IVP).

Suppose \( u \) is a noncontinuable solution to (IVP) defined on \([0, c)\) with \( c < \infty \). (Note that by the preceding paragraph we have local existence of solutions and thus the noncontinuable solution \( u \) is defined on \([0, c)\) rather than \([0, c]\).) Then

\[ |u(t) - u(s)| = \left| \int_s^t B(r, u(r)) + C(r, u(r)) \, dr \right| \leq |t - s|M_1 \]

where \( M_1 = \sup \{|B(t, x) + C(t, x)|: (t, x) \in [0, c] \times D\} \). Therefore, \( \lim_{t \to c^-} u(t) = w \) exists and defining \( u(c) = w \) we extend \( u \) to \([0, c]\), a contradiction to the noncontinuability of \( u \).

If \( u \) is a solution to (IVP) then \( u \) is an \( \epsilon_n \)-approximate solution for all \( n \). Thus by Theorem 1 for \( E \subset D \)

\[ \alpha[\{u(t): u \text{ is a solution to (IVP), } u(0) \in E\}] < \tau(t; \alpha[E]) \]

for all \( t \in [0, \infty) \).

Finally, suppose solutions to (IVP) are unique and let \( \{z_n\}_n^\infty \subset D \) with \( \lim_{n \to \infty} z_n = z \). Since \( \alpha[\{z_n\}_n^\infty] = 0 \) from Theorem 1 we have \( \alpha[\{u(t; z_n): n \geq 1\}] = 0 \) for each \( t \in [0, \infty) \). Let \( c > 0 \). Then the family \( \{u(\cdot; z_n): n \geq 1\} \) is equicontinuous on \([0, c]\) and by Ascoli’s Theorem \( \{u(\cdot; z_n): n > 1\} \) has a subsequence \( \{u(\cdot; z_{n_k})\}: k \geq 1 \) uniformly convergent on \([0, c]\). Let \( v(t) = \lim_{k \to \infty} u(t; z_{n_k}) \). Then \( v \) is continuous on \([0, c]\) and since \( \{(r, v(r)): r \in [0, c]\} \) is compact we have

\[ v(t) = \lim_{k \to \infty} z_{n_k} + \int_0^t B(r, u(r; z_{n_k})) + C(r, u(r; z_{n_k})) \, dr \]

\[ = z + \int_0^t B(r, v(r)) + C(r, v(r)) \, dr \]

for each \( t \in [0, c] \). Since solutions to (IVP) are unique \( v(t) = u(t; z) \) for all \( t \in [0, c] \), and continuous dependence follows.

2. Applications to periodic solutions. Let \( U \) be the map from \([0, \infty) \times D \) into the class of subsets of \( D \) defined by

\[ U(t, x) = \{u(t): u \text{ is a solution to (IVP), } u(0) = x\} \]

Let \( \sigma > 0 \) and suppose
(E6) for each \( x \in D \), \( B(t, x) + C(t, x) \) is \( \sigma \)-periodic in \( t \).
Then the existence of a \( \sigma \)-periodic solution to (IVP) is equivalent to the existence of \( x \in D \) for which \( x \in U(\sigma, x) \). The results of this section rest on this well-known fact and the following fixed point theorem due to Sadovskii [14].

A function \( f: E \times X \to X \) is said to be condensing if \( f \) is continuous on \( E \) and for each bounded subset \( E_0 \) of \( E \) with \( \alpha[E_0] > 0 \) we have that \( \alpha[f(E_0)] < \alpha[E_0] \). Note that a completely continuous function is condensing.

**Proposition 3** (Sadovskii [14]). Suppose \( E \subset X \) is nonempty, closed, bounded, and convex and \( f: E \to E \) is condensing. Then \( \{ z \in E: f(z) = z \} \) is nonempty and compact.

Let \( \mathcal{B} \mathcal{C}([0, \infty); X) \) be the Banach space of bounded continuous functions \( u: [0, \infty) \to X \) with \( \| u \| = \sup\{|u(t)|: t \in [0, \infty)\} \).

**Theorem 3.** In addition to (E1)-(E6) suppose solutions to (IVP) are unique. Suppose further that for each \( r > 0 \) the maximal solution \( \tau(t; r) \) to (IVP)_s satisfies \( \tau(\sigma; r) < r \). Then the family of \( \sigma \)-periodic solutions to (IVP) is nonempty and compact in \( \mathcal{B} \mathcal{C}([0, \infty); X) \).

**Proof.** Define \( U: [0, \infty) \times D \to D \) by \( U(t, x) = u(t; x) \) where \( u(t; x) \) is the unique solution to (IVP) with \( u(0) = x \). By Theorem 2, \( U(\sigma, \cdot): D \to D \) is continuous and by Theorem 2 and the assumption on the maximal solution to (IVP)_s, \( U(\sigma, \cdot) \) is condensing. Thus by Proposition 3 the set \( \{ z \in D: U(\sigma, z) = z \} \) is nonempty and compact from which the assertions follow.

In general, the author does not know if Theorem 3 is valid if solutions to (IVP) are not assumed to be unique. However, we are able to obtain results when the interior of \( D \) is nonvoid. The approach involves approximating the right-hand side of (IVP) and for this we consider the scalar equation:

\[
(2.1) \quad x'(t) = \psi(t, x(t)) + \beta x(t), \quad x(0) = 0,
\]
where \( \beta > 0 \).

**Theorem 4.** In addition to (E1)-(E6) suppose \( D \) has nonempty interior. Suppose further that for each \( r > 0 \) the maximal solution \( \tau(t; r) \) to (IVP)_s satisfies \( \tau(\sigma; r) < r \) and for each \( \beta > 0 \) the trivial solution is the maximal solution to (2.1). Then the family of \( \sigma \)-periodic solutions to (IVP) is nonempty and compact in \( \mathcal{B} \mathcal{C}([0, \infty); X) \).

**Remark 2.** If \( \psi(t, r) \leq 0 \) for all \( (t, r) \in [0, \infty) \times [0, \infty) \) or if \( \psi(t, r) = \rho(t)r \) where \( \rho: [0, \infty) \to \mathbb{R} \) is continuous, then the trivial solution is the maximal solution to (2.1).

In the proof of Theorem 4 we use two lemmas. The first lemma may be
proved by a construction similar to that used by Lasota-Yorke [8]. We omit the proof.

**Lemma 3.** Let (E1) and (E4) hold and define \( R(C) = \{ C(t, x): (t, x) \in [0, \sigma] \times D \} \). Then for each \( \epsilon > 0 \) there exists a continuous function \( C_\epsilon: [0, \sigma] \times D \to X \) satisfying

(i) \( |C_\epsilon(t, x) - C(t, x)| \leq \epsilon \) for all \( (t, x) \in [0, \sigma] \times D \);
(ii) \( C_\epsilon(t, x) \in \text{convex hull of } R(C) \) for all \( (t, x) \in [0, \sigma] \times D \);
(iii) \( C_\epsilon \) is locally Lipschitz continuous.

Furthermore, if \( C \) is uniformly continuous on \([0, \sigma] \times D\) then (iii) may be replaced by

(iii)' \( C_\epsilon \) is Lipschitz continuous.

**Lemma 4.** In addition to the suppositions of Theorem 4, suppose \( \{A_n\}_{n=1}^\infty \) is a sequence of continuous functions defined on \([0, \sigma] \times D\) such that \( \lim_{n \to \infty} A_n(t, x) = B(t, x) + C(t, x) \) uniformly on \([0, \sigma] \times D\) and for each \( n \) there exists a continuous function \( u_n: [0, \sigma] \to D \) with \( u_n(0) = x_n(0) \) and \( u'_n(t) = A_n(t, u_n(t)) \) for all \( t \in [0, \sigma] \). Thus \( \{u_n\}_{n=1}^\infty \) has a subsequence uniformly convergent on \([0, \sigma] \).

**Proof of Lemma 4.** Let \( M > 1 \) such that

\[
\sup\{|B(t, x) + C(t, x)|: (t, x) \in [0, \sigma] \times D\} < M - 1.
\]

Since \( \lim_{n \to \infty} A_n(t, x) = B(t, x) + C(t, x) \) uniformly on \([0, \sigma] \times D\), we may assume \( u_n \in \mathcal{Q}(u_n(0), n, \sigma, M) \) for each \( n \). For each \( n \) define \( U_n \) from \([0, \sigma] \times D\) into the class of subsets of \( D \) by \( U_n(t, x) = \{u(t): u \in \mathcal{Q}(x, n, \sigma, M)\} \) and \( D_n = \{ x \in D: x \in U_n(\sigma, x) \} \). Then \( u_n(0) \in D_n \) for each \( n \). Suppose for the moment that \( \lim_{n \to \infty} \alpha[D_n] = 0 \). Then \( \alpha[\{u_n(0)\}_{n=1}^\infty] = 0 \) and thus, by Theorem 1,

\[
\lim_{k \to \infty} \alpha\left(\left\{ U_k(t, x): x \in \{u_n(0)\}_{n=1}^\infty\right\}\right) = 0 \text{ for each } t \in [0, \sigma].
\]

Consequently, for each \( t \in [0, \sigma] \) we have \( \alpha[\{u_n(t)\}_{n=1}^\infty] = 0 \) and therefore the assertion follows from Ascoli's Theorem.

It remains to be shown that \( \lim_{n \to \infty} \alpha[D_n] = 0 \). Since \( D_{n+1} \subset D_n \), \( \alpha[D_n] \) is a decreasing sequence of positive numbers and so \( \lim_{n \to \infty} \alpha[D_n] = c \). Suppose for contradiction that \( c > 0 \). By assumption the maximal solution \( \tau(t; c) \) to (IVP) satisfies \( \tau(\sigma; c) < c \) and thus \( \tau(\sigma; \alpha[D_n]) < c \) for sufficiently large \( n \). Also, from Theorem 1 and Lemma 1 there exists a sequence of continuous \( \tau_n(\cdot; a[D_n]): [0, \sigma] \to [0, \infty) \) such that \( \lim_{n \to \infty} \tau_n(t; a[D_n]) = \tau(t; c) \) uniformly on \([0, \sigma] \) and we have

\[
\alpha[D_n] = \alpha\left(\left\{ U_n(\sigma, x): x \in D_n\right\}\right) \leq \tau_n(\sigma; \alpha[D_n]) < c \leq \alpha[D_n]
\]

for sufficiently large \( n \). Since this is impossible we conclude that \( \lim_{n \to \infty} \alpha[D_n] = 0 \).
Proof of Theorem 4. Let \( \delta_n \to 0^+ \) and for each \( n \) approximate \( C: [0, a] \times D \to X \) with \( C_n \) satisfying properties (i), (ii), and (iii) or (iii)' of Lemma 3 with \( \varepsilon = \delta_n \). Let \( y_0 \) be an interior point of \( D \) and choose \( r > 0 \) such that \( \{ x \in X : |x - y_0| < r \} \subset D \). For each \( n \) define \( \lambda_n = \frac{3\delta_n}{r} \) and \( A_n: [0, a] \times D \to D \) by \( A_n(t, x) = B_n(t, x) + C_n(t, x) \) where \( B_n(t, x) = B(t, x) + \lambda_n(y_0 - x) \). Let \( n \) be a positive integer and \( (t, x) \in [0, a] \times D \). For each \( h > 0 \) sufficiently small there exists (by (E2)) \( x_h = x_h(h, t, x, n) \in D \) such that \( |x - x_h| \leq r/3 \) and \( |x + h[B(t, x) + C(t, x)] - x_h| \leq h\lambda_n r/3 \). Thus

\[
|x + hA_n(t, x) - (1 - h\lambda_n)x_h - h\lambda_n y_0| < |x + h(B(t(x) + C(t, x)) - x_h| + h|C_n(t, x) - C(t, x)| + h\lambda_n|x - x_h| < h\lambda_n r.
\]

It follows that if \( z = x + hA_n(t, x) \) then \( (h\lambda_n)^{-1}(z - x_h) + x_h - y_0| < r \) and thus \( (h\lambda_n)^{-1}(z - x_h) + x_h \in D \). By the convexity of \( D \)

\[
z = (1 - h\lambda_n)x_h + h\lambda_n[(h\lambda_n)^{-1}(z - x_h) + x_h] \in D
\]

and, consequently, \( \lim_{h \to 0^+} |x + hA_n(t, x); D|/h = 0 \). Also, since for \( x, y \in X \) and \( a \in \mathbb{R} \), \( \langle x + ay, y \rangle_- = \langle x, y \rangle_- + a|y| \), we have

\[
|B_n(t(x) - B_n(t, y), x - y)|_- = \psi(t, x - y)|x - y| < \psi(t, |x - y|)|x - y|.
\]

By Theorem 2 there exists a solution \( u: [0, \infty) \to D \) to

\[
u'(t) = B_n(t, u(t)) + C_n(t, u(t)), \quad u(0) = z,
\]

for each \( z \in D \). Suppose \( z \in D \) and \( u, v \) are noncontinuable solutions to (2.2) satisfying \( u(0) = z = v(0) \). Let \( p(t) = |u(t) - v(t)|^2 \). Since \( C_n \) is locally Lipschitz there exist \( \beta > 0 \) and \( \varepsilon > 0 \) such that for each \( t \in [0, \varepsilon] \)

\[
p'_-(t) = 2\langle C_n(t, v(t)) - B_n(t, v(t)) \rangle_- - C_n(t, v(t)), v(t) - u(t)\rangle_- < 2\psi(t, |u(t) - v(t)|)|u(t) - v(t)| + \beta|u(t) - v(t)|^2.
\]

Let \( q(t) = p(t)^{1/2} \). Since the trivial solution is the maximal solution to (2.1) we have by Lemma 2 that \( q(t) \equiv 0 \) and solutions to (2.2) are unique. By Theorem 3 the suppositions of Lemma 4 hold and by that lemma there exists a solution \( u \) to (IVP) with \( u(0) = u(t) \). The assertions readily follow.

Theorems 3 and 4 may be applied to existence of critical values when \( B + C \) is autonomous.

Theorem 5. Suppose (E1)-(E5) hold and either solutions to (IVP) are unique or the interior of \( D \) is nonvoid. Suppose further that \( B(t, x) + C(t, x) = B(x) + C(x) \) for all \( (t, x) \in [0, \infty) \times D \) and \( \psi(t, r) = \psi(r) \) for all \( (t, r) \in [0, \infty) \).
× R with maximal solutions to (IVP), satisfying τ(t; r) < r for all r > 0 and t ∈ [0, ∞). Let θ denote the zero of X. Then Z = {z ∈ D: B(z) + C(z) = θ} is nonempty and compact.

Proof. By Theorems 3 and 4 for each positive integer n there exist x_n ∈ D and u_n: [0, ∞) → D such that u_n is a solution to (IVP) with u_n(0) = x_n and u_n(0) = u_n(n^{-1}). Furthermore, since B + C is autonomous we may assume that u_n(0) = u_n(ln^{-1}) for all n ∈ {0, 1, 2, ...} and in particular u_n(0) = u_n(1). Suppose, for contradiction, that α[(x_n)_1] > 0. Then by Theorem 1

α[(x_n)_1] = α[(u_n(1))_1] < τ(1; α[(x_n)_1]) < α[(x_n)_1]

which is impossible. Thus α[(x_n)_1] = 0 and there exist z ∈ D and subsequence {x_{n_k}}^∞_{k=1} of (x_n)_1 such that lim_{k→∞} x_{n_k} = z. Since for each k

u_n(0) = u_n(n^{-1}) = u_n(0) + \int_0^{n^{-1}} B(u_n(r)) + C(u_n(r)) dr

it follows that \int_0^{n^{-1}} B(u_n(r)) + C(u_n(r)) dr = θ and thus

|B(z) + C(z)| = lim_{k→∞} |n_k^{-1} \int_0^{n_k^{-1}} B(z) + C(z) - B(u_n(r)) - C(u_n(r)) dr|

= 0.

Therefore Z is nonempty. Suppose, for contradiction, that α[Z] > 0. Then by Theorem 1

α[Z] < τ(1; α[Z]) < α[Z]

which is impossible. Also, by the continuity of B + C we have Z is closed and thus compact.

3. Applications. In this section we apply our results first to the situation when X is finite dimensional and then to a system of integrodifferential equations.

Suppose X is finite dimensional and A: [0, ∞) × D → X is continuous with lim_{h→0+} |x + hA(t, x)| = 0 for each (t, x) ∈ [0, ∞) × D. Since approximate solutions constructed in Proposition 2 are equicontinuous and uniformly bounded, the existence of solutions to the initial value problem

(3.1) u'(t) = A(t, u(t)), \quad u(0) = z ∈ D,

follows from Ascoli’s Theorem. Thus if solutions to (3.1) are unique, the translation operator U(t, x) is defined and continuous on [0, ∞) × D and U(σ, ·) leaves D invariant. By the Brouwer Fixed Point Theorem U(σ, ·) has a fixed point and thus there is a σ-periodic solution to (3.1) when A is σ-periodic in t. When solutions to (3.1) are not unique but D has nonempty interior, then we employ the approximation techniques of Theorem 4 to obtain existence of periodic solutions.
Krasnoselskii [5] establishes these finite dimensional results for the special case when \( D \) is defined by \( D = \{ x \in \mathbb{R}^n : \pi_i(x) < 0 \text{ for all } 1 \leq i < k \} \) where \( \{\pi_i\}_i^k \) is a (finite) family of continuously differentiable functions from \( \mathbb{R}^n \) into \( \mathbb{R} \).

Suppose \( \Lambda \) is a closed cone in \( \mathbb{R}^n \) (i.e., \( \Lambda \) is closed and for each \( \xi, \eta \in \Lambda \) and \( t, s > 0 \) we have \( t\xi + s\eta \in \Lambda \)). We apply our results to the system of integrodifferential equations:

\[
\frac{\partial u_i}{\partial t}(t, s) = f_i(t, s, u_1(t, s), \ldots, u_n(t, s)) + \int_0^1 g_i(t, s, r, u_1(t, r), \ldots, u_n(t, r)) \, dr
\]

subject to the condition that \( u_i(0, s) = z_i(s) \) and \( u(t, s) = (u_1(t, s), \ldots, u_n(t, s)) \in \Lambda \).

Let \( X = \mathcal{C}([0, 1]; \mathbb{R}^n) \) be the Banach space of continuous functions \( x \) from \([0, 1]\) into \( \mathbb{R}^n \) with \( |x| = \max\{|x(t)|: 0 < t < 1\} \). Let

\[
K(\Lambda) = \{ x \in X : x(t) \in \Lambda \text{ for all } t \in [0, 1] \}.
\]

Conditions on the functions \( f = (f_1, \ldots, f_n) \) and \( g = (g_1, \ldots, g_n) \) for application of our results to the system (3.2) are given in the following two lemmas. Let \( \langle \cdot, \cdot \rangle_- \) be defined as before on the Banach space \( \mathbb{R}^n \). Note that if \( \mathbb{R}^n \) has the Euclidean norm then \( \langle \cdot, \cdot \rangle_- = \langle \cdot, \cdot \rangle \), the usual inner product on \( \mathbb{R}^n \).

**Lemma 5.** Let \( f : [0, \infty) \times [0, 1] \times \Lambda \to \mathbb{R}^n \) be continuous and satisfy

1. \( \langle f(t, s, \xi_1) - f(t, s, \xi_2), \xi_1 - \xi_2 \rangle_- \leq \psi(t, |\xi_1 - \xi_2|)|\xi_1 - \xi_2| \) for all \( (t, s) \in [0, \infty) \times [0, 1] \) and \( \xi_1, \xi_2 \in \Lambda \);
2. \( \lim_{h \to 0^+} |h + hf(t, s, \xi)|/h = 0 \) for all \( (t, s, \xi) \in [0, \infty) \times [0, 1] \times \Lambda \).

Define \( B \) on \([0, \infty) \times K(\Lambda) \times K(\Lambda) \) by \( [B(t, x)](s) = f(t, s, x(s)) \) for all \( s \in [0, 1] \). Then \( B \) is a continuous function from \([0, \infty) \times K(\Lambda) \times K(\Lambda) \) into \( X \) which is bounded on bounded subsets of \([0, \infty) \times K(\Lambda) \) and satisfies

1. \( \langle B(t, x_1) - B(t, x_2), x_1 - x_2 \rangle_- \leq \psi(t, |x_1 - x_2|)|x_1 - x_2| \) for all \( (t, x_1), (t, x_2) \in [0, \infty) \times K(\Lambda) \); \( \lim_{h \to 0^+} |x + hB(t, x)|/h = 0 \) for all \( (t, x) \in [0, \infty) \times K(\Lambda) \).

**Proof.** The proof of the continuity and boundedness of \( B \) on \([0, \infty) \times K(\Lambda) \) is straightforward. Let \( x_1, x_2 \in \mathcal{C}([0, 1]; \mathbb{R}^n) \) and \( t_0 \in [0, 1] \) for which \( |x_1(t_0) - x_2(t_0)| = |x_1 - x_2| \). Define \( \phi : \mathcal{C}([0, 1]; \mathbb{R}^n) \to \mathbb{R} \) by \( \phi(y) = \langle y(t_0), x_1(t_0) - x_2(t_0) \rangle_- \). Then

\[
\langle B(t, x_1) - B(t, x_2), x_1 - x_2 \rangle_- \leq \phi(B(t, x_1) - B(t, x_2))
\]

\[
= \langle f(t, x_1(t_0)) - f(t, x_2(t_0)), x_1(t_0) - x_2(t_0) \rangle_-\]

\[
\leq \psi(t, |x_1(t_0) - x_2(t_0)|)|x_1(t_0) - x_2(t_0)| = \psi(t, |x_1 - x_2|)|x_1 - x_2|.
\]

See Martin [12] for the proof of (2)'.
Lemma 6. Let \( g : [0, \infty) \times [0, 1]^2 \times \Lambda \to \Lambda \) be continuous and define \( C \) on \([0, \infty) \times K(\Lambda)\) by

\[
[C(t, x)](s) = \int_0^1 g(t, s, r, x(r)) \, dr
\]

for all \( s \in [0, 1] \). Then \( C \) is uniformly continuous on bounded subsets of \([0, \infty) \times K(\Lambda)\) and completely continuous from \([0, \infty) \times K(\Lambda)\) into \( X \). Furthermore,

\[
\lim_{h \to 0^+} \frac{|x + hC(t, x); K(\Lambda)|}{h} = 0
\]

for all \((t, x) \in [0, \infty) \times K(\Lambda)\).

Proof. The uniform continuity and complete continuity of \( C \) is well-known (see e.g., Krasnoselskii [4]). The remaining assertion follows from the observation that if \( x \in K(\Lambda) \) then \( C(t, x) \in K(\Lambda) \) and since \( K(\Lambda) \) is a cone in \( X \) it follows that \( x + hC(t, x) \in K(\Lambda) \) for all \( h > 0 \).

For \( x, y \in X \) let \( \langle x, y \rangle_+ = \sup \{ \langle \phi(x) : \phi \in X^* \text{ with } \langle \phi(y) \rangle = |\phi(y)|^2 = |\phi|^2 \} \).

Proposition 4. In addition to the suppositions of Lemmas 5 and 6 suppose there exist \( R > 0 \) such that for \( x \in K(\Lambda) \) with \( |x| = R \) we have \( \langle B(t, x) + C(t, x), x \rangle_+ < 0 \) for all \( t \in [0, \infty) \). Let \( K(\Lambda)_R = \{ x \in K(\Lambda) : |x| < R \} \). Then for each \( z = (z_i)_i \in K(\Lambda)_R \) there exists a solution \( u = (u_i)_i : [0, \infty) \to K(\Lambda)_R \) to the system (3.2).

In addition, suppose for each \( r > 0 \) the maximal solution \( \tau(t; r) \) to (IVP)_s satisfies \( \tau(a; r) < r \). If \( B + C \) is \( \sigma \)-periodic in \( t \) and either solution to (3.2) is unique of \( \Lambda \) has nonempty interior, then the family of \( \sigma \)-periodic solutions to (3.2) is nonempty and compact in \( \mathbb{B} \mathbb{C}([0, \infty) ; X) \).

Proof. The assertions follow if

\[
\lim_{h \to 0^+} \frac{|x + h[B(t, x) + C(t, x)]; K(\Lambda)_R|}{h} = 0
\]

for all \((t, x) \in [0, \infty) \times K(\Lambda)_R\). Let \( (t, x) \in [0, \infty) \times K(\Lambda)_R \). If \( |x| < R \) then (3.3) follows from Lemmas 5 and 6. Suppose \( |x| = R \) and let \( \epsilon > 0 \). For sufficiently small \( h > 0 \) by Lemma 5 there exists \( x_h \in K(\Lambda) \) for which \( |x + hB(t, x) - x_h| \leq \epsilon h/2 \). Let \( y_h = x_h + hC(t, x) \in K(\Lambda) \). If \( |y_h| < R \) then \( y_h \in K(\Lambda)_R \) and we are done. Suppose \( |y_h| > R \). By the Hahn-Banach Theorem there exist for each \( h > 0 \), \( \phi_h \in X^* \) such that

\[
|\phi_h| = 1
\]

and

\[
\phi_h(x + h[B(t, x) + C(t, x)]) = |x + h[B(t, x) + C(t, x)]|.
\]

Thus, there exist \( h_n > 0 \) with \( \lim_{h \to \infty} h_n = 0 \) and \( \phi \in X^* \) such that \( \lim_{n \to \infty} \phi_h = \phi \) in the weak star topology. Since \( \langle B(t, x) + C(t, x), x \rangle_+ < 0 \) we have
\( \phi(B(t, x) + C(t, x)) \leq 0 \) and
\[
|x + h_n(B(t, x) + C(t, x))| = \phi_{h_n}(x + h_n(B(t, x) + C(t, x)))
\]
\[
= \phi_{h_n}(x) + h_n\phi_{h_n}(B(t, x) + C(t, x))
\]
\[
\leq \phi_{h_n}(x) + h_n\varepsilon / 2 \leq |x| + h_n\varepsilon = R + h_n\varepsilon
\]
for \( n \) sufficiently large. Consequently,
\[
|y_{h_n}| \leq |x + h_n(B(t, x) + C(t, x))| + |y_{h_n} - x - h_n(B(t, x) + C(t, x))|\]
\[
\leq R + h_n\varepsilon / 2
\]
and
\[
|x + h_n(B(t, x) + C(t, x)); K(A)|
\]
\[
\leq |x + h_n(B(t, x) + C(t, x)) - y_{h_n}| + |y_{h_n} - (R/|y_{h_n}|)y_{h_n}|
\]
\[
\leq h_n\varepsilon.
\]
Also, since \( K(A)R \) is convex the map \( h \rightarrow |x + h(B(t, x) + C(t, x)); K(A)|/h \) is decreasing as \( h \rightarrow 0 + \) and (3.3) follows for \( |x| = R \).

Our final theorem illustrates application of the results.

**Proposition 5.** Let \( z \in \mathcal{C}([0, 1]; \mathbb{R}) \) such that \( z(s) > 0 \) for all \( s \in [0, 1] \). Suppose \( g: [0, \infty) \times [0, 1] \times [0, 1] \times [0, \infty) \rightarrow \mathbb{R} \) is continuous with \( g(t, s, r, \xi) > 0 \) for all \((t, s, r, \xi)\) and \( \lim_{\xi \to \infty}[g(t, s, r, \xi)]/\xi^{3} = 0 \) uniformly on compact subsets of \([0, \infty) \times [0, 1] \times [0, 1] \). Then there exist \( R > 0 \) and a continuous function \( u: [0, \infty) \times [0, 1] \rightarrow \mathbb{R} \) such that \( 0 < u(t, s) < R \) and

\[
(3.4) \quad \frac{\partial u}{\partial t}(t, s) = -[u(t, s)]^{3} + \int_{0}^{1} g(t, s, r, u(t, r)) \, dr
\]

for all \((t, s) \in [0, \infty) \times [0, 1] \) with \( u(0, \cdot) = z(\cdot) \). If, in addition, \( g \) is \( \sigma \)-periodic in \( t \) then there exists a \( \sigma \)-periodic solution to (3.4).

**Remark 3.** Under the suppositions of Proposition 5, Theorem 5 applies to the equation \([z(s)]^{3} = \int_{0}^{1} g(s, r, z(r)) \, dr, 0 < z(s) < R\).
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