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Abstract. If \( \{X_n\} \) is a sequence of vector valued random variables, \( \{a_n\} \) a sequence of positive constants, and \( M = \sup_{n \geq 1} \|X_1 + \cdots + X_n\|/a_n \), we examine when \( E(\Phi(M)) < \infty \) under various conditions on \( \Phi \), \( \{X_n\} \), and \( \{a_n\} \). These integrability results easily apply to empirical distribution functions.

1. Introduction. Let \( B \) denote a real vector space, \( \mathcal{B} \) a sigma-algebra of subsets of \( B \), and \( \| \cdot \| \) a seminorm on \( B \). We say the triple \( (B, \mathcal{B}, \| \cdot \|) \) is a linear measurable space if (i) addition and scalar multiplication are \( \mathcal{B} \) measurable operations on \( B \), (ii) for all \( t > 0 \) we have \( \{x \in B : \|x\| < t\} \mathcal{B} \) measurable, and (iii) there exists a subset \( F \) of the \( \mathcal{B} \) measurable linear functionals on \( B \) such that

\[
\|x\| = \sup_{f \in F} |f(x)| \quad (x \in B). \tag{1.1}
\]

Examples of linear measurable spaces are readily available in probability theory and, of course, include the situation where \( B \) is a real separable Banach space, \( \mathcal{B} \) denotes the Borel subsets of \( B \), and \( \| \cdot \| \) is the norm on \( B \). Another important example consists of \( B = D[0, T] \) where \( D[0, T] \) denotes the real-valued functions on \( [0, T] \) which are right continuous on \( [0, T] \) and have left-hand limits on \( (0, T] \). In this case \( \mathcal{B} \) consists of the minimal sigma-algebra making the maps \( x \mapsto x(t), \ 0 < t < T \), measurable and the seminorm is the sup-norm, \( \|x\| = \sup_{0 < t < T} |x(t)| \). The analogous \( D \)-spaces of functions of several variables are also linear measurable spaces (see §4 and [17] for further details and references).

Now assume \((B, \mathcal{B}, \| \cdot \|)\) is a linear measurable space, \( \{X_n\} \) a sequence of \((B, \mathcal{B})\) valued random variables, \( \{a_n\} \) a sequence of positive constants, and define
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In this paper we examine when
\[ E(\Phi(M_1)) < \infty \]  
provided \( \Phi \) is a finite, nonnegative, nondecreasing function on \([0, \infty)\) and \(\{X_n\} \) and \(\{a_n\}\) satisfy various conditions.

In case \( \Phi \) is a function which does not grow too rapidly the application of Theorem 3.3 of [6] and the technique of Corollary 3.4 of [7] immediately yield results. To be precise, assume \(\{X_n\}\) is a sequence of independent random variables and \(\Phi(4u) < c\Phi(u)\) for some \(c > 0\) and all \(u \in [0, \infty)\). If \(P(M_r < \infty) = 1\) for any \(r\) (and hence all \(r\)), then the results in [6] and [7] indicated above imply that (1.3) holds if and only if
\[ E\left(\Phi\left(\sup_n \frac{X_n}{a_n}\right)\right) < \infty. \]  

For example, if the sequence \(\{X_n\}\) is i.i.d. and \(E\|X\|^p < \infty\) \((0 < p < \infty)\), then \(P(M_1 < \infty) = 1\) and
\[ E\left(M_1^{p'}\right) < \infty \]  
for \(p' < p\) provided \(a_n = \max\{n, n^{1/p}\}\). That is, to verify (1.5) one simply checks (1.4) with \(\Phi(u) = u^{p'}\) and this is trivial. Hence in this case \(M_1\) has moments of order \(p'\) for all \(p' < p\) whenever \(E\|X\|^p < \infty\).

Another example that we will be particularly interested in will be the situation when \(\{X_n\}\) is an i.i.d. sequence with \(E\|X\|^p < \infty\) \((p > 2)\) and \(a_n = \sqrt{2nLLn} \ (n > 1)\). Here \(Lx\) denotes \(\log x\) for \(x > e\) and \(1\) otherwise, and \(LLx\) denotes the composite function \(L(Lx)\). Then, if \(P(M_1 < \infty) = 1\), we have
\[ E\left(M_1^{p'}\right) < \infty \]  
for \(p' < p\). To verify (1.6) one simply checks (1.4) with \(\Phi(u) = u^{p'}\).

If \(\Phi(u) = \exp(u)\) we can apply Theorem 3.8 of [6] along with the technique in Corollary 3.4 of [7]. In this case the assumption on the individual summands is that
\[ \sum_{n=1}^{\infty} E\left\{\exp\left(\alpha \frac{\|X_n\|}{a_n} \log^{1+\delta} \frac{\|X_n\|}{a_n}\right) 1_{\{\|X_n\| > a_n\}}\right\} < \infty \]  
for some \(\alpha > 0\), \(\delta > 0\) and \(\beta > 0\) such that
\[ E(\exp(\beta M_1)) < \infty. \]
However, in case \( \Phi(u) = \exp(4u^2) \) the results mentioned above or those in [9, pp. 3-14] do not apply, and it is this situation that we examine here. An example of this type was established in [13] where it was proved that if \( \{\varepsilon_j: j > 1\} \) is an i.i.d. sequence such that \( P(\varepsilon_j = \pm 1) = \frac{1}{2} \), then for all \( \beta > 0 \) we have

\[
E \left( \exp \left( \beta \sup_{n} \left| \frac{\varepsilon_1 + \cdots + \varepsilon_n}{\sqrt{2nLn}} \right|^2 \right) \right) < \infty. \tag{1.9}
\]

We will obtain (1.9) as an easy corollary of the main result of §3, and applications to the empirical distribution function will be given in §4. Another aspect of the paper involves moments of the type \( E(\exp(\beta \|S\|^2)) \) where \( S = \sum_{j \geq 1} X_j \) is a convergent series, and the \( \{X_j\} \) satisfy certain conditions. Theorem 3.2 and its corollaries contain these results.

2. Some introductory lemmas. Here we will establish some estimates to be used in proving the results of §3.

**Lemma 2.1.** Let \((B, \mathcal{B}, \| \cdot \|)\) be a linear measurable space and assume \( X_1, X_2, \ldots \) are independent \((B, \mathcal{B})\) valued random variables such that for some \( \beta > 0 \),

\[
\sup_{j \geq 1} E \left( \exp \left( \beta \|X_j\|^2 \right) \right) < \infty. \tag{2.1}
\]

If \( S_n = \sum_{j = 1}^{n} b_j X_j \) where \( \{b_j\} \) is a sequence of nonnegative constants, then there exists \( \Lambda, 0 < \Lambda < \infty \), such that for all \( n > 1 \) and all \( h \) we have

\[
E \left( \exp(h\|S_n\|) \right) < \exp \left( hE\|S_n\| + h^2 \Lambda^2 \sum_{j=1}^{n} b_j^2 \right). \tag{2.2}
\]

**Proof.** To prove (2.2) set \( Y_k = S_n - b_k X_k, E_{k+1} \eta = E(\eta|X_1, \ldots, X_{k-1}), E_{n+1} \eta = \eta, E_1 \eta = E\eta. \) Then

\[
\|S_n\| = \sum_{k=1}^{n} \eta_k + E\|S_n\| \tag{2.3}
\]

where \( \eta_k = E_{k+1}\|S_n\| - E_k\|S_n\| (k = 1, \ldots, n) \). Hence

\[
E \left( \exp(h\|S_n\|) \right) = E \left( \exp \left( hE\|S_n\| + h \sum_{k=1}^{n} \eta_k \right) \right) = E \left( \exp \left( hE\|S_n\| + h \sum_{k=1}^{n-1} \eta_k \right) E_n(\exp(h\eta_n)) \right). \tag{2.4}
\]

Furthermore, by the triangle inequality and the independence of \( X_1, \ldots, X_n \) we have
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\[ \eta_k < E_{k+1}\|Y_k\| + E_{k+1}\|b_k X_k\| - E_k\|Y_k\| + E_k\|b_k X_k\| = b_k\|X_k\| + b_k E\|X_k\| \quad (k = 1, \ldots, n), \]  

(2.5) and similarly,

\[ \eta_k > -b_k\|X_k\| - b_k E\|X_k\| \quad (k = 1, \ldots, n), \]  

(2.6)
since \( E_{k+1}\|Y_k\| = E_k\|Y_k\| \) (because \( Y_k \) is independent of \( X_k \)). Hence

\[ |\eta_k| < b_k (\|X_k\| + E\|X_k\|) \quad (k = 1, \ldots, n), \]  

(2.7)
so

\[ |\eta_k| < 2b_k \max(\|X_k\|, R) \quad (k = 1, \ldots, n), \]  

(2.8)

where \( R = \sup_j E\|X_j\| < \infty \) by (2.1). Using (2.4) and iterating we have the lemma proved if we show

\[ E_k (\exp(h\eta_k)) < \exp\{b_k^2 h^2 \Lambda^2\} \quad (k > 1). \]  

(2.9)

Now \( E_k(\eta_k) = 0 \) and using (2.8) we obtain

\[ E_k(\exp(h\eta_k)) = 1 + \sum_{r=1}^{\infty} h^r E_k(\eta_k^r) \]

\[ = 1 + \sum_{n=1}^{\infty} \left[ \frac{h^{2n} E_k(\eta_k^{2n})}{(2n)!} + \frac{h^{2n+1} E_k(\eta_k^{2n+1})}{(2n+1)!} \right] \]

\[ < 1 + \sum_{n=1}^{\infty} \left[ \frac{(2hb_k)^{2n} E(Z_k^{2n})}{(2n)!} + \frac{(2|h|b_k)^{2n+1} E(Z_k^{2n+1})}{(2n+1)!} \right] \]  

(2.10)

where \( Z_k = \max(\|X_k\|, R) \).

Since (2.1) holds there exists a \( \beta > 0 \) such that

\[ L = \sup_k E(\exp(\beta Z_k^2)) < \infty, \]  

(2.11)

and hence we have for all \( t > 0 \) that

\[ P(Z_k > t) < L \exp\{-\beta t^2\}. \]  

(2.12)

Now if \( W \) is a mean zero Gaussian random variable with variance \( \sigma^2 \), then an elementary estimate implies

\[ P(|W| > t) = \sqrt{\frac{2}{\pi}} \frac{1}{\sigma} \int_t^{\infty} \exp\left( -\frac{s^2}{2\sigma^2} \right) ds \]

\[ < \sqrt{\frac{2}{\pi}} \frac{\sigma}{t} \exp\left( -\frac{t^2}{2\sigma^2} \right) \quad (t > 0). \]  

(2.13)

Taking \( 1/\sigma^2 < \beta \) we have, by combining (2.12) and (2.13), a finite number \( t_0 > 0 \) such that
\[ P(Z_k > t) < \sqrt{\frac{2}{\pi}} \frac{1}{\sigma} \int_t^\infty \exp\left(-\frac{s^2}{2\sigma^2}\right) \, ds \quad (t > t_0). \]

Hence by standard computations (see, for example, Lemma 4.2 of Some new results on central limit theorems for \( C(S) \) valued random variables by M. B. Marcus, Lecture Notes in Math., Vol. 526, Springer-Verlag, New York) we have

\[ E(Z_k^{2n}) = \int_0^\infty P(Z_k^{2n} > t) \, dt \]

\[ < t_0^{2n} + 2[ (2n - 1)(2n - 3) \ldots 5 \cdot 3 \cdot 1] \sigma^{2n}. \quad (2.14) \]

and

\[ E(Z_k^{2n+1}) \]

\[ < t_0^{2n+1} + \frac{\sqrt{2/\pi}}{(2n + 1)\sigma^{2n+1}}[ (2n - 2)(2n - 4) \ldots 4 \cdot 2 \cdot 1]. \quad (2.15) \]

Thus for \( 2|h|b_k < 1 \) we have

\[ \frac{(2hb_k)^{2n} E(Z_k^{2n})}{(2n)!} + \frac{(2|h|b_k)^{2n+1} E(Z_k^{2n+1})}{(2n + 1)!} \]

\[ < \frac{(2hb_k)^{2n}}{(2n)!} \left[ t_0^{2n} + t_0^{2n+1} + 2[ (2n - 1) \ldots 5 \cdot 3 \cdot 1] \sigma^{2n} \right] \]

\[ + \frac{\sqrt{2/\pi}}{(2n + 1)} \left[ (2n - 2) \ldots 4 \cdot 2 \cdot 1 \right] \sigma^{2n+1} \right] \]

\[ < \frac{(2hb_k)^{2n}}{(2n)!} \left[ 2(t_0)^{2n+1} + 2[ (2n - 1) \ldots 5 \cdot 3 \cdot 1] \tilde{\sigma}^{2n+1} \right] \]

where \( t_0 = \max(t_0, 2) \) and \( \tilde{\sigma} = \max(\sigma, 2) \)

\[ < \frac{(2hb_k)^{2n}}{(2n)!} \left[ (2n - 1) \ldots 5 \cdot 3 \cdot 1 \right] \left[ \tilde{\sigma}^2 + \tilde{t}_0^2 \right]^{2n}. \quad (2.16) \]

Inserting (2.16) into (2.10) we have for \( 2|h|b_k < 1 \) that

\[ E_k(\exp(h\eta_k)) < 1 + \sum_{n=1}^\infty \frac{[ (2n - 1) \ldots 5 \cdot 3 \cdot 1 ]}{(2n)!} \left[ 2hb_k(\tilde{\sigma}^2 + \tilde{t}_0^2) \right]^{2n} \]

\[ = \exp\left\{ 2h^2b_k^2(\tilde{\sigma}^2 + \tilde{t}_0^2) \right\}. \quad (2.17) \]

If \( 2|h|b_k > 1 \) then by (2.7) and the definition of \( Z_k \) we have
\[ E_k(\exp(h_{\eta})) < E\left(e^{2|h|b_{\eta}Z_{h}}\right) = 1 + \sum_{n=1}^{\infty} (2|h|b_{k})^{n} \frac{E(Z_{n}^{b_{k}})}{n!} \]

\[ < 1 + \sum_{j=1}^{\infty} \frac{(2hb_{k})^{2j}}{(2j)!} \left[ 2jE(Z_{j}^{2j-1}) + E(Z_{j}^{2j}) \right] \]

\[ < 1 + \sum_{j=1}^{\infty} \frac{(2hb_{k})^{2j}}{(2j)!} \left[ 2ij^{2j-1} + 2j\sqrt{2/\pi} \left[ (2j-1)(2j-4) \ldots 4 \cdot 2 \right] \sigma^{2j-1} \right. \]

\[ + \left. i^{2j} + 2[(2j-1) \ldots 5 \cdot 3] \sigma^{2j} \right] \]

\[ < 1 + \sum_{j=1}^{\infty} \frac{(2hb_{k})^{2j}}{(2j)!} \left[ i^{2j}(j+1) + (j+1)[(2j-1) \ldots 5 \cdot 3] \tilde{\sigma}^{2j} \right] \]

where \( \tilde{\sigma} = \max(t_{0}, 2) \) and \( \tilde{\sigma} = \max(\sigma, 2) \)

\[ < 1 + \sum_{j=1}^{\infty} \frac{(2hb_{k})^{2j}}{(2j)!} [(2j-1) \ldots 5 \cdot 3] [(2\tilde{\sigma})^{2} + (2\tilde{t}_{0})^{2}]^{2j} \]

since \( x^{2j} > j + 1 \) for \( x > 2 \)

\[ = \exp\left\{ (h^{2}/2)4b_{k}^{2}(2\tilde{\sigma})^{2} + (2\tilde{t}_{0})^{2} \right\}. \] \hspace{1cm} (2.18)

Combining (2.17) and (2.18) we have for all \( h \) that

\[ E_k(\exp(h_{\eta})) < \exp\{ h^{2}b_{k}^{2}\Lambda^{2} \} \] \hspace{1cm} (2.19)

where \( \Lambda = 4(2\tilde{\sigma})^{2} + (2\tilde{t}_{0})^{2} \). Returning to (2.9) we see the lemma is proved.

**Lemma 2.2.** Let \( (B, \mathcal{B}, || \cdot ||) \) be a linear measurable space, and assume \( X_{1}, X_{2}, \ldots \) are independent symmetric \( (B, \mathcal{B}) \) valued random variables such that

(a) \( L = \sup E||X|| < \infty \), and

(b) For some sequence of positive constants \( \{b_{n}\} \) we have \( \{\Sigma_{n=1}^{n}b_{n}X_{n}/\alpha_{n}; n \geq 1\} \) bounded in probability where \( \alpha_{n}^{2} = b_{1}^{2} + \cdots + b_{n}^{2} \).

Then, we have

\[ \sup_{n} E\left\| \sum_{j=1}^{n} b_{j}X_{j}/\alpha_{n} \right\| < \infty. \] \hspace{1cm} (2.20)

**Proof.** Set \( S_{n} = \Sigma_{j=1}^{n}b_{j}X_{j} \) for \( n \geq 1 \). Then from [7] or [5, Lemma 5.4] we
have that
\[
\frac{1}{3} \int_0^\infty P(\|S_n\| > t) \, dt < \int_0^\infty P(N_n > t) \, dt + 4 \int_0^\infty \left[ P(\|S_n\| > t) \right]^2 \, dt \quad (2.22)
\]
where \( N_n = \sup_{1 \leq j \leq n} b_j \|X_j\| \). Pick \( A > 0 \) so that \( \sup_{n \geq 1} P(\|S_n\| > A\sigma_n) < 1/24 \). Then
\[
\frac{1}{3} \int_0^\infty P(\|S_n\| > t) \, dt < 5A\sigma_n + \int_0^\infty P(N_n > t) \, dt + \frac{1}{6} \int_0^\infty P(\|S_n\| > t) \, dt
\]
and hence
\[
\frac{1}{6} \int_0^\infty P(\|S_n\| > t) \, dt < 6A\sigma_n + \int_0^\infty P(N_n > t) \, dt.
\]
Now
\[
P(N_n > t) < \sum_{j=1}^n P(\|b_jX_j\| > t) < \sum_{j=1}^n b_j^2 E\|X_j\|^2 \bigg/ t^2 < \frac{La_n^2}{t^2},
\]
and hence
\[
\int_0^\infty P(N_n > t) \, dt < L\int_0^\infty t^{-2} \, dt = \frac{L\sigma_n}{A}.
\]
Combining (2.23) and (2.24) we have (2.21) so the lemma is proved.

3. Some exponential moments. We will prove several theorems regarding exponential moments of random variables of the form given in (1.2) as well as indicate some results for random series.

**Theorem 3.1.** Let \( (B, \mathfrak{B}, \|\cdot\|) \) be a linear measurable space and assume \( X_1, X_2, \ldots \) are independent \( (B, \mathfrak{B}) \) valued random variable such that
\begin{enumerate}
  \item[(a)] \( E(f(X_j)) = 0 \) for all \( f \in F, j \geq 1 \),
  \item[(b)] \( \sup_{j \geq 1} E(\exp(\beta \|X_j\|^2)) < \infty \) for some \( \beta > 0 \), and
  \item[(c)] for some sequence of positive constants \( \{b_j\} \) we have
    \begin{enumerate}
      \item[(i)] \( \sigma_n^2 \equiv b_1^2 + \cdots + b_n^2 \to \infty \) as \( n \to \infty \),
      \item[(ii)] \( b_n^2 / \sigma_n^2 \to 0 \) as \( n \to \infty \), and
      \item[(iii)] \( \{\sum_{j=1}^n b_jX_j/\sigma_n; n \geq 1\} \) is bounded in probability.
    \end{enumerate}
\end{enumerate}
If \( S_n = \sum_{j=1}^n b_jX_j \) and \( a_n = \sqrt{2\sigma_n^2LL\sigma_n^2} \), then there exists \( \beta_0 > 0 \) such that \( \beta < \beta_0 \) implies
\[
E\left( \exp\left( \beta \sup_n \frac{\|S_n\|}{\|a_n\|} \right) \right) < \infty.
\]
Furthermore, if (3.1)(b) holds for all \( \beta > 0 \), then (3.2) holds for all \( \beta > 0 \).
Remark. If (3.2) holds for all \( \beta > 0 \), then it is obvious that (3.1)(b) holds for all \( \beta > 0 \). The interesting thing is that the converse is also true under the reasonable assumption that \( \{ S_n / \sigma_n \} \) is bounded in probability. This, for example, is always the case if \( B \) is a type 2 Banach space (see Corollary 3.1).

Proof. First assume the \( \{ X_j \} \) are symmetric, and define for \( r = 1, 2, \ldots \),

\[
M_r = \sup_{n > r} \| S_n / \sigma_n \|. \tag{3.3}
\]

First we will show that for every \( \beta > 0 \) there exists an \( r(\beta) \) such that

\[
\beta > r(\beta) \quad \text{implies} \quad E(\exp(\beta M_r^2)) < \infty. \tag{3.4}
\]

Once (3.4) is established, then (3.1)(b) easily implies that there exists a \( \beta_0 > 0 \) such that \( \beta < \beta_0 \) implies

\[
\exp \left( \beta \sup_n \left\| \frac{S_n}{\sigma_n} \right\|^2 \right) < \infty. \tag{3.5}
\]

In fact, if (3.1)(b) holds for all \( \beta > 0 \), then (3.4) yields (3.5) for all \( \beta > 0 \) and the theorem is proved if the \( \{ X_j \} \) are symmetric. We will remove the symmetry assumption at the end of the proof and hence our aim now is to verify (3.4).

Set \( n_k = \min\{ j : \sigma_j^2 > 2^k \} (k > 2) \) with \( n_1 \equiv 1 \). Further, put \( k(r) = \max\{ j : n_j < r \} \) for \( r > 1 \). Then by using Levy's maximal inequality we have

\[
P(M_r > \lambda) \leq \sum_{k > k(r) + 1} P\left( \max_{n_k < n < n_{k+1}} \left\| \frac{S_n}{\sigma_n} \right\| > \lambda \right)
\]

\[
< \sum_{k > k(r) + 1} 2 P\left( \left\| \frac{S_{n_k}}{\sigma_{n_k}} \right\| > \lambda \right)
\]

\[
= 2 \sum_{k > k(r) + 1} P\left( \frac{\left\| \frac{S_{n_k}}{2\sigma_{n_k}} \right\|}{\frac{\lambda \sigma_{n_k - 1}}{2\sigma_{n_k}}} \sqrt{\frac{L}{2}} \right)
\]

\[
< 2 \sum_{k > k(r) + 1} P\left( \frac{\left\| \frac{S_{n_k}}{2\sigma_{n_k}} \right\|}{\frac{\lambda}{8} \sqrt{\frac{L}{2}}} \right) \tag{3.6}
\]

provided \( r \) is sufficiently large so that \( k > k(r) + 1 \) implies \( \sigma_{n_k - 1} / \sigma_{n_k} > 1/4 \). Such an \( r \) exists since (3.1)(c)(i), (ii) implies that \( \sigma_{n_k - 1} / \sigma_{n_k} \rightarrow 1/2 \) as \( k \rightarrow \infty \).

Now by Lemma 2.1 we have \( \Lambda, 0 < \Lambda < \infty \), such that for all \( n > 1 \) and \( h \),

\[
E(\exp(h \left\| S_n \right\|)) \leq \exp \left( h E(\left\| S_n \right\|) + h^2 \Lambda^2 \sum_{j=1}^{n} b_j^2 \right). \tag{3.7}
\]

Hence
\begin{align}
P\left(\|S_n\|/2\sigma_n > t\right) &< \exp\{-ht\}E\left(\exp\left(h\|S_n\|/2\sigma_n\right)\right) \\
&< \exp\left\{-ht + \frac{h}{2\sigma_n} E\|S_n\| + \frac{h^2\Lambda^2}{4\sigma_n^2} \sum_{j=1}^n b_j^2\right\} \\
&= \exp\left\{-h\left(t - E\|S_n\|/2\sigma_n\right) + h^2\Lambda^2/4\right\}. \quad (3.8)
\end{align}

Minimizing (3.8) as a function of \( h \) we have
\begin{align}
P\left(\|S_n\|/2\sigma_n > t\right) &< \exp\left\{-\left(t - E\|S_n\|/2\sigma_n\right)^2/\Lambda^2\right\}. \quad (3.9)
\end{align}

By Lemma 2.2 we have \( \sup_n E\|S_n\|/\sigma_n < C < \infty \), so for \( t > C \) we have from (3.9) that
\begin{align}
P\left(\|S_n\|/2\sigma_n > t\right) &< \exp\left\{-t^2/4\Lambda^2\right\}. \quad (3.10)
\end{align}

Substituting (3.10) into (3.6) we have for all \( \lambda \) such that \( \inf_{k \geq k(r)+1}(\lambda/8)\sqrt{2LL2^{k-1}} > C \) that
\begin{align}
P\left(M_r > \lambda\right) &< 2 \sum_{k \geq k(r)+1} \exp\left\{-\frac{\lambda^2LL2^{k-1}}{256\Lambda^2}\right\}. \quad (3.11)
\end{align}

Fix \( \beta > 0 \) and choose \( \alpha \) so that \( (\log \alpha)/\beta > \max(64 C^2, 512 \Lambda^2, 2) \), and \( r(\beta) \) such that \( r > r(\beta) \) and \( k > k(r) + 1 \) implies
\begin{align}
(a) \quad &\sigma_{n-1}/\sigma_n > 1/4 \quad \text{(and hence (3.6) and (3.11) hold), and} \\
(b) \quad &LL2^{k-1}/256 \Lambda^2 - \beta > \beta. \quad (3.12)
\end{align}

Then by (3.11) we have
\begin{align}
E\left(\exp(\beta M_r^2)\right) &= \int_0^\infty P\left(\exp(\beta M_r^2) > t\right) dt \\
&< \alpha + \int_\alpha^\infty \left(M_r > \left(\frac{\log t}{\beta}\right)^{1/2}\right) dt \\
&= \alpha + \int_\sqrt{(\log \alpha)/\beta}^\infty P\left(M_r > s\right)2s \exp\{\beta s^2\} ds \\
&< \alpha + 2 \sum_{k \geq k(r)+1} \int_\sqrt{(\log \alpha)/\beta}^\infty \exp\left\{-s^2\left(\frac{LL2^{k-1}}{256 \Lambda^2} - \beta\right)\right\}2s ds \\
&< \alpha + 2 \sum_{k \geq k(r)+1} \exp\{-\Lambda_k\log \alpha\}/\Lambda_k \\
&\quad \text{where } \Lambda_k = \beta^{-1}[LL2^{k-1}/256 \Lambda^2 - \beta] > 1 \\
&< \alpha + 2 \sum_{k \geq k(r)+1} \frac{1}{\left((k-1)LL2\right)^{1/2}} \quad \text{where } \gamma = \frac{\log \alpha}{\beta 256 \Lambda^2} \\
&< \infty \quad \text{since } (\log \alpha)/\beta 256 \Lambda^2 > 2. \quad (3.13)
\end{align}
Thus the theorem holds if \( \{X_j\} \) is symmetric. To handle the situation when \( \{X_j\} \) is not symmetric we introduce a sequence \( \{Z_j\} \) which has the same distribution as \( \{X_j\} \) and independent of \( \{X_j\} \). Letting \( E_1 (E_2) \) denote expectations with respect to \( \{X_j\} (\{Z_j\}) \), then by the previous case we have for the relevant \( \beta > 0 \) that

\[
\infty > E_1 E_2 \left\{ \exp \left( \beta \sup_{n} \left\| \sum_{j=1}^{n} b_j (X_j - Z_j) / a_n \right\|^2 \right) \right\}
\]

\[
> E_1 \left\{ \exp \left( \beta \sup_{n} \left\| \sum_{j=1}^{n} b_j (X_j - Z_j) / a_n \right\|^2 \right) \right\}
\]

by Jensen's inequality

\[
> E_1 \left\{ \exp \left( \beta \sup_{f \in F} \sup_{n} \left\| \sum_{j=1}^{n} b_j [f(X_j) - E_2 f(Z_j)] / a_n \right\|^2 \right) \right\}
\]

by (1.1) and Jensen's inequality applied to \( E_2 \)

\[
> E_1 \left\{ \exp \left( \beta \sup_{n} \left\| \sum_{j=1}^{n} b_j X_j / a_n \right\|^2 \right) \right\}
\]

since \( E_2 f(Z_j) = 0 \) for all \( f \in F \). (3.14)

Thus the theorem is proved.

**Corollary 3.1.** Let \((B, \mathcal{B}, \| \cdot \|)\) be a linear measurable space and assume \( X_1, X_2, \ldots \) are i.i.d. \((B, \mathcal{B})\) valued random variables such that

(a) \( E f(X_j) = 0 \) for all \( f \in F \),

(b) \( E (\exp(\beta \|X_1\|^2)) < \infty \) for some \( \beta > 0 \), and

(c) \( \{S_n / \sqrt{n} : n > 1\} \) is bounded in probability where \( S_n = \Sigma_{j=1}^{n} X_j \). (3.15)

If \( a_n = \sqrt{2n}LNn \), then there exists \( \beta_0 > 0 \) such that \( \beta < \beta_0 \) implies

\[
E \left\{ \exp \left( \beta \sup_{n} \left\| S_n / a_n \right\|^2 \right) \right\} < \infty. \quad (3.16)
\]

Furthermore, if (3.15)(b) holds for all \( \beta > 0 \), then (3.16) also holds for all \( \beta > 0 \).

**Proof.** Immediate from Theorem 3.1.
COROLLARY 3.2. Let $B$ denote a real separable Banach space of type 2. Let $X_1, X_2, \ldots$ be i.i.d. $B$-valued random variables such that

(a) $EX_1 = 0$, and  
(b) $E(\exp(\beta \|X_1\|^2)) < \infty$ for some $\beta > 0$. \hfill (3.17)

Then the conclusions of Corollary 3.1 hold.

PROOF. $EX_1 = 0$ easily implies (3.15)(a), and since $B$ is of type 2 we have a constant $A > 0$ such that for all $n$,

$$E\|S_n\| < \left(\frac{E\|S_n\|^2}{2}\right)^{1/2} < \left(\frac{A}{\sqrt{2n}}\sum_{j=1}^{n} E\|X_j\|^2\right)^{1/2} = A^{1/2}n^{1/2}(E\|X_1\|^2)^{1/2}. \hfill (3.18)$$

Thus $\sup_n E\|S_n\|/\sqrt{n} < \infty$ and hence (3.15)(c) holds, so the corollary is proved.

For the next corollary recall the linear measurable space $(D[0, T], \mathcal{B}, \|\cdot\|)$ defined in §1.

COROLLARY 3.3. If $X_1, X_2, \ldots$ are i.i.d. $(D[0, T], \mathcal{B})$ valued random variables such that

(a) $EX_1(t) = 0$ for all $t \in [0, T]$,
(b) $E(\exp(\beta \|X_1\|^2)) < \infty$ for some $\beta > 0$, and
(c) $\{X_j(t): 0 < t < T\} \text{ is a martingale on } [0, T] \text{ for } j > 1$. \hfill (3.19)

then there exists a $\beta_0 > 0$ such that $\beta < \beta_0$ implies

$$E\left(\exp\left(\beta \sup_n \frac{\|S_n\|}{\sqrt{n}}\right)^2\right) < \infty \hfill (3.20)$$

where $S_n = X_1 + \cdots + X_n$ and $a_n = \sqrt{2nLLn}$.

REMARK. Of course, if (3.19)(b) holds for all $\beta > 0$ then (3.20) holds for all $\beta > 0$.

PROOF. This follows from Corollary 3.1 provided we show that (3.19)(c) implies (3.15)(c). Since the norm $\|\cdot\|$ is the supremum norm and $S_n(t)/\sqrt{n}$ is a martingale in $t$, $0 < t < T$, we have by the maximal inequality that

$$P\left(\|S_n/\sqrt{n}\| > \lambda\right) < \lambda^{-1}E\left(|S_n(T)/\sqrt{n}|\right) < \left(E|S_n(T)|^2\right)^{1/2}/\lambda n^{1/2}$$

$$= \lambda^{-1}\left(E\|X_1(T)\|^2\right)^{1/2} = O(1/\lambda). \hfill (3.21)$$

Hence (3.15)(c) holds and the corollary is proved.

LEMMA 3.1. Let $(B, \mathcal{B}, \|\cdot\|)$ be a linear measurable space, and assume $X_1, X_2, \ldots$ are independent symmetric $(B, \mathcal{B})$ valued random variables such
that

(a) \( L \equiv \sup_{j} E \|X_{j}\|^2 < \infty, \)
(b) for some sequence of positive constants \( \{b_{j}\} \) we have \( \sum_{j=1}^{\infty} b_{j}^2 < \infty \) and \( \{\sum_{j=1}^{n} b_{j} X_{j}; n > 1\} \) is stochastically bounded.

Then

\[
\sup_{n} E \left\| \sum_{j=1}^{n} b_{j} X_{j} \right\| < \infty.
\]

**Proof.** Let \( S_{n} = \sum_{j=1}^{n} b_{j} X_{j} \) and \( N_{n} = \sup_{1 < j < n} \|b_{j} X_{j}\| \) for \( n > 1 \). Since \( \{S_{n}; n > 1\} \) is stochastically bounded there exists \( A > 0 \) such that \( \sup_{n} P(\|S_{n}\| > A) < \frac{1}{2A} \). Hence by the reasoning used to establish Lemma 2.2 we have

\[
E\|S_{n}\| < 36A + 6 \int_{A}^{\infty} P(N_{n} > t) \, dt.
\]

Now

\[
P(N_{n} > t) < \sum_{j=1}^{n} P(\|b_{j} X_{j}\| > t)
\leq \sum_{j=1}^{n} b_{j}^2 E\|X_{j}\|^2 / t^2 < L \sum_{j=1}^{\infty} \frac{b_{j}^2}{t^2}.
\]

Letting \( C = L \sum_{j=1}^{\infty} b_{j}^2 \) we have \( \sup_{n} E\|S_{n}\| < 36A + 6C/A \) and the lemma is proved.

**Theorem 3.2.** Let \((B, \mathcal{B}, \| \cdot \|)\) be a linear measurable space and assume \( X_{1}, X_{2}, \ldots \) are independent \((B, \mathcal{B})\) valued random variables such that

(a) \( E f(X_{j}) = 0 \) for all \( f \in F \) and \( j > 1 \),
(b) \( \sup_{j \geq 1} E(\exp(\beta \|X_{j}\|^2)) < \infty \) for some \( \beta > 0 \), and
(c) the sequence of partial sums \( \{S_{n} \equiv \sum_{j=1}^{n} b_{j} X_{j}; n > 1\} \) is stochastically bounded. \( \underline{(3.22)} \)

If \( \sum_{j \geq 1} b_{j}^2 < \infty \), then there exists \( \beta_{0} > 0 \) such that \( \beta < \beta_{0} \) implies

\[
E\left(\exp\left(\beta \sup_{n} \|S_{n}\|^2\right)\right) < \infty.
\]

(3.23)

Furthermore, if \( (3.22)(b) \) holds for all \( \beta > 0 \), then \( (3.23) \) also holds for all \( \beta > 0 \).

**Proof.** First assume \( X_{1}, X_{2}, \ldots \) are symmetric. Then Levy’s maximal inequality and \( (3.22)(c) \) easily imply that \( P(\sup_{n} \|S_{n}\| < \infty) = 1 \).

In view of \( (3.22)(b) \) the theorem is proved if for all \( \beta > 0 \) there exists an \( r(\beta) \) such that \( \beta > r(\beta) \) implies
\[ E\left( \exp\left( \beta \sup_{n \geq r} \| S_n - S_r \|^2 \right) \right) < \infty. \tag{3.24} \]

Now
\[ P\left( \sup_{n \geq r} \| S_n - S_r \| > \lambda \right) = \lim_{N \to \infty} P\left( \sup_{r < n < N} \| S_n - S_r \| > \lambda \right), \]
and hence by Levy's inequality
\[ P\left( \sup_{n \geq r} \| S_n - S_r \| > \lambda \right) < 2 \lim_{N \to \infty} P\left( \| S_N - S_r \| > \lambda \right). \tag{3.25} \]

Now Lemma 2.1 implies
\[
P\left( \| S_N - S_r \| > \lambda \right) < \exp\{-h\lambda\} E\left( \exp(h\| S_N - S_r \|) \right)
< \exp\left\{ -h\left( \lambda - E\| S_N - S_r \| \right) + h^2 \lambda^2 \sum_{j=r+1}^{N} b_j^2 \right\}
< \exp\left\{ -\left( \lambda - E\| S_N - S_r \| \right)^2 / \left( 4\lambda^2 \sum_{j=r+1}^{N} b_j^2 \right) \right\}
\]
by minimizing the function of \( h \)
\[
< \exp\left\{ -\lambda^2 / \left( 16\lambda^2 \sum_{j=r+1}^{N} b_j^2 \right) \right\}
\text{ for } \lambda/2 > E\| S_N - S_r \|. \tag{3.26} \]

By Lemma 3.1 we have \( \sup_n E\| S_n \| < \infty \); so combining (3.25) and (3.26) we have for \( \lambda/2 > \sup_{n \geq r} E\| S_n - S_r \| \) that
\[ P\left( \sup_{n \geq r} \| S_n - S_r \| > \lambda \right) < 2\exp\left\{ -\lambda^2 / \left( 16\lambda^2 \sum_{j=r+1}^{\infty} b_j^2 \right) \right\}. \tag{3.27} \]

Hence given \( \beta > 0 \) we have
\[
E\left( \exp\left( \beta \sup_{n \geq r} \| S_n - S_r \|^2 \right) \right) = \int_{0}^{\infty} P\left( \exp\left( \beta \sup_{n \geq r} \| S_n - S_r \|^2 \right) > t \right) dt
< \alpha + \int_{\alpha}^{\infty} P\left( \sup_{n \geq r} \| S_n - S_r \| > \left( \frac{\log t}{\beta} \right)^{1/2} \right) dt
< \alpha + \int_{\alpha}^{\infty} 2\exp\left\{ -\log t / \left( 16\lambda^2 \sum_{j=r+1}^{\infty} b_j^2 \right) \right\} dt
\text{ provided } \sqrt{(\log \alpha)/\beta} > 2\sup_{n \geq r} E\| S_n - S_r \|
= \alpha + 2\int_{\alpha}^{\infty} \left( \frac{1}{t} \right) \left( 16\lambda^2 \beta \sum_{j=r+1}^{\infty} b_j^2 \right)^{-1} dt
< \infty \text{ if } 16\lambda^2 \beta \sum_{j=r+1}^{\infty} b_j^2 < 1. \tag{3.28} \]
Since $\sum_{j=1}^\infty b_j^2 < \infty$ there exists $r(\beta)$ such that $r > r(\beta)$ implies $16\Lambda^2\beta\sum_{j=r+1}^\infty b_j^2 < 1$ so the theorem is proved in case $X_1, X_2, \ldots$, are symmetric.

If the sequence $\{X_j\}$ is not symmetric, then we proceed as in the proof of Theorem 3.2 and the theorem is proved.

The next result is related to [6, Theorem 6.1], [14], and [15].

Corollary 3.4. Let $(\mathcal{B}, \mathcal{S}, \|\cdot\|)$ be a linear measurable space, $\{x_j: j > 1\}$ elements in $\mathcal{B}$, and $\{Y_j: j > 1\}$ independent real-valued random variables such that

\begin{itemize}
  \item[(a)] $EY_j = 0$ ($j > 1$) and
  \item[(b)] $\sup_{j \geq 1} E(\exp(\beta Y_j^2)) < \infty$ for some $\beta > 0$.
\end{itemize}

If $S = \sum_{j=1}^\infty Y_jx_j$ converges with probability one and $\sum_{j=1}^\infty \|x_j\|^2 < \infty$, then there exists $\beta_0 > 0$ such that $\beta < \beta_0$ implies

$$E(\exp(\beta\|S\|^2)) < \infty.$$  \hfill (3.29)

In fact, we have

$$E\left(\exp\left(\beta \sup_{n} \left\| \sum_{j=1}^{n} Y_jx_j \right\|^2 \right) \right) < \infty$$ \hfill (3.30)

provided $\beta > 0$ is sufficiently small. If (3.29)(b) holds for all $\beta > 0$, then so does (3.31).

Proof. Let $b_j = \|x_j\|$ and define $X_j = Y_jx_j/\|x_j\|$ for $j > 1$. Then Theorem 3.2 applies immediately so the result is proved.

For the next result we need the idea of a cotype 2-Banach space. We say a Banach space $B$ with norm $\|\cdot\|$ is of cotype 2 if for all sequences of mean zero independent $\mathbb{S}$-valued random variables $X_1, X_2, \ldots$, we have a universal constant $A$ such that for all $n$,

$$E\|X_1 + \cdots + X_n\|^2 > A \sum_{i=1}^{n} E\|X_i\|^2.$$ \hfill (3.32)

Corollary 3.5. Let $(B, \|\cdot\|)$ be a cotype 2-Banach space and $\{Y_j\}$ a sequence of i.i.d. real-valued random variables such that (3.29) holds. If $S = \sum_{j=1}^\infty Y_jx_j$ converges with probability one in $B$, then the conclusions of Corollary 3.4 hold.

Proof. If $Y_j \equiv 0$ there is nothing to prove so assume the contrary. Next observe that by Theorem 6.2 of [8] we have $E\|S\|^2 < \infty$. Since $\{Y_j\}$ is an independent sequence with mean zero and $B$ is of cotype 2 we have for each $n$ that
\[ E\|S\|^2 > E\left( \sum_{j=1}^n Y_jx_j \right)^2 \geq A\varepsilon Y_1^2 \sum_{j=1}^n \|x_j\|^2. \]

Hence \( \sum_{j=1}^n \|x_j\|^2 < \infty \), and the result follows immediately from Corollary 3.4.

The next result now follows immediately from Corollary 3.5.

**Corollary 3.6.** Let \((B, \| \cdot \|)\) be a cotype 2-Banach space and \(\{Y_j\}\) a sequence of i.i.d. real-valued random variables which are uniformly bounded. If \( S = \sum_{j=1}^n Y_jx_j \) converges with probability one, then

\[ E\left( \exp\left( \beta \sup_{n} \left\| \sum_{j=1}^n Y_jx_j \right\|^2 \right) \right) < \infty \quad \text{for all } \beta > 0. \quad (3.33) \]

**Remark.** Since the real numbers are cotype 2 the above results easily prove the following. If \( S \) is a square integrable real-valued random variable with \( L^2\)-expansion \( \sum_{j=1}^n Y_ja_j \) where \( \{Y_j\} \) is an i.i.d. sequence satisfying (3.29), then there exists a \( \beta_0 > 0 \) such that for \( \beta < \beta_0 \),

\[ E\left( \exp(\beta S^2) \right) < \infty. \quad (3.34) \]

Of course, if (3.29)(b) holds for all \( \beta > 0 \) then (3.24) also holds for all \( \beta > 0 \). This generalizes the result [18, p. 215] regarding Fourier expansions with respect to Rademacher functions.

4. An application to empirical distribution functions. The previous results easily apply to the multidimensional empirical distribution function, and it is this that we turn to now.

Let \( X = (U_1, \ldots, U_d) \) be a random variable with values in \( \mathbb{R}^d \). The distribution function \( F \) of \( X \) is defined as usual by

\[ F(x_1, \ldots, x_d) = P(U_1 < x_1, \ldots, U_d < x_d) \quad (x_1, \ldots, x_d) \in \mathbb{R}^d. \]

If \( X_1, X_2, \ldots \) are independent random variables with distribution \( F \) the empirical distribution function is given by

\[ \mathcal{F}_n(x) = \frac{1}{n} \sum_{j=1}^n 1(-\infty,x_j) \left( X_j \right) \quad (x \in \mathbb{R}^d, n > 1) \quad (4.1) \]

where \((-\infty, x] = \{(u_1, \ldots, u_d): u_j < x_j, 1 < j < d\}\) and \( x = (x_1, \ldots, x_d) \).

If \( x = (x_1, \ldots, x_d) \) and \( y = (y_1, \ldots, y_n) \) we write \( x < y \) if \( x_j < y_j \) \((1 < j < d)\).

Of course, \( \{\mathcal{F}_n(x): x \in \mathbb{R}^d, n > 1\} \) is a sequence of stochastic processes indexed by \( \mathbb{R}^d \) and for each \( x \in \mathbb{R}^d \),

\[ E\left( \mathcal{F}_n(x) \right) = F(x). \quad (4.2) \]
By the law of large numbers we thus have
\[ \lim_{n} |\mathcal{S}_n(x) - F(x)| = 0 \quad (x \in \mathbb{R}^d), \] (4.3)
and if \( F \) is continuous it is easy to see that we actually have
\[ \lim_{n} \sup_{x \in \mathbb{R}^d} |\mathcal{S}_n(x) - F(x)| = 0. \]

If \( d = 1 \), the distribution of \( D_n \equiv \sup_x |\mathcal{S}_n(x) - F(x)| \) is the same for all continuous \( F \), and Kolmogorov [12] first computed the limiting distribution of \( n^{1/2}D_n \) as \( n \to \infty \). Furthermore, Chung [2] gave a bound on the error term which showed that the law of the iterated logarithm
\[ P \left( \lim_{n} \sqrt{n/2\ln n} D_n = 1/2 \right) = 1 \] (4.4)
holds.

If \( d > 1 \), the limiting distribution of \( n^{1/2}D_n \) was proved to exist by Kiefer and Wolfowitz [10], and its form depends on \( F \) unlike the case \( d = 1 \). However, (4.4) holds for all \( d > 1 \) provided \( F \) is continuous, as proved by Kiefer [11]. In addition, functional laws of the iterated logarithm are also known in this setting [4], [17].

What we do here is examine the integrability of the random variable
\[ M = \sup_n \sqrt{n/2\ln n} D_n. \] (4.5)

Before stating the integrability results for \( M \) we need to define the linear measurable space \( (D(\mathbb{R}^d), \mathcal{G}, \| \cdot \|) \). That is, we call a function \( x: \mathbb{R}^d \to \mathbb{R} \) a step function if \( x \) is a finite linear combination of functions of the form
\[ x(t) = \sum_{j} a_j \mathbb{1}_{E_j}(t) \]
where \( E_j \) is a left closed, right open subinterval of \( \mathbb{R} \), and \( \mathbb{1}_{E} \) is the indicator function of the set \( E \). Then \( D(\mathbb{R}^d) \) is defined to be the uniform closure, in the space of all uniformly bounded functions from \( \mathbb{R}^d \) to \( \mathbb{R} \), of the linear subspace of step functions. A characterization of \( D(\mathbb{R}^d) \) in terms of continuity properties can also be made. If \( t \in \mathbb{R}^d \) and if, for \( 1 < j < d \), \( R_j \) is one of the relations < and >, let \( Q_{R_1, \ldots, R_d}(t) \) denote the quadrant \( \{(s_1, \ldots, s_d) \in \mathbb{R}^d: s_j R_i t_j, \ 1 < j < d\} \). Then it is known that \( x \in D(\mathbb{R}^d) \) iff for each \( t \in \mathbb{R}^d \), we have \( x_Q \equiv \lim_{s \to t, s \in Q} x(s) \) existing for each of the \( 2^d \) quadrants \( Q = Q_{R_1, \ldots, R_d}(t) \), and \( x(t) = x_{Q^*} \) for \( Q^* = Q_{>, \ldots, >} \). Hence we say the functions of \( D(\mathbb{R}^d) \) are continuous from above (or the right), and have limits from below (or the left). The sigma-algebra \( \mathcal{G} \) is the minimal \( \sigma \)-algebra making the maps \( x \to x(t), \ t \in \mathbb{R}^d \), all measurable, and the norm \( \| \cdot \| \) is the usual sup-norm given by
\[ \| x \| = \sup_{t \in \mathbb{R}^d} |x(t)|. \]
That \((D(\mathbb{R}^d), \mathfrak{B}, \| \cdot \|)\) is actually a measurable linear space follows easily from the fact that an element \(x \in D(\mathbb{R}^d)\) is uniquely determined by its values on any fixed countable dense subset of \(\mathbb{R}^d\), and then emphasizing the ideas of [3].

**Theorem 4.1.** Let \(X_1, X_2, \ldots\), be independent \(\mathbb{R}^d\) valued random variables with common distribution function \(F\). Then for all \(\beta > 0\) we have

\[
E\left(\exp\{\beta M^2\}\right) < \infty \tag{4.6}
\]

where \(M\) is defined as in (4.5).

**Proof.** Setting \(Y_j(\omega) = 1_{(-\infty, j]}(X_j(\omega)) - F(t)\) for \(j > 1\) and \(t \in \mathbb{R}^d\) we have \(\{Y_j\}\) a sequence of i.i.d. \((D(\mathbb{R}^d), \mathfrak{B}, \| \cdot \|)\) valued random variables which are uniformly bounded by one. Furthermore, we have

\[
M = \left\| \sum_{j=1}^{n} \frac{Y_j}{\sqrt{2nLm}} \right\|
\]

and hence (4.6) follows immediately from Theorem 3.1 if we have

\[
\left\{ \sum_{j=1}^{n} \frac{Y_j}{\sqrt{n}} : n > 1 \right\}
\]

bounded in probability in \((D(\mathbb{R}^d), \mathfrak{B}, \| \cdot \|)\). That the sequence \(\{\sum_{j=1}^{n} Y_j/\sqrt{n} : n > 1\}\) is bounded in probability follows immediately from [11, Theorem 1(m)] so the proof is complete.

**Remark.** Since \(P(M < \infty) = 1\), we easily see that

\[
\sup_{x \in \mathbb{R}^d} |\mathfrak{S}_n(x) - F(x)| = O\left(\sqrt{L\ln n}/n\right), \tag{4.8}
\]

and this gives a rate of convergence for the empirical distribution \(\mathfrak{S}_n\) to \(F\). One can prove more than (4.8) (provided \(F\) is continuous), and this is done in [11, Theorem 2]. Furthermore, the integrability result in (4.6) could also be obtained directly from [11, Theorem 1(m)], but this would require a good bit of additional work. A result related to (4.8) when \(d = 1\) and \(X_1, X_2, \ldots\), are independent, but possibly nonidentically distributed random variables, appears in [16].
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