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ABSTRACT. In this paper we introduce the notion of an \( x \)-partition for a Hjelmslev-matrix (\( H \)-matrix). This allows us to prove a new composition theorem for \( H \)-matrices. We obtain the existence of \( (t, r) \)-\( H \)-matrices and hence of regular \( (t, r) \)-\( H \)-planes for infinitely many series of invariants which were not yet known.

In fact, many of these invariants were not even known to occur as the invariants of any \( H \)-plane at all (whether regular or not).

0. Introduction. In 1976, the author introduced the notion of a ‘regular’ projective Hjelmslev plane (briefly: regular \( H \)-plane) [4]; such \( H \)-planes admit a nice abelian collineation group. We proved that there are regular \( H \)-planes with invariants \( (q^n, q) \) for every prime power \( q \). We could also show that there are regular \( (t, r) \)-\( H \)-planes (where \( t \) is not a power of \( r \)) for all the invariant pairs of \( H \)-planes that had been constructed by Drake and Lenz in [3]. Finally, we could also obtain some invariant pairs \( (t, r) \), that previously were not even known to be the invariants of an \( H \)-plane at all (whether regular or not).

To prove these results, the notions of \( H \)-matrices and \( x \)-choices for \( H \)-matrices were essential, allowing certain composition methods. In this paper we want to introduce the notion of an \( x \)-partition for an \( H \)-matrix; we will then prove that certain \( (q^n, q) \)-\( H \)-matrices possess \( (q^{n-1} + 1) \)-partitions. We prove a composition theorem using this notion; this will enable us to obtain regular \( (t, r) \)-\( H \)-planes for many new invariant pairs. In particular, we will be able to obtain many of the invariant pairs \( (t, r) \) constructed in [2]; but we will also obtain infinitely many pairs totally unknown up to now. These results will be improved in the last section by constructing \( (q^n, q) \)-\( H \)-matrices with even better partitions.

1. Preliminary knowledge. We refer the reader to the literature for the definition of projective Hjelmslev planes (\( H \)-planes) and for the invariants of
such planes (we only consider the finite case here); cf. e.g. [3], [4]. Regarding
the general geometric and combinatorial background, the reader should consult e.g. [1]. The definition of a regular H-plane is in [4, 2.1]. For the
convenience of the reader, we recall the definition of a \((t, r)\)-H-matrix:

1.1 Definition [4]. Let \(N\) be an abelian group of order \(t^2\) and \(A := (a_{ik})\)
\((i = 0, \ldots, r; k = 1, \ldots, r)\) be a matrix with entries from \(N\). \(A\) is called a
\((t, r)\)-K-matrix if

\[(1.1) \text{ for each pair } (i, j) \text{ with } i \neq j \text{ and } i, j \in \{0, \ldots, r\}, \text{ we have } \{a_{ik} - a_{jm} : k, m = 1, \ldots, t\} = N;\]
and a \((t, r)\)-H-matrix if furthermore

\[(1.2) \text{ the } (r + 1)t(t - 1) \text{ differences } a_{ik} - a_{im} \text{ (} i = 0, \ldots, r; k, m = 1, \ldots, t) \text{ contain each nonzero element of } N \text{ at least twice.}\]

1.2 Theorem. A regular H-plane with invariants \((t, r)\), where \(r\) is a prime
power, exists iff there is a \((t, r)\)-H-matrix.

Proof. [4, 2.8].

1.3 Theorem. An \((r, r)\)-K-matrix is in fact an H-matrix and \(r\) is a prime
power. Furthermore, each row of the matrix is a subgroup of \(N\).

Proof. [4, 5.7] and [5, 3.1 and the proof of 3.1].

1.4 Definition [5]. Let \(A\) be a \((t, r)\)-H-matrix over \(N\). \(A\) is called balanced
of type \(n\) if there exist subgroups \(E = U_n < U_{n-1} < \cdots < U_2 < U_1 = N\)
satisfying

\[(1.3) \text{ there are numbers } \lambda_i (i = 1, \ldots, n - 1) \text{ such that } x \in U_i \setminus U_{i+1} \text{ iff } x \\
\text{ occurs precisely } \lambda_i \text{ times as a difference from } A \text{ (according to (1.2));} \]

\[(1.4) \text{ there are numbers } q_2, \ldots, q_n \text{ such that the order of } U_i \text{ is} \\
(q_n \cdots q_{i+1})^2 \text{ (note that } t = q_2 \cdots q_n); \]

\[(1.5) \text{ for all } i = 1, \ldots, n - 1; j = 0, \ldots, r; k = 1, \ldots, t, \text{ the following holds:} \\
|T_{jk}| = |\{a_{jm} : a_{jm} \equiv a_{jk} \mod U_i\}| = q_nq_{n-1} \cdots q_{i+1}.\]

The \(q_i\) are called step parameters, the \(\lambda_i\) intersection numbers. \(t_i\) is defined by
\(t_i := q_2q_3 \cdots q_i (i = 2, \ldots, n - 1).\)

1.5 Theorem. An \((r^{n-1}, r)\)-H-matrix that is balanced of type \(n\) exists iff \(r\) is
a prime power. In this case, all step parameters are equal to \(r\) and we have
\(\lambda_i = r^i (i = 1, \ldots, n - 1).\)

Proof. [5, 2.15 and 3.5], using [6, 1.1], [5, 2.12 and the proof of 2.12] and
finally [5, 2.10].

---

\(^2\)By adding \(-a_{i1}\) to row \(i\) of \(A\) for \(i = 0, \ldots, r\) we obtain a \((t, r)\)-K-matrix with \(a_{i1} = 0\) for \(i = 0, \ldots, r\). In the future we assume all K-matrices to be normalized in this way.
1.6 Definition [4]. Let \( A \) be a \((t, r)\)-H-matrix. An \( x \)-choice for \( A \) consists of \( x \) elements of each row of \( A \) such that

(1.6) The differences of the form \( x_i - a_{ik} \) resp. \( a_{ik} - x_i \) (where \( i = 0, \ldots, r \); \( x_i \) runs over the chosen elements from row \( i \) and \( a_{ik} \) over the elements of row \( i \) distinct from \( x_i \)) together contain each nonzero element of \( N \) at least twice.

1.7 Lemma. Let \( A \) be an \((r, r)\)-H-matrix. Then \( A \) has a 1-choice.

Proof. [4, 5.7].


2.1 Definition. Let \( A \) be a \((t, r)\)-H-matrix. An \( x \)-partition for \( A \) consists of

partitions \( \mathcal{P}_i = \{P_{i1}, \ldots, P_{ix}\} \) \( (i = 0, \ldots, r) \) of the rows of \( A \) into \( x \) subsets each, satisfying

(2.1) Each nonzero element of \( N \) occurs at least twice as a difference of the type \( a_{ik} - a_{im} \), where \( a_{ik} \) and \( a_{im} \) are in distinct members of \( \mathcal{P}_i \).

Partitions for \( H \)-matrices are in fact generalizations of choices:

2.2 Proposition. Let \( A \) be a \((t, r)\)-H-matrix. An \( x \)-choice for \( A \) is in fact an \((x + 1)\)-partition for \( A \).

Proof. Let w.l.o.g. be \( a_{i1}, \ldots, a_{ix} \) the elements of the \( x \)-choice coming from row \( i \) of \( A \). Then define \( \mathcal{P}'_i := \{\{a_{i1}\}, \ldots, \{a_{ix}\}, \{a_{i,x+1}, \ldots, a_{ir}\}\} \); this obviously is an \((x + 1)\)-partition for \( A \).

2.3 Corollary. Let \( r \) be a prime power. Then there exists an \((r, r)\)-H-matrix with a 2-partition.

Proof. By 1.5, 2.2 and 1.7.

We next want to exhibit \((r^{n-1}, r)\)-H-matrices with \((r^{n-2} + 1)\)-partitions. To this end, we show

2.4 Theorem. Let \( A \) be an \((r^{n-1}, r)\)-H-matrix \((over N)\) that is balanced of type \( n \). Then \( A \) has an \((r^{n-2} + 1)\)-partition \((n \geq 2)\).

Proof. The case \( n = 2 \) has already been demonstrated in 2.3. We now assume \( n > 2 \).

Let \( A' \) be the matrix whose \( i \)th row consists of all elements of row \( i \) of \( A \) that are in \( U := U_{n-1} \) (as in 1.4), i.e. whose \( i \)th row is \( T_{i1}^{n-1} \) (using \( a_{i1} = 0 \) and the notation in (1.5)). Note that by (1.5) we obtain an \((r + 1) \times r\)-matrix (using 1.5, we have \( q_n = r \)) over \( U \) and that \( U \) has order \( r^2 \) by (1.4). We assert that \( A' \) is a \( K \)-matrix. Thus consider any two distinct rows of \( A' \). The differences arising are pairwise distinct, as \( A \) satisfies (1.1) and as \( A' \) is a submatrix of \( A \). For reasons of cardinality, we obtain each element of \( U \).

Hence \( A' \) is indeed an \((r, r)\)-K-matrix; thus it is actually an \( H \)-matrix with a
2-partition, such that each row of $A'$ is a subgroup of $U$ (by 1.3, 1.7 and 2.2). Hence $V_i := T_{ii}^{-1}$ is a subgroup of $U$ for $i = 0, \ldots, r$. Now let $\mathcal{P}_0', \ldots, \mathcal{P}_r'$ be a 2-partition for $A'$. Let $\mathcal{P}_i$ consist of the two members of $\mathcal{P}_i'$ and of the sets $T_{ik}^{-1} \neq T_{il}^{-1} (= V_i)$, for $i = 0, \ldots, r$. We assert that $\mathcal{P}_0', \ldots, \mathcal{P}_r'$ is an $(r^{-2} + 1)$-partition for $A$.

Thus let $z$ be any nonzero element of $N$. If $z$ is actually in $U$, $z$ occurs at least twice as a difference from distinct members of some $\mathcal{P}_i'$, hence at least twice from $\mathcal{P}_i$.

Finally, assume $z \notin U$. Let $z = a_{ik} - a_{im}$ be any difference representation of $z$ from $A$. Then we have (by the definition in (1.5)) $T_{ik}^{-1} \neq T_{im}^{-1}$; thus $a_{ik}$ and $a_{im}$ are in distinct members of $\mathcal{P}_i$ (note that in fact $V_i = T_{ii}^{-1}$ has even been split into two subsets). As this holds for any difference representation of $z$, (2.1) is obviously satisfied.

Finally each $\mathcal{P}_i$ consists of $r^{-2} + 1$ members by (1.5); hence the $\mathcal{P}_i$ indeed are an $(r^{-2} + 1)$-partition for $A$.

**2.5 Corollary.** For each prime power $r$, there is an $(r^{-1}, r)$-$H$-matrix with an $(r^{-2} + 1)$-partition $(n > 2)$.

**PROOF.** By 2.4 and 1.5.

We now prove a fundamental composition theorem:

**2.6 Theorem.** Assume the existence of a $(t, r)$-$H$-matrix with an $x$-partition and of an $(s, q)$-$H$-matrix with a $y$-partition. Assume furthermore

$$x(r + 1) < q + 1 < t(r + 1).$$

(2.2)

Then there also is an $(st, r)$-$H$-matrix with an $xy$-partition.

We remark that this generalizes and improves [4, 5.3].

**PROOF.** Let $A = (a_{ik})$ $(i = 0, \ldots, r; k = 1, \ldots, t)$ be a $(t, r)$-$H$-matrix over $M$ with $x$-partition $\mathcal{P}_0, \ldots, \mathcal{P}_r$, where $\mathcal{P}_i = \{P_{il}, \ldots, P_{ix}\}$. Let $B = (b_{jm})$ be an $(s, q)$-$H$-matrix $(j = 0, \ldots, s; m = 1, \ldots, s)$ over $N$ with $y$-partition $\mathcal{Q}_0, \ldots, \mathcal{Q}_q$, where $\mathcal{Q}_j = \{Q_{j1}, \ldots, Q_{jr}\}$. We will construct an $(st, r)$-$H$-matrix $C$ over $M \oplus N$.

Let $S$ denote the set of rows of $B$. Partition $S$ into $r + 1$ subsets $S_0, \ldots, S_r$, satisfying

$$x \leq \text{card } S_i \leq t \quad \text{for } i = 0, \ldots, r,$$

(2.3)

which is possible by (2.2).

Now choose a mapping $F$: $\{(i, k): i = 0, \ldots, r; k = 1, \ldots, t\} \to S$ satisfying (denote $F(i, k)$ by $F_{ik}$)

(2.4) $F$ is surjective;

(2.5) $F_{ik} \in S_i$ for all $(i, k)$;
(2.6) $F_{ik} \neq F_{im}$ whenever $a_{ik}$ and $a_{im}$ are in distinct members of $\mathcal{P}_i$; this is possible by (2.3).

Now let $C$ be the $(r + 1) \times st$-matrix over $M \oplus N$ whose $i$th row is the union of the sets $C_{ik} := \{a_{ik}\} \times F_{ik}$, $k = 1, \ldots, t$ ($i = 0, \ldots, r$). We first show that $C$ is a $K$-matrix. Thus consider any two distinct rows of $C$, say row $i$ and $j$. Let $(m, n)$ be any element of $M \oplus N$. Since $A$ is a $K$-matrix, there are elements $a_{ik}$ and $a_{jh}$ with $m = a_{ik} - a_{jh}$. As $B$ is a $K$-matrix, the distinct rows $F_{ik}$ and $F_{jh}$ of $B$ satisfy (1.1), i.e., $F_{ik} - F_{jh} = N$. Hence in particular $n$ occurs among these differences. But then clearly $(m, n)$ occurs in $C_{ik} - C_{jh}$. Thus $C$ satisfies (1.1) and is a $K$-matrix.

We now assert that $C$ is in fact an $H$-matrix with an $xy$-partition. Let $\mathcal{R}_q := \{R_{ijk}: j = 1, \ldots, x; k = 1, \ldots, y\}$ where $R_{ijk}$ is the union of all sets $\{a_{im}\} \times Q_{f(i,m),k}$ with $a_{im} \in P_i$ where $F_{im}$ is row $f(i, m)$ of $B$. We will prove that $\mathcal{R}_0, \ldots, \mathcal{R}_r$ is indeed an $xy$-partition for $C$, thus simultaneously proving that $C$ is an $H$-matrix. It is easily seen that $\mathcal{R}_q$ is a partition of row $i$ of $C$ containing $xy$ members. Thus we only have to check condition (2.1).

We first consider elements $(m, n)$ of $M \oplus N$ with $m \neq 0$. As $\mathcal{R}_0, \ldots, \mathcal{R}_r$ is an $x$-partition of $A$, $m$ occurs at least twice as a difference of the form $a_{ih} - a_{ij}$, where $a_{ih}$ and $a_{ij}$ are in distinct members of $\mathcal{P}_j$. By (2.6), we have $F_{ih} \neq F_{ij}$. As $B$ is a $K$-matrix, the difference $F_{ih} - F_{ij}$ of the distinct rows $F_{ih}, F_{ij}$ of $B$ contains each element of $N$, in particular $n$. Hence $C_{ih} - C_{ij}$ contains the difference $(m, n)$. Clearly this is a representation of the desired type, as elements with first coordinates in distinct members of $\mathcal{P}_i$ by our construction are in distinct members of $\mathcal{R}_q$.

Now consider elements $(0, n)$ with $n \neq 0$. As $\mathcal{Q}_0, \ldots, \mathcal{Q}_q$ is a $y$-partition for $B$, $n$ occurs at least twice as a difference of the form $b_{jh} - b_{jk}$, where $b_{jh}$ and $b_{jk}$ are in distinct members of $\mathcal{Q}_j$. By (2.4), there is a pair $(f, g)$ which is mapped onto row $j$ of $B$. But then $(0, n)$ occurs as difference from $\{a_{fg}\} \times Q_{ju}$ and $\{a_{fg}\} \times Q_{jv}$ (where $b_{jh} \in Q_{ju}$ and $b_{jk} \in Q_{jv}$). Clearly this is a difference representation of the desired type by our construction of $\mathcal{R}_j$. This proves the theorem.

3. Applications. We will now apply 2.6 together with 2.4 to obtain infinitely many new invariants of regular Hjelmslev planes (using 1.2).

3.1 THEOREM. Let $q$ and $r$ be prime powers satisfying

$$ (r^{n-1} + 1)(r + 1) < q + 1 < r^n(r + 1) \quad (n > 1). \quad (3.1) $$

Then there exists a $(q^k r^n, r)$-H-matrix with an $(r^{n-1} + 1)(q^{k-1} + 1)$-partition for all $k \geq 1$.

2Note that permuting the elements of the rows of some $H$-matrix again yields an $H$-matrix. Thus the only relevant information on row $i$ is given by the set of elements in that row, not by their ordering.
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Proof. By 2.5 and 2.6.

3.2 Corollary. Let \( q \) and \( r \) be prime powers satisfying (3.1). Then \((q^k r^n, r) \in RH\) (where RH denotes the spectrum of invariants of regular \( H \)-planes) for all \( k \geq 1 \).

Note that 3.1 is a generalization and improvement of [4, 5.8], where we considered the case \( n = 1 \) for choices instead of partitions. Though it does not yield new parameter pairs immediately (for \( n = 1 \)), it gives much lower partition sizes in the 'product matrix' than the old theorem (applying 2.2). Hence repeated application of 2.6 will give new invariants, as we will point out below in 3.6. We first give some numerical examples.

3.3 Examples.

\[
\begin{array}{|c|c|c|c|}
\hline
r & 2 & 2 & 3 \\
q & 5^k & y (y = 8, 9, 11) & y (y = 16, 17, 19, 23) \\
\hline
t & 2 \cdot 5^k & 4 \cdot y^k & 8 \cdot y^k \\
x & 2(y^k - 1 + 1) & 3(y^k - 1 + 1) & 5(y^k - 1 + 1) \text{ etc.} \\
\hline
\end{array}
\]

Here we denote by \( t \) the first invariant of the resulting matrix and by \( x \) the size of the resulting partition.

3.4 Theorem. Let \( q \) and \( r \) be prime powers satisfying (3.1). Let \( q' \) be a further prime power satisfying

\[
(r^n - 1 + 1)(q^k - 1 + 1)(r + 1) < q' + 1 < q^k r^n (r + 1),
\]

where \( n, k \geq 1 \). Then there exists a \((q^m q^k r^n, r)\)-\( H \)-matrix with an \((r^{n-1} + 1)(q^k - 1 + 1)(q^m - 1 + 1)\)-partition for all \( m \geq 1 \).

Proof. By 3.1 and 2.6, using 2.5.

This generalizes and (in case \( n = 1 \)) improves [4, 5.11] for \( s = q^k \).

3.5 Corollary. Let \( q, r, q' \) be prime powers satisfying (3.1) and (3.2). Then \((q^m q^k r^n, r) \in RH\) for all \( m \geq 1 \).

3.6 Examples. (i) Let \( r = 3, q = 8, n = k = 1 \). By 3.5, we obtain \((24 q^m, 3) \in RH\) for \( q' \) a prime power with \( 16 < q' + 1 < 96 \). The results in [4] only yield the corresponding values for \( 18 < q' + 1 < 72 \) (which are the values that can be obtained as invariants of some (not necessarily regular) \( H \)-plane by the results of [3]).

(ii) Let us now consider the case of \( n = k = 1 \) for arbitrary \( q, r \). Then (3.2) reduces to
\[4(r + 1) < q' + 1 < qr(r + 1)\] (3.3)

the results in [4] yield by twice applying [4, 5.8]
\[2(q + 1) < q' + 1 < q(q + 1)\] (3.4)

(which, by the way, are precisely the values also obtained in [3] as the invariants of some \(H\)-plane) and by [4, 5.11]
\[(q \cdot pq)(r + 1) < q' + 1 < qr(r + 1)\] (3.5)

where \(pq\) denotes the smallest integer \(> (q + 1)/(r + 1)\).

The lower bound in (3.3) is obviously always much better than the one in (3.5); also, (3.5) tends to include only a few values for \(q'\) or none at all, as \(q\) approaches its upper bound (which is \(r(r + 1) - 1\) by (3.1)). Nevertheless, already (3.5) gave new invariants of \(H\)-planes (cf. [4, 5.13]).

Let us now discuss the merits of (3.3) and (3.4). The lower bound in (3.3) is always better, if \(q \neq 2r + 1, 2r + 2\), which are the two lowest possible values for \(q\) by (3.1). The upper bound in (3.3) will always be better, if \(q \neq r(r + 1) - 1\), which is the biggest possible value for \(q\) by (3.1). So, in general, we will in most cases obtain new invariants of \(H\)-planes (even of regular \(H\)-planes).

(iii) Now let \(r = 2, n = 3, q = 19, k = 1\). By 3.5, we obtain \((152q', 2) \in RH\) for prime powers \(q'\) with \(29 < q' < 455\). The results of [2] and [3] combined allow us only to find the corresponding pairs for \(39 < q' < 379\) as the invariants of some \(H\)-plane. Again, it is easily seen that the results here will give many new invariants.

It is now obvious how to proceed by using 3.4 and 2.5 with 2.6 etc. recursively. In any case, we will obtain new parameter pairs for \(H\)-planes in general (and in \(RH\) in particular). Nevertheless, using the results obtained up to now it is not possible to construct an \(H\)-matrix for each known invariant pair, as the results of [2] are stronger than 3.1 (the inequality there gives a better lower bound than (3.1)). However, repeated application of 2.6 also improves lower bounds in many cases (which seems to be more interesting and more difficult than to improve upper bounds).

We will conclude this section by exhibiting all known invariants \((t, r)\) for \(H\)-planes with \(r = 2\) or \(r = 3\) and \(t < 1000\).

3.7 Examples. (i) We first consider pairs \((t, 2)\) with \(t < 1000\) that are the invariants of some \(H\)-plane. According to the list in [2], these were:

(a) the 10 values \(t = 2^k, k = 0, \ldots, 9\) (well known, e.g. from \(H\)-planes constructed from \(H\)-rings);

(b) the 15 values \(2 \cdot 5^k (k = 1, 2, 3); 4 \cdot 11^k (k = 1, 2); 8 \cdot 23\) and \(16 \cdot 47\) (by [3, 4.1, 5.1]) resp. \(2 \cdot 5 \cdot x (x = 11, 13, 16, 17, 19, 23, 27, 29)\) (by [3, 6.1]);

(c) the 16 values \(4 \cdot 9, 4 \cdot 9^2, 8 \cdot 17, 8 \cdot 19, 16x (x =

Note that [4] does not yield any new information. We now find 10 new values for \( t \). By 3.1, there exist \((4x, 2)\)-\(H\)-matrices with a 6-partition for \( x = 8, 9, 11 \) (cf. 3.3). Applying 2.6 and 3.1 we thus obtain the values 32x \( (x = 17, 19, 23, 25, 27, 29, 31) \); 36 \( \cdot 17 \); 44x \( (x = 17, 19) \). Thus by now, \((t, 2)\)-\(H\)-planes are known to exist for 51 values of \( t < 1000 \). Note, that all the invariants exhibited are in fact in \( RH \) by the results of this paper, except for 16 \( \cdot 23 \) and 16 \( \cdot 25 \).

(ii) Now consider pairs \((t, 3)\) with \( t < 1000 \). By the work of [2] and [3], we know the values

(a) \( t = 3^k, k = 0, \ldots , 6 \);
(b) \( 3 \cdot x^k, k = 1, 2, x = 7, 8, 11; 21q, q = 16, 17, 19, 23, 25, 27, 29, 31, 32, 37, 39, 41, 43, 47; 24q, q = 17, 19, 23, 25, 27, 29, 31, 37, 39, 41; 27q, q = 19, 23, 25, 29, 31, 32, 37; 33q, q = 23, 25, 27, 29; \)
(c) \( 9q, q = 16, 17, 19, 23, 25, 29, 31, 32; \)

that are 56 values. By 3.1, we obtain \((3q, 3)\)-\(H\)-matrices with a 4-partition for \( q = 7, 8, 9, 11 \); those give (because of the better inequality (3.3)) the 6 new values 24 \( \cdot 16, 27x \ (x = 16, 17) \) and 33x \( (x = 16, 17, 19) \).

4. Improving lower bounds. In this last section we will use 2.3 and 2.6 (and sometimes 2.5) to obtain \((r^n, r)\)-\(H\)-matrices admitting much smaller partition sizes than \( r^{n-1} + 1 \). In this way we will obtain a composition theorem similar to 3.1, but with much improved lower bounds. We thus obtain most of the still missing results of [2] for regular \( H \)-planes; in fact, in most cases this even improves the lower bounds of [2].

We point out that the \((r^n, r)\)-\(H\)-matrices to be constructed in this section are not balanced; hence they will not correspond to \( n \)-uniform \( H \)-planes by [5, 2.12], since all \( n \)-uniform \( H \)-planes are balanced. In fact, in the first step in the proof of 4.1 we construct \((r^3, r)\)-\(H\)-matrices. The corresponding \( H \)-planes are of type 3 (not of type 4); by [5, 3.5] they cannot be balanced.

4.1 Theorem. Let \( 2^{n-1} < x < 2^n \) and let \( r \) be a prime power \( \neq 2 \). If \( x \neq 2, 4, 5, 8 \), there always exists an \((r^x, r)\)-\(H\)-matrix with a \( 2^n \)-partition. If \( x = 5, 8 \) and \( r > 5 \), then there also exists an \((r^x, r)\)-\(H\)-matrix with a \( 2^n \)-partition.

Proof. The assertion holds for \( x = 1 \) by 2.3. By 3.1, there are \((qr, r)\)-\(H\)-matrices with a 4-partition for all prime powers \( q \) with \( 2(r + 1) < q + 1 < r(r + 1) \). As \( r \neq 2 \), we can choose \( q := r^2 \). This settles \( x = 3 \).

By 2.6 and 2.4, we know, that there are \((qr^3, r)\)-\(H\)-matrices with an 8-partition for all prime powers \( q \) satisfying \( 4(r + 1) < q + 1 < r^3(r + 1) \); as
$r \neq 2$, we can always choose $q$ to be $r^3$ or $r^4$; if $r \geq 5$, we can also choose $q$ to be $r^2$. This settles $x = 5, 6, 7$.

Again by 2.6 and 2.4, there are $(qr^k, r)$-H-matrices with a 16-partition $(k = 6, 7)$ whenever $8(r + 1) < q + 1 < r^k(r + 1)$; we can always take $r^4, \ldots, r^{k+1}$ for $q$, which yields the assertion for $x = 10, \ldots, 15$. If $r > 4$, we can also take $q = r^3$, which will yield the desired result for $x = 9$, unless $r = 3$. But there is a $(3^2, 3)$-H-matrix with a 4-partition by 2.5; using 2.6, we can construct from this a $(3^5, 3)$-H-matrix with a 8-partition and then, as above, a $(3^9, 3)$-H-matrix with a 16-partition. If $r \geq 5$, we can use the arguments advanced above with $k = 5$ and obtain $(r^8, r)$-H-matrices with a 16-partition for these values, too. This is the assertion for $x = 8$.

Once more using 2.6 and 2.4, we obtain $(qr^k, r)$-H-matrices with a 32-partition for $k = 9, \ldots, 15$ and prime powers $q$ satisfying $16(r + 1) < q + 1 < r^k(r + 1)$. It is now always possible to choose $q$ to be $r^6, \ldots, r^{k+1}$, which yields the assertion for $n = 5$. It is now easy to prove the theorem in general by using 2.4 and 2.6 and induction on $n$ ($n > 4$).

4.2 Theorem. Let $2^{n-1} < x < 2^n$ and $x \neq 6, 8$. Then there exists a $(2^x, 2)$-H-matrix with a $5 \cdot 2^{n-2}$-partition.

Proof. The proof uses the same techniques as that of 4.1; hence we merely sketch the steps required and leave the details to the reader. There are $(2, 2)$-, $(2^2, 2)$-, $(2^3, 2)$- and $(2^4, 2)$-H-matrices with 2-, 3-, 5- resp. 9-partitions by 2.5. From these construct $(2^5, 2)$-, $(2^7, 2)$-, $(2^9, 2)$-H-matrices with 6-, 10-, resp. 18-partitions. From those obtain $(2^h, 2)$- $(h = 10, 11)$ and $(2^k, 2)$-H-matrices $(k = 12, \ldots, 15)$ with 12- resp. 20-partitions. Then use induction on $n$ ($n > 4$).

We finally give some partitions for all the missing values:

4.3 Lemma. Let $r$ be a prime power. Then there are $(r^2, r)$- and $(r^4, r)$-H-matrices with an $(r + 1)$- resp. $(r^3 + 1)$-partition. There is a $(2^6, 2)$-H-matrix with a 33-partition. There are $(3^5, 3)$- and $(3^8, 3)$-H-matrices with an 8- resp. $(3^7 + 1)$-partition. There are $(4^5, 4)$- and $(4^8, 4)$-H-matrices with 10- resp. 20-partitions.

Proof. Most of these results are true by 2.5; the others by 2.5 and 2.6. We leave the details to the reader.

Using these results, we define a function $f(r, x)$ for prime powers $r$ and natural numbers $x$ by

$$f(2, 6) = 33; \quad f(2, 8) = 129; \quad f(2, 1) = 2;$$

$$f(2, x) = 5 \cdot 2^{n-2} \quad \text{otherwise, where} \, 2^{n-1} < x < 2^n,$$

and for $r \neq 2$ by
\( f(r, 2) = r + 1; \quad f(r, 4) = r^3 + 1; \quad f(3, 8) = 3^7 + 1; \quad f(4, 5) = 10; \quad f(4, 8) = 20; \)
\[
\begin{align*}
&f(4, x) = 2^n \text{ otherwise, when } 2^{n-1} < x < 2^n.
\end{align*}
\]  
We are now ready to state the following improved version of 3.1.

4.4 **Theorem.** Let \( r \) be a prime power, \( x \) a natural number and assume the existence of an \((s, q)\)-H-matrix with a c-partition, where
\[
 f(r, x)(r + 1) \leq q + 1 < r^c(r + 1). \tag{4.3}
\]
Then there exists an \((sr^x, r)\)-H-matrix with a \(c \cdot f(r, x)\)-partition. In particular, this is always true for \( s = q^n \) and \( c = f(q, y) \).

**Proof.** By 2.6, using 4.1 to 4.3.

4.5 **Corollary.** Let \( r, q \) be prime powers and \( x, y \) natural numbers satisfying (4.3). Then \((q^n r^x, r) \in RH\).

It is obvious that the lower bound in (4.3) is much better than the one given by (3.1). We finally want to compare (4.3) to the results in [2]. In [2], the same upper bound is obtained; but the lower bound is given by \( g(r, x)(r + 1) \), where
\[
 g(r, x) = \begin{cases} 
 1 + r + r^2 + \cdots + r^b & \text{for } x = 2b, \\
 1 + r + r^2 + \cdots + r^{b-1} + 2rb & \text{for } x = 2b + 1.
\end{cases} \tag{4.4}
\]
E.g., if \( r = 5 \) and \( x = 3 \), (4.3) gives the lower bound 24 and (4.4) 66; if \( r = 3 \) and \( n = 6 \), (4.4) yields 160 and (4.3) yields 32. In general, it is easily seen that the bound in (4.3) is always at least as good as that in (4.4), except for \( x = 4 \) and a couple of exceptional cases; in fact, in most cases it is much better. Note that asymptotically \( f(r, x) \) is \( \log_2 x \), while \( g(r, x) \) is \( r^{x/2} \).

Clearly, this also improves the results of repeated use of 2.6; for instance, the comparitively weak inequality (3.2) could now be improved to the lower bound \( f(r, n)f(q, k) \). Hence we have again obtained a great many new invariants for (even regular) \( H \)-planes.
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