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ABSTRACT. Techniques are developed to study the regular representation and \( \sigma \)-regular representations of measure groupoids. Convolution, involution, a modular Hilbert algebra, and local and global versions of the regular representation are defined. The associated von Neumann algebras, each uniquely determined by the groupoid and the cocycle \( \sigma \), provide a generalization of the group-measure space construction. When the groupoid is principal and ergodic, these algebras are factors. Necessary and sufficient conditions for the \( \sigma \)-regular representations of a principal ergodic groupoid to be of type I, II, or III are given, as well as a description of the flow of weights; these are independent of \( \sigma \). To treat nonergodic groupoids, an ergodic decomposition theorem is provided.

Introduction. Much of the rich theory associated with locally compact second countable groups can be reformulated entirely in terms of algebra and measure theory. In fact, if an analytic group has a translation-invariant measure class, then the group has a unique locally compact second countable topology for which the given measure class is the Haar measure class [17]. Once a property has been reformulated to remove reference to the topology, it is natural to ask whether that property can be generalized to Mackey’s measure groupoids [18]. In [12], we showed that in a suitable sense existence of Haar measure generalizes to groupoids. The present paper is devoted to studying another part of the theory which extends from groups to groupoids—the regular representation. A major tool in this work is the Haar measure.

Although each step in the study is motivated by the group regular representation, the results illuminate an entirely different area. For groupoids arising from the action of a group on a measure space, the commuting algebra of the regular representation is the von Neumann algebra obtained from the group-measure space construction. Using other groupoids, one obtains as special cases other von Neumann algebras introduced to generalize...
the group-measure space construction. By treating simultaneously the \( \sigma \)-regular representations for 2-cocycles \( \sigma \) of the groupoid, we obtain as a special case the twisted crossed product of a discrete group acting on an abelian von Neumann algebra as studied by Zeller-Meier [31].

In [12], the modular function \( \Delta \) associated with a Haar measure \((\nu, \mu)\) of the groupoid \((G, C)\) was introduced as \((d\nu^{-1}/d\nu)^{-1}\). It was proved that \( \Delta \) is a homomorphism into \( \mathbb{R}_+^* \); changing the Haar measure does not change the similarity class of \( \Delta \). In the present paper, \( \Delta \) plays a leading role. For the Banach *-algebras, consisting of functions on the groupoid, which are introduced in §1, the multiplication is convolution and the involution is given by \( f^*(x) = f(x^{-1})\Delta(x)^{-1} \). It is shown in §2 that there is a subalgebra of these Banach *-algebras which defines a modular Hilbert algebra. Multiplication by \( \Delta \) is the modular operator associated with this modular Hilbert algebra.

The relationship between the local and global representation theories of the groupoid is considered in §3. Only material needed to study the regular representation is included in this paper. An important tool derived is that the commuting algebra (in the sense of Mackey [19]) of a groupoid representation coincides with the commuting algebra of the algebra representation which it induces. In §4 we use the extension \( G^\sigma \) to extend the several descriptions of the regular representation to the \( \sigma \)-regular representation as well. The \( \sigma \)-regular representation of \( G \) generates the same von Neumann algebra as a certain subrepresentation of the regular representation of \( G^\sigma \). From this it is easy to construct explicitly a modular Hilbert algebra of functions on \( G^\sigma \) generating the same von Neumann algebra. Again, \( \Delta \) appears as the modular operator.

The von Neumann algebra generated by the \( \sigma \)-regular representation depends only on the measure groupoid \((G, C)\) and the cohomology class of the 2-cocycle \( \sigma \).

Principal groupoids generalize free actions of groups; for these groupoids it is easier to analyse the structure of the \( \sigma \)-regular representation von Neumann algebras than for the general case. We show in §5 that the von Neumann algebras of a principal groupoid are factors iff the groupoid is ergodic, semifinite iff \( \Delta \) is similar to the identity, type I factors iff the groupoid is essentially transitive. For \( \Delta \) nontrivial and the groupoid principal and ergodic, the flow of weights is isomorphic to the closure of the range of \( \Delta \) in the sense of [20, §7]. It is worth emphasizing that these considerations do not depend upon choice of the cocycle \( \sigma \), although the von Neumann algebra does.

The purpose of §6 is to prove a groupoid Ergodic Decomposition Theorem. For principal groupoids the process described effects a central decomposition of the regular representations.

The relationship between the representation theories of similar groupoids [20, §6] is not discussed here. A significant contribution in this direction may be found in [7].
Notation unexplained in this paper is explained in [12]. Like [12], this paper is based on material contained in the author's doctoral thesis [11]. The acknowledgments made in the introduction to [12] are valid here.

1. Convolution. Just as for groups, one way to introduce the regular representation of measure groupoids is through convolution. Since our generalization of Haar measure is available, convolution for groupoids offers no substantial difficulties; however, the absence of topology makes certain routine verifications technically more complicated. The definition of convolution and an outline of some of its properties have been given by Westman [29], [30], who assumed existence of Haar measure as part of the definition of measure groupoid.

Let \((G, C)\) be a measure groupoid. As defined in [12], a Haar measure \((\nu, \mu)\) for \((G, C)\) consists of a probability measure \(\mu \in \tilde{C}\) on \(U_G\) and a \(\sigma\)-finite measure \(\nu \in C\) on \(G\) such that on an i.r. \(G | U_0\) of \(G\) \(\nu\) has \(r\)-decomposition \(\nu = \int \nu \, d\mu(u)\) with respect to \(\mu\) satisfying \((E \mapsto \int 1_E(xy) \, d\nu^{d(x)}(y)) = \nu^{r(x)}\) for all \(x \in G | U_0\). Let \(\lambda \in C\) be a symmetric probability measure. Let \(\psi = \frac{d\mu}{d\lambda}\). By Remark 3.17 of [12] there is an i.r. \(G | U\) of \(G | U_0\) and a positive Borel function \(P\) on \(G | U\) such that

1. If \(\lambda^u = E \mapsto \int 1_E(y)P(y) \, d\nu^u(y)\) then \(\lambda^u(G) = \lambda^u(G | U) = 1\) and \(\lambda = \int \lambda^u \, d\tilde{\lambda}(u)\) is an \(r\)-decomposition of \(\lambda\) on \(G | U\).

2. For \((x, y) \in G(2) \cap (G | U \times G | U)\), \(P(x|y)P(y^{-1}x^{-1})^{-1} = P(x)P(y)P(y^{-1})^{-1}P(x^{-1})^{-1}\).

Let \(\Delta = (\psi \mapsto \psi \circ r(y)P(y^{-1})^{-1}X \circ d(y)^{-1})\). The modular function \(\lambda\) is a strict homomorphism of \(G | U\) into the multiplicative group \(R^*_+\); \(\nu = (E \mapsto \int 1_E(y)\psi \circ r(y)P(y) \, d\lambda(y))\); and for positive Borel \(f\) on \(G | U\), \(\int f(y^{-1}) \, df(y) = \int f(y)\Delta(y)^{-1} \, df(y)\). For convenience, in the remainder of this section we will replace \(G\) by its inessential reduction \(G | U\). See Remark 1.9.

If \(f\) is absolutely \(\nu\)-integrable and \(g = f\) a.e., then \(\int f \, df^u = \int g \, df^u\) \(\mu\)-a.e. To assert that \(u \mapsto \int f \, df^u\) belongs to \(L^\infty(U_G, \lambda)\) is thus a property of the \(L^1(G, \nu)\) class to which \(f\) belongs. Let \(f^* = (x \mapsto f(x^{-1})\Delta(x)^{-1})\). If \(f = g\) a.e., then \(f^* = g^*\) a.e.; and

\[
\int |f^*(x)| \, df(x) = \int |f(x^{-1})\Delta(x)^{-1}| \, df(x) = \int |f(x)| \, df(x),
\]

so \(\|f^*\|_1 = \|f\|_1, f^* = f, (f + g)^* = f^* + g^*, (cf)^* = c|f|^*,\) and \(|f|^* = |f^*|\).

For \(f \in L^1(G, \nu)\) and \(j, k \in L^2(U_G, \mu)\), the extended real number \(\int |f(x)| \, |j(d(x))k(r(x))| \, df(x)\) depends only on the function classes of \(f, j,\) and \(k\). Let

\[
\|f\|_H = \sup \left\{ \int |f(x)| j(d(x))k(r(x)) | \, df(x); \int |j|^2 \, d\mu = \int |k|^2 \, d\mu = 1 \right\}.
\]
Let
\[ \|f\|_I = \max \left\{ \|u \mapsto \int |f| \, dv^u\|, \|u \mapsto \int |f^*| \, dv^u\| \right\}. \]

Let \( II(G, \nu, \mu) = \{ f \in L^1(G, \nu) : \| f \|_II < \infty \} \) and \( I(G, \nu, \mu) = \{ f \in L^1(G, \nu) : \| f \|_I < \infty \} \). We will abbreviate these sets \( II(G) \) and \( I(G) \).

**Lemma 1.1.** \( \|f\|_I = \|f^*\|_I, \|f\|_II = \|f^*\|_I \) and \( \|f\|_I \) and \( \|f\|_II \) are complete norms on \( I(G) \) and \( II(G) \), respectively.

**Proof.** The equalities and inequalities involve only computation. For example,
\[ \int |f(x)j(d(x))k(r(x))| \, dv(x) \]
\[ < \int |f(x)| \, |j(d(x))|^2 \, dv(x)^{1/2} \int |f(x)| \, |k(r(x))|^2 \, dv(x)^{1/2} \]
\[ = \int |f^*(x)| \, |j(r(x))|^2 \, dv(x)^{1/2} \int |f(x)| \, |k(r(x))|^2 \, dv(x)^{1/2} \]
\[ = \int \int |f^*(x)| \, dv^u(x) \, |j(u)|^2 \, d\mu(u)^{1/2} \int \int |f(x)| \, dv^u(x) \, |k(u)|^2 \, d\mu(u)^{1/2} \]
\[ < \left\| u \mapsto \int |f^*(x)| \, dv^u(x) \right\|_\infty ^{1/2} \left\| j \right\|_2 \left\| u \mapsto \int |f(x)| \, dv^u(x) \right\|_\infty ^{1/2} \left\| k \right\|_2 \]
so \( \|f\|_I \) and \( \|f\|_II \) are norms. We show that they are complete norms. Suppose that \( (f_n) \) is a \( \|f\|_I \) Cauchy sequence. Then \( (f_n) \) is \( \|f\|_I \) Cauchy, so there is \( f \in L^1(G, \nu) \) such that \( \|f_n - f\|_1 \to 0 \). Hence also \( \|f_n^* - f^*\|_1 \to 0 \). Since \( \int \int |f_n - f| \, dv^u \, d\mu(u) \to 0 \), there is a subsequence \( (f_{n(i)}) \) such that \( \int |f_{n(i)} - f| \, dv^u \to 0 \) a.e., so \( \int |f_{n(i)}| \, dv^u - \int |f| \, dv^u \to 0 \) a.e. Since \( (f_n) \) is \( \|f\|_I \) Cauchy, \( (\|f_n\|_I) \) is a bounded sequence. Thus \( u \mapsto \int |f| \, dv^u \) is essentially bounded, as is \( u \mapsto \int |f^*| \, dv^u \), by the same argument. This proves \( f \in I(G) \).

Let \( \varepsilon > 0 \) be given. Choose \( n_0 \in \mathbb{N} \) such that \( \|f_n - f_m\|_I \leq \varepsilon/2 \) if \( n, m > n_0 \). There is a null set \( N \subset U_G \) such that \( \int |f_n - f_m| \, dv^u \leq \varepsilon/2 \) if \( n, m > n_0 \) and \( u \in U_G - N \). For such \( u \) and for \( n > n_0 \) we have
\[ \int |f_n - f| \, dv^u < \int |f_n - f_{n(i)}| \, dv^u + \int |f_{n(i)} - f| \, dv^u \]
\[ < \varepsilon/2 + \int |f_{n(i)} - f| \, dv^u \quad \text{for large } i. \]
Since \( \int |f_n - f| \, dv^u \to 0 \) a.e., we have for a.a. \( u \) and for \( n > n_0 \) \( \int |f_n - f| \, dv^u < \epsilon \). \( \int |f_n - f| \, dv^u \) is treated similarly, showing that \( \|f_n - f\|_I \to 0 \) and that \( \|f\|_I \) is a complete norm.

To show that \( \|f\|_I \) is a complete norm, let \((f_n)\) be a \( \|f\|_I \) Cauchy sequence. As before, there exists \( f \in L^1(G, \nu) \) such that \( \|f_n - f\|_I \to 0 \). Also, for each \( j, k \in L^2(U_G, \mu) \), \((x \mapsto f_n(x)j(d(x))k(r(x)))\) is a Cauchy sequence in \( L^1(G, \nu) \). There is a subsequence \((f_{n(i)})\) such that \( f_{n(i)} \to f \) a.e. and \( f_{n(i)}(j \circ d)(k \circ r) \) converges a.e. This implies that \( f_{n(i)}(j \circ d)(k \circ r) \) must converge in \( L^1 \) to \( f(j \circ d)(k \circ r) \), so

\[
\int |f(x)j(d(x))k(r(x))| \, dv(x) = \lim_{i \to \infty} \int |f_{n(i)}(x)j(d(x))k(r(x))| \, dv(x)
\]

\[
< \sup_{i \in \mathbb{N}} \|f_{n(i)}\|_I \|j\|_2 \|k\|_2.
\]

Thus \( f \in II(G) \).

Suppose \( \epsilon > 0 \). Choose \( m_0 \in \mathbb{N} \) such that \( i > m_0 \Rightarrow \|(f - f_{n(i)})(j \circ d)(k \circ r)\|_I < \epsilon/2 \). Choose \( n_0 \) such that \( m, n > n_0 \Rightarrow \|f_n - f_m\|_I < \epsilon/2 \). Then if \( n > n_0 \)

\[
\int |f_n(x) - f(x)| \, |j(d(x))k(r(x))| \, dv(x)
\]

\[
< \|f_n - f_{n(i)}\|_I \|f\|_I \|j\|_2 \|k\|_2 + \|(f_{n(i)} - f)(j \circ d)(k \circ r)\|_I
\]

\[
< \epsilon \quad \text{if} \quad i > m_0 + n_0.
\]

Thus \( \|f_n - f\|_I \to 0 \), so \( \|f\|_I \) is complete.

**Remark 1.2.** If \( \mu = \lambda \), \( g \mapsto gP^{-1} \) is a norm-decreasing injection of \( L^\infty(G, \nu) \) into \( I(G) \).

**Example 1.3.** \( G = [0, 1] \times [0, 1] \subset \mathbb{R}^2 \) is a principal groupoid if we define \((q, s)(s, t) = (q, t) \) and \((q, s)^{-1} = (s, q) \). Let \( m \) be Lebesgue measure on \([0, 1] \). \((m \times m, m)\) is a unimodular (symmetric) Haar measure. Let \( f(s, t) = 1_{[0,1/2]}(s) \cdot f \, d\delta_x \times m = 1_{[0,1/2]}(s) \) and \( f^*d\delta_x \times m = \frac{1}{2} \). The proof of Lemma 1.1 shows that \( \|f\|_I \leq \|f\|_I \). Let \( g(s, t) = s^{-1/4} \). \( g \in II(G, m \times m, m) \) but \( g \notin I(G, m \times m, m) \).

**Lemma 1.4.** If \( f \in II(G) \), \( k \mapsto (u \mapsto \int f(x)k(d(x)) \, dv^u(x)) \) is a bounded operator \( II_f \) on \( L^2(U_G, \mu) \) and \( \|f\|_I = \|II_f\| \). If \( f \in I(G) \) then \( k \mapsto (u \mapsto \int f(x)k(d(x)) \, dv^u(x)) \) and \( k \mapsto (u \mapsto \int f(x)k(r(x)) \, dv^u(x)) \) are bounded operators \( I_f \) and \( I_f' \) on \( L^1(U_G, \mu) \) and \( \|f\|_I = \max\{\|I_f\|, \|I_f'\|\} \).

**Proof.** We prove the statements about \( I(G) \).
\[
\int \left| \int f(x) k(d(x)) \, d\nu(x) \right| \, d\mu(u) \\
< \int |f(x) k(d(x))| \, d\nu(x) = \int |f^*(x)| |k(r(x))| \, d\nu(x) \\
= \int \int |f^*(x)| \, d\nu^*(x) |k(u)| \, d\mu(u) < \|u \mapsto \int |f^*| \, d\nu^*\|_\infty \|k\|_1
\]
and \( \int |f(x) k(r(x))| \, d\nu^*(x) \, d\mu(u) < \|u \mapsto \int |f| \, d\nu^*\|_\infty \|k\|_1 \). Thus \( I^*_f \) and \( I_f \) are bounded on \( L^1(UG, \mu) \) by \( \|f\|_1 \). Equality of norms holds for \( |f| \) because on any \( \sigma \)-finite measure space \( \|g\|_\infty = \sup \{\int |g| : \|g\|_1 = 1\} \). \( \square \)

Now we accumulate the facts necessary to introduce the convolution product on \( II(G) \). In these calculations, as in others that follow, we appeal to Tonelli’s Theorem or to Fubini’s Theorem in order to justify a change in the order of integration within a fibered product. Suppose \( f, g, j, k \in L^2(UG, \mu) \). If \( f, g, j, k > 0 \), then Tonelli’s Theorem justifies the following calculation:

\[
(II_f I_g j, k) = \int f(y) \int g(x) j(d(x)) \, d\nu^d(y)(x) \overline{k(r(y))} \, d\nu(y)
= \int \int \int f(y) g(y^{-1}x) j(d(x)) \overline{k(r(y))} \, d\nu^u(x) \, d\nu^u(y) \, d\mu(u)
= \int \int \int f(y) g(y^{-1}x) j(d(x)) \overline{k(u)} \, d\nu^u(y) \, d\nu^u(x) \, d\mu(u)
= \int \int \int f(xy) g(y^{-1}) \, d\nu^d(x)(y) j(d(x)) \, d\nu^u(x) \overline{k(u)} \, d\mu(u). \tag{1.5}
\]

Because

\[
\int \int \int f(y) g(y^{-1}x) j(d(x)) \overline{k(r(y))} \, d\nu^u(x) \, d\nu^u(y) \, d\mu(u)
= (II f I g I j, k) \|f\|_1 \|g\|_1 \! \|j\|_1 \|k\|_2 \leq \|f\|_2 \|g\|_2 \|j\|_2 \|k\|_2 \!
\]
calculation (1.5) is valid for complex-valued \( f, g, j, k \) by Fubini’s Theorem.

Setting \( j = k = 1 \), we find that the Borel function

\[
x \mapsto \int f(xy) g(y^{-1}) \, d\nu^d(x)(y)
\]
is an element of \( L^1(G, \nu) \) and equals \( \int f(y) g(y^{-1}x) \, d\nu^r(x)(y) \) \( \nu \)-a.e.

If \( f_1 = f \) a.e. and \( g_1 = g \) a.e., then

\[
\int \left| \int f(xy) g(y^{-1}) \, d\nu^d(x)(y) - \int f_1(xy) g_1(y^{-1}) \, d\nu^d(x)(y) \right| \, d\nu(x)
< \int \int |f(xy)| |g(y^{-1}) - g_1(y^{-1})| \, d\nu^d(x)(y) \, d\nu(x)
+ \int \int |f_1(xy) - f(xy)| |g_1(y^{-1})| \, d\nu^d(x)(y) \, d\nu(x)
= (II f I g_1 I g_1 1, 1) + (II f_1 - f I g_1, 1) = 0
\]
Thus, if we define $f \ast g = (x \mapsto \int f(xy)g(y^{-1}) \, d\nu^{d(x)}(y))$, then the convolution $(f, g) \mapsto f \ast g$ is a well-defined function from $L^1(G) \times L^1(G)$ into $L^1(G, \nu)$. Using the fact that $\Delta$ is a strict homomorphism, we calculate that for $\nu$-a.e. $x$

$$g^* \ast f^*(x) = \int g^*(xy)f^*(y^{-1}) \, d\nu^{d(x)}(y)$$

$$= \int \frac{g(y^{-1}x^{-1})}{f(y)^{-1}} \Delta(x)^{-1} \, d\nu^{d(x)}(y)$$

$$= \Delta(x)^{-1} \left( \int g(y^{-1})f(xy) \, d\nu^{d(x)}(y) \right)$$

$$= \Delta(x)^{-1} f \ast g(x^{-1}) = (f \ast g)^*(x),$$

so $(f \ast g)^* = g^* \ast f^*$ in $L^1(G, \nu)$.

Calculation (1.5) and Lemma 1.4 show that

$$\int |f \ast g(x)j(d(x))k(r(x))| \, d\nu^{d(x)}(x) \leq \|f\|_1 \|g\|_1 \|k\|_2 \leq \|f\|_1 \|g\|_1 \|k\|_2,$$

so $f \ast g \in L^1(G)$ and $\|f \ast g\|_1 \leq \|f\|_1 \|g\|_1$. With $j \in L^1(U_G, \mu)$ and $k = 1$, applying calculation (1.5) to $f, g \in I(G)$ shows

$$\int \left( \int |f \ast g(x)j(d(x))| \, d\nu^{d(x)}(x) \right) \, d\mu(u) \leq \|f\|_1 \|g\|_1 \|j\|_1$$

$$\leq \|f\|_1 \|g\|_1 \|j\|_1 \leq \|f\|_1 \|g\|_1 \|j\|_1.$$

By Lemma 1.4, $f \ast g \in I(G)$ and $\|f \ast g\|_1 \leq \|f\|_1 \|g\|_1$. We have proved

**Lemma 1.6.** $I(G)$ and $II(G)$ are closed under convolution $(f, g) \mapsto f \ast g$. $\|f \ast g\|_1 \leq \|f\|_1 \|g\|_1$, $\|f \ast g\|_1 \leq \|f\|_1 \|g\|_1$, and $(f \ast g)^* = g^* \ast f^*$ a.e.

**Lemma 1.7.** $f \mapsto f \ast g$ and $g \mapsto f \ast g$ are linear; $f \ast (g \ast h) = (f \ast g) \ast h$ for $f, g, h \in II(G)$.

**Proof.** Linearity is obvious. Associativity is proved as it is for groups. If $f, g, h \in II(G)$ are nonnegative,

$$f \ast (g \ast h)(x) = \int f(xy)(g \ast h)(y^{-1}) \, d\nu^{d(x)}(y)$$

$$= \int \int f(xy)g(y^{-1}z)h(z^{-1}) \, d\nu^{d(x)}(z) \, d\nu^{d(x)}(y)$$

$$= \int \int f(xy)g(y^{-1}z)h(z^{-1}) \, d\nu^{d(x)}(y) \, d\nu^{d(x)}(z)$$

$$= \int \int f(xy)g(y^{-1}z)h(z^{-1}) \, d\nu^{d(x)}(y) \, d\nu^{d(x)}(z).$$
\[
= \int \int f(xyz) \ g(y^{-1}) h(z^{-1}) \ dv^d(z)\ dy^d(y)\ dz^d(x)
\]
\[
= \int \int f \ * \ g(xz) h(z^{-1}) \ dv^d(x)\ dz^d(x)
\]
\[
= (f \ * \ g) \ * \ h(x).
\]
For \(f, g, h \in \mathcal{H}(G)\) arbitrary, write each as a linear combination of nonnegative elements of \(\mathcal{H}(G)\) and expand by linearity. 

The foregoing results combine to prove

**Theorem 1.8.** \(\mathcal{H}(G, v, \mu)\) and \(\mathcal{H}(G, v, \mu)\) are Banach \(*\)-algebras.

**Remark 1.9.** \(\mathcal{H}(G)\) is the groupoid algebra of Westman [30]. The elements and operations of both algebras \(\mathcal{H}(G)\) and \(\mathcal{H}(G)\) are unchanged by modification on null sets, so \(\mathcal{H}(G)\) and \(\mathcal{H}(G)\) may be regarded as algebras associated with any i.r. of \(G\) or with any groupoid of which \(G\) is an i.r. Moreover, if \((\nu, \mu)\) and \((\nu_1, \mu)\) are Haar measures, then \(\mathcal{H}(G, \nu, \mu)\) and \(\mathcal{H}(G, \nu_1, \mu)\) are isomorphic. Indeed, it follows from Theorem 3.9 of [12] that there is a positive Borel function \(\phi\) on \(U_G\) such that \(\phi \circ d = \nu_1 / \nu\). \(f \rightarrow f(\phi \circ d)\) is an isomorphism of \(\mathcal{H}(G, \nu_1, \mu)\) onto \(\mathcal{H}(G, \nu, \mu)\).

**Remark 1.10.** Professor Mackey has suggested that convolution of functions on groupoids can be interpreted in terms of convolution of measures absolutely continuous with respect to \(\lambda\). Assume \(\mu = \tilde{\lambda}, P = dv / d\lambda\). For a complex measure \(\alpha\) on \(G\), let \(\alpha^*\) be the measure \(E \mapsto \alpha(E^{-1})\). If \(\alpha \ll \lambda\), let \(\alpha^* = E \mapsto \int_E (da / d\lambda) \ d\lambda^u\) and let \(\|\alpha^u\|\) be the total variation of \(\alpha^u\). If \(u \rightarrow \|\alpha^u\|\) and \(u \rightarrow \|\alpha^u\|\) belong to \(L^\infty(U_G, \tilde{\lambda})\) then \(P^{-1}(da / d\lambda) \in \mathcal{H}(G, \nu, \tilde{\lambda})\); and if \(\alpha\) and \(\beta\) are two such measures then their convolution is defined by \(\alpha \ * \ \beta(E) = \int \beta^d(x) \gamma(x^{-1}E) \ da(x)\). It is easily verified that if \(f \in \mathcal{H}(G, \nu, \tilde{\lambda})\), then \(\alpha f \in \mathcal{H}(G, \nu, \tilde{\lambda})\). The convolution is defined by \(\alpha \ * \ \beta \gamma \ E = f \ * \ \beta \gamma \ E = f \ * \ \beta \gamma d\lambda\) defines one of these measures, \(\alpha(\beta \gamma) = (\alpha \ * \ \beta) \gamma\), and \(\alpha(\beta \ * \ \gamma) = \alpha \ * \ (\beta \ * \ \gamma)\).

Associativity can be demonstrated directly. Since

\[
\int f d(\alpha \ * \ \beta)^u = \int \int f(xy) d\beta^d(x) (y) \ d\alpha^u(x),
\]
\[
(\alpha \ * \ \beta) \ * \ \gamma = \int \gamma^d(x) (x^{-1}E) \ d(\alpha \ * \ \beta)(x)
\]
\[
= \int \int 1_E(xz) d\gamma^d(x) (z) \ d(\alpha \ * \ \beta)(x)
\]
\[
= \int \int \int 1_E(xyz) d\gamma^d(xy) (z) \ d\beta^d(x) (y) \ d\alpha(x)
\]
\[
= \int \int \int (\beta \ * \ \gamma)^d(x) (x^{-1}E) \ d\alpha(x) = \alpha \ * \ (\beta \ * \ \gamma)(E).
\]

When \(G\) is principal, the measures \(\alpha^u\) may be transferred to \(U_G\) from
{u} \times U_G$. With this convention convolution takes the following form, suggestive of Markov kernels:

$$(\alpha \ast \beta)^u(E) = \int \beta^u(E) \, d\alpha^u(v).$$

**Example 1.11.** As in Example 3.16 of [12], let $g$ with Haar measure $h$ act on $(S, \mu)$, so that $(\mu \times h, \mu)$ is a Haar measure for the measure groupoid $(S \times g, \mu \times h)$ and the modular functions $\Delta$ of $S \times g$ and $\delta$ of $g$ satisfy $d(\mu \cdot x^{-1})/d\mu = \delta(x)\Delta(s, x)^{-1}$ for $h$-a.a. $x$. The convolution is

$$f \ast g(s, x) = \int f(s, xy) g(sxy, y^{-1})dh(y) = \int f(s, y) g(sy, y^{-1}x)dh(y).$$

It agrees with the convolution used by Glimm [10]. The norm $\|f\|_H$ is

$$\sup \left\{ \int |f(s, x)j(sx)k(s)| \, d\mu \times h(s, x) : \int |j(s)|^2 \, d\mu(s) = \int |k(s)|^2 \, d\mu(s) = 1 \right\}.$$ 

The norm $\|f\|_r$ is

$$\max \left\{ \|s \mapsto \int |f(s, x)|dh(x)\|_\infty, \|s \mapsto \int |f(sx, x^{-1})|\Delta(sx, x^{-1})dh(x)\|_\infty \right\}.$$ 

The involution is $f^*(s, x) = f(sx, x^{-1})\Delta(sx, x^{-1})$.

Let $L^\infty_c$ be the subspace of $L^\infty(S \times g, \mu \times h)$ of functions $f$ vanishing a.e. outside of a set $S \times K_f$, $K_f \subset g$ compact. For $f, g \in L^\infty_c$, let

$$f^0(s, x) = f(sx, x^{-1})\delta(x)^{-1}$$

and

$$f \ast g(s, x) = \int f(s, y) g(sy, y^{-1}x)dh(y).$$

$$\|f \ast g\| \leq \|f\|_H \|g\|_H \delta(K_g)$$

and $f \ast g$ vanishes a.e. off $S \times (K_fK_g)$. Arguing as in the proof of Theorem 1.8, one can prove that $L^\infty_c$ is a $*$-algebra.

For $f \in L^\infty_c$ define $\Phi f$ by $\Phi f(s, x) = f(s, x)\Delta(s, x)^{-1/2}\delta(x)^{1/2}$. $\Phi$ is a $*$-homomorphism of $L^\infty_c$ into $II(S \times g)$. By restricting $\Phi$ to the continuous functions on $g$ with compact support and then extending to $L^1(g, h)$, we obtain a norm-decreasing injective $*$-homomorphism $\Phi$ of $L^1(g, h)$ into $II(S \times g)$. If $S = \{e\}$ then $L^1(g, h) = I(S \times g) = II(S \times g)$.

2. **The modular Hilbert algebra.** Let $(\nu, \mu)$ be a Haar measure for the measure groupoid $(G, C)$. Let $U, \psi, P,$ and $\lambda = \lambda(u)d\lambda(u)$ be as at the beginning of §1. We are interested in a particular representation of $II(G, \nu, \mu) = II(G)$ on the Hilbert space $L^2(G, \nu)$.

**Lemma 2.1.** $L(f) = (x \mapsto \int f(xy)j(y^{-1}) \, dv^{d(x)}(y))$ defines a norm-decreasing $*$-representation $L$ of $II(G)$ on $L^2(G, \nu)$, called the left regular representation.
Proof. Suppose \( f \in \mathcal{H}(G), j, k \in L^2(G, \nu) \), and \( f, j, k > 0 \).

\[
\int \int f(xy) j(y^{-1}) \, dv^d(xy)(y) k(x) \, dv(x)
= \int_U \int_{G|U} \int_{G|U} f(y) j(y^{-1}x) k(x) \, dv^u(y) \, dv^u(x) \, d\mu(u)
< \int_{G|U} f(y) \left( \int_{G|U} j(x)^2 \, dv^{d(v)}(x) \right)^{1/2} \left( \int_{G|U} k(x)^2 \, dv^{d(v)}(x) \right)^{1/2} \, dv(y)
< \|f\|_H \|j\|_2 \|k\|_2 \|u \mapsto \int j(x)^2 \, dv^u(x)\|_2 \|u \mapsto \int k(x)^2 \, dv^u(x)\|_2
= \|f\|_H \|j\|_2 \|k\|_2.
\]

Thus \( L \) is a norm-decreasing \(*\)-representation. \( \square \)

Corollary 2.2. The restriction of \( L \) to \( I(G) \) is a norm-decreasing \(*\)-representation.

We will show that \( \{L_f: f \in I(G)\} \) is nondegenerate. The von Neumann algebra generated by this \(*\)-algebra of operators on \( L^2(G, \nu) \) is the principal object of study in this paper. The main result of this section is a description of a modular Hilbert algebra generating \( \{L_f: f \in I(G)\}^\prime \).

As in §1, we will pass to the inessential reduction \( G|U \). Again, this is simply for convenience.

Definition 2.3. An absolutely integrable Borel function \( f \) is strictly \( \Delta_a\)-bounded if for all \( x \), \( f(x) = 0 \) or \( \Delta(x) \in [1/a, a] \). An absolutely integrable Borel function \( g \) is \( \Delta_a\)-bounded if \( g \) agrees a.e. with a strictly \( \Delta_a\)-bounded function. An a.e. function class is \( \Delta_a\)-bounded if it contains a \( \Delta_a\)-bounded member. A function or function class is \( \Delta\)-bounded if it is \( \Delta_a\)-bounded for some \( a > 1 \).

Lemma 2.4. \( \{f \in \mathcal{H}(G): f \text{ is } \Delta\text{-bounded}\} \) is an involutive subalgebra of \( \mathcal{H}(G) \).

Proof. Suppose \( f_0 \) is strictly \( \Delta_a\)-bounded and \( g_0 \) is strictly \( \Delta_b\)-bounded. Since \( \Delta(x) = \Delta(xy)\Delta(y)^{-1} \), if \( \Delta(x) > ab \) then either \( \Delta(xy) > a \) or \( \Delta(y^{-1}) > b \). Thus if \( \Delta(x) > ab \) then \( f_0(xy)g_0(y^{-1}) = 0 \) for all \( y \in r^{-1}(d(x)) \), so \( f_0 * g_0(y) = \int f_0(xy)g_0(y^{-1}) \, dv^{d(v)}(y) = 0 \). Similarly, if \( \Delta(x) < 1/(ab) \), then \( f_0 * g_0(x) = 0 \). Thus \( f_0 * g_0 \) is strictly \( \Delta_{ab}\)-bounded; and this implies that the convolution of two \( \Delta\)-bounded elements of \( \mathcal{H}(G) \) is \( \Delta\)-bounded.

If \( f_0 \) is strictly \( \Delta_a\)-bounded, then \( \{x: f_0^x(x) \neq 0\} = \{x: f_0(x) \neq 0\}^{-1} \subset \{x: 1/a < \Delta(x) < a\}^{-1} = \{x: 1/a < \Delta(x^{-1}) < a\} = \{x: 1/a < \Delta(x) < a\} \), so \( f_0^x \) is \( \Delta_a\)-bounded. Thus the involute of a \( \Delta\)-bounded element of \( \mathcal{H}(G) \) is \( \Delta\)-bounded. Clearly, \( f \mapsto cf \) and \( (f, g) \mapsto f + g \) preserve \( \Delta\)-boundedness. \( \square \)
Definition 2.5. \( \mathcal{U}_I = L^2(G, \nu) \cap \{ f \in II(G) : f \) is \( \Delta \)-bounded \}. \( \mathcal{U}_I = \mathcal{U}_II \cap I(G) \).

Lemma 2.6. Let \( E(a) = \{ y \in G : 1/a < P(y) < a, 1/a < P(y^{-1}) < a, \
1/a < \psi(r(y)) < a, \) and \( 1/a < \psi(d(y)) < a \} \). If \( f = f_{E(a)} \) a.e. for some \( a > 1 \) and \( f \in L^\infty(G, \nu) \), then \( f \in \mathcal{U}_I \).

Proof. By enlarging \( a \) and modifying \( f \) on a null Borel set, we may assume \( f = f_{E(a)} \) and \( |f| \leq a \). \( \int |f|^2 \, d\nu = \int |f|^2(\psi \circ r)P \, d\lambda < a^4 \) since \( \lambda(G) = 1 \). Thus \( f \in L^2(G, \nu) \). \( \int |f|^2 \, d\nu = \int |f|^2(\psi \circ r)(r(y))P \, d\lambda = a^2 \) since \( \lambda(\mathcal{U}_I) = 1 \).

Thus \( f \in I(G) \). Finally, we show \( f \) is strictly \( \Delta \)-bounded. Suppose \( f(y) \neq 0 \). Then \( y \in E(a) \), so \( \Delta(y) = P(y)\psi(d(y))P(y^{-1})\psi(d(y))^{-1} \in [a^{-4}, a^4] \). □

Corollary 2.7. \( \mathcal{U}_I \cap \mathcal{U}_II \) is dense in \( L^2(G, \nu) \).

Proof. Let \( g \in L^2(G, \nu) \); let \( g_n(y) = g(y) \) if \( |g(y)| < n \), \( g_n(y) = 0 \) otherwise. \( g_n E(n) \in \mathcal{U}_I \cap L^\infty(G, \nu) \). Since \( E(n) \subset E(n+1) \) and \( \bigcup E(n) = G \), \( |g - g_n E(n)|^2 \) converges pointwise to zero, dominated by \( |g|^2 \), so the Dominated Convergence Theorem implies \( \| g - g_n E(n) \|_2 \to 0 \). □

Lemma 2.8. \( \mathcal{U}_I \subset I(G) \) and \( \mathcal{U}_II \subset II(G) \) are nonempty complex involutive subalgebras.

Proof. We show \( \mathcal{U}_I \) and \( \mathcal{U}_II \) are closed under convolution and involution. If \( f \in L^2(G, \nu) \) is \( \Delta \)-bounded, then

\[
\int |f^*|^2 \, d\nu = \int |f(y^{-1})|^2 \Delta(y)^{-1} \, d\nu(y)
\]

By Lemma 2.1, \( \| f * g \|_2 = \| L_f(g) \|_2 \leq \| f \|_2 \| g \|_2 \) if \( f, g \in \mathcal{U}_II \). By Lemma 2.4, if \( f \) and \( g \) are \( \Delta \)-bounded, so are \( f * g \) and \( f^* \). □

Lemma 2.9. If \( h \in L^2(G, \nu) \cap I(G) \) is such that \( (\phi \ast \psi, h) = 0 \) for all \( \phi, \psi \in \mathcal{U}_I \cap L^\infty(G, \nu) \), then \( h = 0 \) a.e.

Proof. Let \( E(n) \) be as in Lemma 2.6, \( F(1), F(2), \ldots \) a generating algebra for the Borel sets \( \mathcal{B}(G) \) of \( G \). Let \( \phi_{n,m} = 1_{E(n)} 1_{F(m)} \) and \( \phi'_{n,m} = \phi_{n,m} / P \). By Lemma 2.6, \( \phi_{n,m} \) and \( \phi'_{n,m} \) belong to \( \mathcal{U}_I \cap L^\infty(G, \nu) \). By Fubini’s Theorem,

\[
0 = (\phi'_{n,m} * \phi_{p,q} \ast h)
= \int \int \phi_{n,m}(y) \phi_{p,q}(y^{-1}x) \overline{h(x)} \, d\nu(y) \, d\lambda^u(y) \, d\mu(u).
\]
Since \( h \in I(G) \), \( \int \int \int \omega_{p,q}(y^{-1}x)|h(x)| \, dv^u(x) \, d\lambda^u(y) \, d\mu(u) < \|h\|_I \). By the Dominated Convergence Theorem, \( \int \int \int \omega_{p,q}(y^{-1}x)|h(x)| \, dv^{r(y)}(x) \, d\lambda^u(y) \, d\mu(u) = 0 \). By the Caratheodory Extension Theorem, there is a null Borel set \( N \) such that \( y \in G - N \) and \( (p, q) \in N \times N \) imply \( \int \omega_{p,q}(y^{-1}x)|h(x)| \, dv^{r(y)}(x) = 0 \). By the Dominated Convergence Theorem again, there is a null Borel set \( N_1 \) such that \( (m, y) \in N \times (G - N_1) \), \( \int \int \omega_{m}(y^{-1}x)|h(x)| \, dv^{r(y)}(x) = 0 \) and \( \int |h(x)| \, dv^{r(y)}(x) < \|h\|_I \). Thus if \( (m, y) \in N \times (G - N_1) \), \( \int \int \omega_{m}(y^{-1}x)|h(x)| \, dv^{r(y)}(x) = 0 \). Hence if \( y \in N_1 \), \( (x \mapsto h(yx)) = 0 \) \( \nu^{d(y)} \)-a.e., so \( \int |h(yx)| \, d\lambda^{d(y)}(x) \, d\lambda(y) = 0 \), so \( h = 0 \) a.e. □

This lemma can also be obtained from results in §3.

On \( \mathfrak{U}_I \) we define a complex one-parameter group of automorphisms \( f \mapsto \Delta f \) for \( z \in \mathbb{C} \). Indeed, if \( f \in \mathfrak{U}_I \) is \( \Delta \)-bounded, so is \( \Delta f \), and \( \|\Delta f\|_2 < a^{\text{Re}z} \|f\|_2 \) and \( \|\Delta f\|_1 < a^{\text{Re}z} \|f\|_1 \).

We verify

\[
(\Delta f)^*(y) = (\Delta^{\ast}(y^{-1})f(y^{-1}))^{\ast} = (\Delta^{\ast}f)^*(y),
\]

\[
(\Delta f, g) = \int \Delta^{\ast}(y)f(y)g(y) \, dv(y) = (f, \Delta^{\ast}g)
\]

and

\[
(\Delta f, \ast g) = \int \Delta(y)\overline{f(y)} \Delta(y)^{-1}g(y^{-1}) \, dv(y) = \int g(y)\overline{f(y)} \, dv(y) = (g, f).
\]

**Lemma 2.13.** If \( f, g \in \mathfrak{U}_I \) then \( z \mapsto (\Delta^z f, g) \) is an entire function.

**Proof.** Since \( f \) and \( g \) are \( \Delta \)-bounded, this follows from standard complex analysis (e.g. use Theorem V.6.1 of [13]). □

**Lemma 2.14.** Let \( t \in \mathbb{R} \). If \( g \in \mathfrak{U}_I \) is such that \( ((1 + \Delta t)f, g) = 0 \) for all \( f \in \mathfrak{U}_I \), then \( g = 0 \) a.e.

**Proof.** \( (1 + \Delta t) > 0 \) for all \( y \in G \). If \( \int (1 + \Delta t)(y)g(y)\overline{g(y)} \, dv(y) = 0 \), \( \|g\|_2 = 0 \). □

The definition of modular Hilbert algebra is given in [27]. We use \( \ast \) for involution instead of the "sharp" symbol used in [27].

**Theorem 2.15.** \( \mathfrak{U}_I \) is a modular Hilbert algebra dense in \( L^2(G, \nu) \). The left von Neumann algebra \( L(\mathfrak{U}_I)'' \) of \( \mathfrak{U}_I \) coincides with the weak closures of \( L(I(G)) \) and \( L(II(G)) \). \( L(\mathfrak{U}_I)'' = L(I(G))'' = L(II(G))'' \).

**Proof.** In the definition of modular Hilbert algebra, Property I and Property II follow from \( (f \ast g, h) = (L_fg, h) = (g, L_fh) = (g, f^* \ast h) \) and...
Property III is an immediate consequence of Lemma 2.9. Property IV is (2.10), Property V is (2.11), and Property VI is (2.12). Property VII is Lemma 2.13, and Property VIII is Lemma 2.14.

By Corollary 2.7, $\mathfrak{U}_I$ is dense in $L^2(G, \nu)$. Since $L(\mathfrak{U}_I) \subset L(I(G)) \subset L(II(G))$ and the weak closure of the $*$-algebra $L(\mathfrak{U}_I)$ contains the identity, it suffices to show that the weak closure of $L(\mathfrak{U}_I)$ contains $L(I(G))$. For $g \in I(G)$ we adopt notation from the proof of Corollary 2.7. Let $f_n = g_n 1_{E(n)} \in \mathfrak{U}_I$. If $j, k \in L^2(G, \nu)$, $(L(g - f_n)j, k) \to 0$ by the Dominated Convergence Theorem, because

$$\int |g(xy) - f_n(xy)| |j(y^{-1})k(x)| \, dv^d(x)(y) \, dv(x) = \left( L_{g-f_n} |j| , |k| \right) \leq \|g\|_2 \|j\|_2 \|k\|_2.$$

Theorem 2.15 provides all of the power of the Tomita-Takesaki theory for study of the von Neumann algebra $L(I(G))'$.

The notation used in the present section tends to suppress the fact that $\mathfrak{U}_I$ depends upon the choice of the Haar measure $(\nu, \mu)$. It appears that $L(\mathfrak{U}_I)'$ also depends upon the choice of Haar measure, but this is not the case. In the next section we provide an alternate description of $L(\mathfrak{U}_I)'$, one which will be proved to be independent of the Haar measure.

3. Inducing representations to the groupoid algebras. Let $(G, C)$ be a measure groupoid. By a representation of $(G, C)$ on a separable Hilbert space $H$ we mean a homomorphism of $(G, C)$ into the unitary group, endowed with the weak Borel structure [19]. If $X$ is a representation of $(G, [\lambda^* \, d\mu(u)])$, Mackey has defined the commuting algebra $X'$ of $X$ to be the subalgebra of the decomposable operators on $L^2(U_G, \lambda, H)$ consisting of operators $T = \int T(u)d\lambda(u)$ such that $T(r(x))X(x) = X(x)T(d(x))$ for $\lambda$-a.a. $x$ [19].

Since every group representation gives rise to a representation of the group algebra by integration with respect to the Haar measure, one hopes that this relationship can be generalized to measure groupoids. The appropriate formula $(Xfj, k) = \int f(x)(X(x)j(d(x)), k(r(x))) \, dv(x)$ has been given by Westman in an unpublished paper [30]. In this section we give details of this “inducing” construction and show that $X'$ is the commutant of $\{X_f: f \in I(G)\}$. In particular, the regular representation defined and studied in §2 is unitarily equivalent to a representation of $I(G)$ induced by a representation of $G$, provided $G$ is ergodic.
Let \((v, \mu)\) be a Haar measure for \((G, C)\); let \(U, \psi, P,\) and \(\lambda = \int \lambda^u d\tilde{\lambda}(u)\) be as at the beginning of §1. As before, we assume for convenience that \(G = G|U\).

**Lemma 3.1.** Let \(H\) be a separable Hilbert space, \(\mathcal{L}(H)\) its algebra of bounded operators. Let \(X: G \to \mathcal{L}(H)\) be a function such that \(x \mapsto (X(x)j, k)\) is Borel for all \(j, k \in H\) and \(\|X(x)\| < 1\) a.e. For \(f \in L^2(G)\), \((X_f j, k) = \int f(x)(X(x)j(d(x)), k(r(x))) d\psi(x)\) defines an operator \(X_f\) on the Hilbert space \(L^2(U_G, \mu, H)\) and \(\|X\| < \|f\|_H\).

**Proof.** Since \(L^2(U_G, \mu, H)\) is spanned by elements \(u \mapsto a(u)l\) with \(a \in L^2(U_G, \mu)\) and \(l \in H\), every element \(j \in L^2(U_G, \mu, H)\) is a limit a.e. of linear combinations of elements \(u \mapsto a(u)l\) [5, Proposition 5, p. 146, and Corollaire, p. 153]. Since \((X(x)a(d(x))l, b(r(x))m) = a(d(x))b(r(x))(X(x)l, m), x \mapsto (X(x)j(d(x)), k(r(x)))\) is Borel for all \(j, k \in L^2(U_G, \mu, H)\). \(|X_f, j, k| < \int |f(x)| \|j(d(x))\| \|k(r(x))\| d\psi(x) < \|f\|_H \|j\| \|k\|.\)

**Lemma 3.2.** If \((u \mapsto k_u) \in \int L^2(G, \lambda^u, H) d\mu(u), j \in L^2(U_G, \mu, H), f \in L^2(G),\) and \(X\) is as in Lemma 3.1, then

\[
\int ((X_f j)(u), k_u) d\mu(u) = \int f(y)(X(y)j(d(y)), k_u) d\nu^u(y) d\mu(u).
\]

**Proof.** Because of the isomorphism \(\int L^2(G, \lambda^u, H) d\mu(u) \cong L^2(G, \int \lambda^u d\mu(u), H)\), there is \(k \in L^2(G, \int \lambda^u d\mu(u), H)\) such that \(\int |k - k_u|^2 \mu(u) = 0\). Hence we may work with \(k\). Suppose \(k = al\) with \(a \in L^2(G, \int \lambda^u d\mu(u))\), \(l \in H\). Then

\[
\int \int f(y)(X(y)j(d(y)), k_u) d\nu^u(y) d\mu(u)
= \int \int f(y) \int (X(y)j(d(y)), a(x)l) d\lambda^u(x) d\nu^u(y) d\mu(u)
= \int \int f(y)(X(y)j(d(y)), l) \int a(x) d\lambda^u(x) d\nu^u(y) d\mu(u)
= \left(\int (X_f j)(y), a(x)l\right) d\lambda^u(x) d\mu(u)
= \int \int (X_f j)(u), a(x)l\) d\mu(u)
= \int (X_f(j)(u), k_u) d\mu(u).
\]

Thus, the desired result is true for \(k\) of the form \(u \mapsto a(u)l\); and by linearity
the result holds for linear combinations. Since the linear span of elements
*u* → *a(u)* is dense in \(L^2(G, \int \lambda^u d\mu(u), H)\) and the functionals \(k \mapsto \int f(y)(X(y)j(d(y)), k(u) d\nu^u(y) d\mu(u))\) are
continuous (as in Lemma 3.1), the equality is valid for all \(k \in L^2(G, \int \lambda^u d\mu(u), H)\).

**Lemma 3.3.** Let \(X\) as in Lemma 3.1 satisfy \(X^{-1}(y) = X(y)^*\) \(\nu\)-a.e. Suppose
\(f \in \mathcal{H}(G)\). Then \(X_f = (X_f)^*\). If \(g \in L^\infty(G, \nu)\) and vanishes \(\nu\)-a.e. off a set \(E(a), a > 1\) (see Lemma 2.6), then

\[
(X_f X_g, j, k) = \int f(y) \int g(x) (X(y)X(x)j(d(x)), k(r(y))) d\nu^d(y)(x) d\nu(y)
\]
and

\[
(X_{f*} g, j, k) = \int f(y) \int g(x) (X(y)x)j(d(x)), k(r(y))) d\nu^d(y)(x) d\nu(y).
\]

**Proof.**

\[
(X_f (j), k) = \int f(y) \int g(x) (X(y)j(d(y)), k(r(y))) d\nu^d(y)(x) d\nu(y)
\]

\[
= \int f(y) \int g(x) (X(y)^{-1}j(r(y)), k(d(y))) d\nu(y)
\]

\[
= \int f(y) \int g(x) (X(y)^{-1}k(d(y)), j(r(y))) d\nu(y)
\]

\[
= (X_f k, j) = ((X_f)^*(j), k).
\]

By Lemma 2.6, \(g \in I(G)\). On \(L^2(G, \int \lambda^u d\mu(u); H)\) define an operator \(D\) by

\[
(Dj, k) = \int g(x) P(x)(X(x)j_1(x), k_1(x)) d\lambda^u(x) d\mu(u).
\]

\(D\) commutes with multiplication by elements of \(L^\infty(G, \nu)\), so that in particular \(D = \int D(u) d\mu(u)\) is decomposable as an operator on the direct integral Hilbert space \(\int L^2(G, \lambda^u, H) d\mu(u) \cong L^2(G, \int \lambda^u d\mu(u), H)\). Clearly

\[
(D(u)j, k_1) = \int g(x) P(x)(X(x)j_1(x), k_1(x)) d\lambda^u(x) \quad \text{a.e.}
\]

\[
(X_f X_g j, k) = (X_f (j), X_f (k))
\]

\[
= \int \int g(x) P(x)(X(x)j(d(x)), X_f (k)(r(x))) d\lambda^u(x) d\mu(u)
\]

\[
= \left(\int (X_f (k)(u), D(u)(j \circ d)) d\mu(u)\right)
\]

\[
= \left(\int \int f(y)(X(y)k(d(y)), D(u)(j \circ d)) d\nu^u(y) d\mu(u)\right)
\]
by Lemma 3.2. Thus

\[ (X_jX_g(j), k) = \int f(y^{-1}) \Delta(y)^{-1} \int g(x) P(x) \]

\[ \cdot (X(x)j(d(x)), X(y)k(d(y))) \, d\lambda^u(x) \, dv(y) \]

\[ = \int f(y) \int g(x)(X(y)X(x)j(d(x)), k(r(y))) \, dv^d(x) \, dv(y). \]

\[ (X_f^*g(j), k) = \int f \star g(x)(X(x)j(d(x)), k(r(x))) \, dv(x) \]

\[ = \int \int f(xy) g(y^{-1})(X(x)j(d(x)), k(r(x))) \, dv^u(x) \, dv^v(y) \, du(x) \]

\[ = \int f(y) \int g(x)(X(xy)j(d(x)), k(r(y))) \, dv^d(x) \, dv(y). \]

We define now the natural representation \( M_r \) of \( L^\infty(U_G, \mu) \) on \( L^2(U_G, \mu, H) \) by multiplication operators. Explicitly, if \( \alpha \in L^\infty(U_G, \mu) \) and \( j \in L^2(U_G, \mu, H) \), then \( M_r(\alpha)j = (\alpha \circ r)j \). \( M_r \) corresponds to the projection-valued measure used in the inducing construction in group representations.

**Theorem 3.4.** If \( X \) is a representation of \( (G, C) \) on the separable Hilbert space \( H \), then \( f \mapsto X_f \) is a nondegenerate norm-decreasing \(*\)-representation of \( II(G) \) on \( L^2(U_G, \mu, H) \) possessing the following two properties:

1. For \( l, m \in H \), \( \|(X_f(u \mapsto l), (u \mapsto m))\| < \|f\| \|l\| \|m\| \),
2. \( M_r(\alpha)X_f = X_f(\alpha \circ r) \).

**Remark 3.5.** \( f \mapsto X_f \) is called the representation of \( II(G) \) induced by the representation \( X \) of \( G \) (cf. Remark 3.6). The theorem has a converse: any nondegenerate \(*\)-representation of \( II(G) \) on \( L^2(U_G, \mu, H) \) having the two properties in the theorem is induced. Moreover, the same holds for any suitably large separable \(*\)-subalgebra of \( I(G) \) (for the theorem to make sense, \( \alpha \) in property (2) must be restricted appropriately). Here, "suitably large" means that the subalgebra contains the characteristic functions of all elements in a countable generating algebra for \( \mathcal{B}(E(u)) \), \( u = 1, 2, 3, \ldots \), and that it is closed under \( f \mapsto f1_F \circ r \) for \( F \) in a countable generating algebra for \( \mathcal{B}(U_G) \). Such subalgebras always exist. We will not prove the converse assertions here, because in studying the regular representation one can make explicit constructions to show that certain representations are induced. Minor modification of the proof of Theorem 5.4 of [11] gives the general result. In Example 7.9 of [11] we have given an example of a suitably large subalgebra with a nondegenerate \(*\)-representation unitarily equivalent to no induced representation. We will show in the proof of Theorem 5.4 that
the restriction of the representation \( f \mapsto X_f \) to any suitably large subalgebra is also nondegenerate.

**Proof (of Theorem 3.4).** By Lemma 3.1, \( \|X_f\| \leq \|f\|_{II} \). By Lemma 3.3, \( (X_f)^* = (X_f) \). If \( g \in L^\infty(G, \nu) \) and \( g \) vanishes off \( E(a) \), then \( (X_{f-g}(j), k) = (X_fX_g(j), k) \) by Lemma 3.3. For general \( g \in II(G) \), find \( g_n \in L^\infty(G, \nu) \) with \( 0 < |g - g_n| < g, g_n \) vanishing off \( E(n) \), and \( |g - g_n| \to 0 \) pointwise. By the Dominated Convergence Theorem, \( (X_{f-g}(j), k) \) and \( (X_fX_{g-g_n}(j), k) \) converge to zero, so \( X_{f+g} = X_fX_g \).

Let \( j \) be a nonzero element of \( L^2(U_G, \mu, H) \) and let \( l_1, l_2, \ldots \) be an orthonormal basis for \( H \). Then \( x \mapsto (X(x)j(d(x)), l_j) \) is Borel and for \( x \) s.t. \( j(d(x)) \neq 0 \) there exists \( i \) such that \( (X(x)j(d(x)), l_i) \neq 0 \). It follows that there is an index \( i \) and a nonnull Borel set \( F \subseteq G \) such that on \( F \times \mathbb{R} \) \( (X(x)j(d(x)), l_i) \) has real part or imaginary part which is strictly of one sign.

Let \( f_n = 1_{E_n} \). For some \( n \), \( (Xf_n(j), (u \mapsto l_i)) = \int f_n(x)(X(x)j(d(x)), l_i) \, d\nu(x) \neq 0 \). By the Carathéodory Extension Theorem, there is in any generating algebra for \( E(n) \) a set \( E \) such that \( (X_{f_n}(j), l_i) \neq 0 \).

To verify properties (1) and (2), note that
\[
\|X_f(u \mapsto l_i), (u \mapsto m)\|
= \left| \int f(x)(X(x)l_i, m) \, d\nu(x) \right| < \|f(x)\| \|l_i\| \|m\| \, d\nu(x)
\]
and
\[
(M_f(\alpha)X_f(j), k) = (X_f(j), M_f(\alpha)(k))
= \int f(x)(X(x)j(d(x)), \alpha(r(x))k(r(x))) \, d\nu(x)
= \int f(x)\alpha(r(x))(X(x)j(d(x)), k(r(x))) \, d\nu(x).
\]

**Remark 3.6.** In the situation described in Example 1.11, any representation \( f \mapsto T(f) \) of \( II(S \times G) \) induces a representation \( g \mapsto T(\Phi(g)) \) of \( L^1(G) \). If \( X \) is a representation of \( S \times G \), then the inducing construction of Mackey yields a representation \( U \) of \( G \) on \( L^2(U_G, \mu, H) \) given by \( (U_\Phi)(s) = \Delta(s, x)^{-1/2} \Phi(s, x)^{1/2}X(s, x)j(sx) \). The corresponding representation \( g \mapsto U_g \) of \( L^1(G) \) is given by
\[
(U_g(j), k) = \int g(s)(U_xj, k) \, dh(x)
= \int g(x)\Delta(s, x)^{-1/2} \Phi(s, x)^{1/2}X(s, x)j(sx), k(s) \, d\mu \times h(s, x)
= \int \Phi_g(s, x)(X(s, x)j(sx), k(s)) \, d\mu \times h(s, x)
= (X_{\Phi}(j), k).
\]
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Thus, there is a commutative diagram

\[
\begin{array}{ccc}
\text{Rep}(II(S \times G)) & \xrightarrow{T \mapsto T \cdot \Phi} & \text{Rep}(L^1(G)) \\
\text{inducing} & & \text{classical bijection} \\
\text{Rep}(S \times G) & \text{inducing} & \text{Rep}(G)
\end{array}
\]

which justifies use of the term “inducing” for the construction described in Theorem 3.4. The left arrow, rather than the top arrow, receives the name because inducing entails manufacturing a new family of operators on a new Hilbert space from another on another space. The step \(T \mapsto T \cdot \Phi\) merely selects those operators to be associated with the group. In Chapter V of [11] we have used the converse of the present Theorem 3.4 to prove Mackey’s Imprimitivity Theorem [16].

Enlargement of our study to \(\sigma\)-representations, where \(\sigma\) is a Borel 2-cocycle of \(G\) (see [20, §10]), is included in succeeding sections of this paper. For economy we will include \(\sigma\)-representations in the following discussion.

Suppose \(X\) and \(Y\) are \(\sigma\)-representations of \((G, C)\) on Hilbert spaces \(H\) and \(K\), respectively. Let \(\mu_0 \in \hat{C}\) be a fixed probability. A decomposable operator \(T = \int T(u) \, \mu_0(u)\) from \(L^2(U_G, \mu_0, H)\) to \(L^2(U_G, \mu_0, K)\) \(\mu_0\)-intertwines \(X\) with \(Y\) if \(T(r(x))X(x) = Y(x)T(d(x))\) \(C\)-a.e. The \(\mu_0\)-commuting algebra of \(X\) is the algebra of operators \(\mu_0\)-intertwining \(X\) with \(X\). \(X\) is \(\mu_0\)-primary if its \(\mu_0\)-commuting algebra is a factor and \(\mu_0\)-irreducible if its \(\mu_0\)-commuting algebra is one-dimensional. \(X\) and \(Y\) are \(\mu_0\)-equivalent if a unitary operator \(\mu_0\)-intertwines them. If \(\sigma \equiv 1\), these definitions are for ordinary representations of \(G\). See [19].

**Lemma 3.7.** Equivalence of \(\sigma\)-representations \(X\) and \(Y\) does not depend upon choice of \(\mu_0 \in \hat{C}\). \(j \mapsto (\sqrt{d\mu_0/d\mu_1} \circ r)j\) defines a spacial isomorphism of the \(\mu_0\) and \(\mu_1\)-commuting algebras of \(X\). If \(X\) and \(Y\) are equivalent, then their commuting algebras are equivalent via a decomposable unitary operator.

We omit the easy proof. In view of the lemma, we will refer to the commuting algebra, equivalence, primary, and irreducible without mentioning \(\mu_0\).

**Theorem 3.8.** Let \(X\) and \(Y\) be ordinary representations of \(G\). The strong closure of \(\{X_f : f \in II(G)\}\) contains the multiplication operators \(\{M_\alpha : \alpha \in L^\infty(U_G, \mu)\}\). An operator \(T\) intertwines \(X\) with \(Y\) iff \(TX_f = Y_f T\) for all \(f \in II(f)\) iff \(TX_f = Y_f T\) for all \(f\) in a suitably large *-subalgebra \(\mathcal{E}\) of \(I(G)\). The commuting algebra of \(X\) is \(\{X_f : f \in \mathcal{E}\}' = \{X_f : f \in II(G)\}'\). \(X\) and \(Y\) are equivalent iff \(f \mapsto X_f\) and \(f \mapsto Y_f\) are unitarily equivalent.

**Proof.** By Theorem 3.4, \(\{X_f : f \in II(G)\}\) is a nondegenerate *-algebra of
bounded operators. By Corollaire 2, p. 44 of [5], the identity operator $I$ of \( L^2(U_G, \mu, H) \) belongs to the strong closure of this algebra. Let $f_j$ be a net in $I(G)$ such that $X_f \rightarrow I$ strongly. Then $M_r(a) = \lim M_r(a)X_f = \lim(X_{f,a \ast r}) \in (X_f, f \in II(G))^\ast$. Suppose $TX_f = Y_fT$ for all $f \in \mathcal{F}$. Then for $j \in L^2(U_G, \mu, H)$ and $k \in L^2(U_G, \mu, K)$, $f \mapsto ((TX_f - Y_fT)j, k)$ extends to be the zero integral, because $\mathcal{F}$ contains characteristic functions of generating algebras for $\mathfrak{B}(E(n)), n = 1, 2, \ldots$. Thus $TX_f = Y_fT$ for all $f \in II(G)$. Hence $\lim(My_fT) = \lim(TX_f) = T$ and $TM_r(a) = \lim(TM_r(a)T) = \lim(Y_{f,a \ast r}T) = M_r(a)T$, so $T$ is decomposable, $T = \int T(u) d\mu(u)$. Since

$$\int 1_E(x)(T(r(x))X(x)j(d(x)), k(r(x))) \, dv(x) = (X_{1_E}, T^*k) = (Y_{1_E}T(j), k) = \int 1_E(x)(Y(x)T(d(x))j(d(x)), k(r(x))) \, dv(x)$$

for all $E$ belonging to a countable generating algebra of $\mathfrak{B}(E(n)), n = 1, 2, \ldots$, $T(r(x))X(x) = Y(x)T(d(x))$ $\mu$-a.e. The remaining assertions are easily verified. □

It is a consequence of direct integral theory that the function $u \mapsto \dim L^2(G, \nu^u)$ is measurable on $U_G$. A different choice of Haar measure changes this function only on a null set.

**Definition 3.9.** \((G, C)\) is **homogeneous** if $\dim L^2(G, \nu^u)$ is essentially constant.

**Lemma 3.10.** There is a sequence $G_0, G_1, G_2, \ldots$ of disjoint reductions of $G$ such that $\dim L^2(G, \nu^u) = \dim L^2(G_i, \nu^u) = i$ a.e. on $U_G \cap G_i$ and $\bigcup G_i = G$ a.e. The sequence $G_0, G_1, G_2, \ldots$ is determined uniquely up to null sets. If $\mu(U_G \cap G_i) = c_i > 0$, then $(\nu|G_i, c_i^{-1}\mu(U_G \cap G_i)$ is a Haar measure for $G_i$ and $\Delta|G_i$ is its modular function.

**Proof.** Let $F(i) \subset U_G, i = \infty, 1, 2, \ldots$, be Borel sets such that $u \in F(i)$ $\Rightarrow \dim L^2(G, \nu^u) = i$ and $\dim L^2(G, \nu^u) \neq i$ for a.e. $u \in U_G - F(i)$. We can find $U_0 \subset \bigcup F(i)$ conull Borel such that $\lambda^u(G|U_0) = 1$ if $n \in U_0$. Then $x \in G|U_0 \Rightarrow \nu^r(x) = (E \mapsto \int 1_E(xy) \, dv^d(x)(y))$ as measures on $G|U_0$ and $u \mapsto \dim L^2(G|U_0, \nu^u)$ is Borel. Thus we may assume $\dim L^2(G, \nu^u)$ is Borel and $F(i) = \{u: \dim L^2(G, \nu^u) = i\}$. Clearly $r(x) \in F(i) \Rightarrow d(x) \in F(i)$; that is, $F(i)$ are saturated. Hence $u \in F(i) \Rightarrow G|F(i)$ is $\nu^u$-conull and $u \in U_G - F(i) \Rightarrow G|F(i)$ is $\nu^u$-null. $G_i = G|F(i)$ are the reductions desired. The $r$-decomposition of $\nu|G_i$ with respect to $c_i^{-1}\mu|F(i)$ is $\nu|G_i = \int F(i) c_i \nu^u c_i^{-1} \, du(u)$, so $(\nu|G_i, c_i^{-1}\mu|F(i))$ is a Haar measure. $\int f(x)^{-1}1_{F(i)}(d(x)) \, dv(x) = \int f(x)\Delta(x)^{-1}1_{F(i)}(r(x)) \, dv(x)$, so $\Delta|G_i$ is the modular homomorphism. □
For ergodic groupoids there can be no nontrivial decomposition as described in the lemma, so every ergodic groupoid is homogeneous. Homogeneous groupoids are exactly the class of groupoids of which we can describe a representation inducing (up to equivalence) the regular representation of $II(G)$. The construction we give is an adaptation of one made by Ramsay [22].

**Example 3.11.** Assume $(G, C)$ is a homogeneous groupoid and $\sigma$ is a strict 2-cocycle [20, p. 312]. Let $H$ be a fixed Hilbert space to which a.a. $L^2(G, \nu^u)$ are isomorphic. There is an isomorphism $V = \int V(u) \, d\mu(u)$ of $\int L^2(G, \nu^u) \, d\mu(u) \cong L^2(G, \nu)$ with $L^2(U_G, \mu, H)$. We may assume that $u \mapsto V(u)f$ is Borel if $f$ is Borel. Define $W_\sigma(X) : L^2(G, \nu^d(x)) \to L^2(G, \nu^{r(x)})$ by

$$W_\sigma(x)(f)(y) = \sigma(y^{-1}, x)^{-1}f(x^{-1}y). \quad (3.12)$$

By the cocycle identity,

$$W_\sigma(x)W_\sigma(y)f(z) = \sigma(z^{-1}, x)^{-1}\sigma(z^{-1}x, y)^{-1}f(y^{-1}x^{-1}z)$$

$$= \sigma(z^{-1}, xy)^{-1}\sigma(x, y)^{-1}f(y^{-1}x^{-1}z)$$

$$= \sigma(x, y)^{-1}W_\sigma(xy)f(z).$$

Let $U_1 \subseteq U_G$ be a conull Borel set on which $V(u)$ is unitary. Define $W^\sigma(x) = V(r(x))W_\sigma(x)V(d(x))^{-1}$ on $G|U_1$ and $W^\sigma(x) = I$ otherwise. $W^\sigma$ is a $\sigma$-representation, which we call the $\sigma$-regular representation of $(G, C)$. Up to equivalence, $W^\sigma$ does not depend upon the choice of $V$. $W^\sigma$ is strict on the i.r. $G|U_1$.

In the special case $\sigma \equiv 1$, $W = W^1$ is the regular representation of $G$. Suppose $j, k \in L^2(G, \nu) \approx \int L^2(G, \nu^u) \, d\mu(u)$.

$$(W_fV(j), V(k)) = \int f(x)\langle W(x)V(j)(d(x)), V(k)(r(x)) \rangle \, d\nu(x)$$

$$= \int f(x)\langle V^{-1}(r(x))W(x)V(d(x))j, k \rangle_{r(x)} \, d\nu(x)$$

$$= \int \int f(x)(W_1(x)j, k)_u \, d\nu^u(x) \, d\mu(u)$$

$$= \int \int f(x)\int j(x^{-1}y)\overline{k(y)} \, dv^{r(x)}(y) \, dv^u(x) \, d\mu(u)$$

$$= (L_f(j), k).$$

Thus $L$ and $f \mapsto W_f$ are unitarily equivalent. This fact, together with Lemma 3.7 and the following result, frees the left von Neumann algebra described in §2 from seeming dependence on the Haar measure.

**Proposition 3.13.** Up to equivalence $W^\sigma$ is independent of the Haar measure.
Proof. If \((\nu^0, \mu^0)\) is another Haar measure and \(\psi^0 = d\mu^0/d\lambda\) and \(P^0 \psi^0 \circ r = d\nu^0/d\lambda\), then by Corollary 3.14 of [12] there is a positive Borel function \(\phi\) on \(U_G\) such that a.e. \(P^0 = P\phi \circ d\). Let \((W^\phi)^0\) as defined by (3.12) using \((\nu^0, \mu^0)\). Let \(V^0 = (V^0(u) \, d\mu^0(u) : L^2(G, \nu^0) \to L^2(U_G, \mu^0, H)\) be defined by \(V^0(u)f = V(u)(f \sqrt{\phi \circ d})\). Use \(V^0\) to form \((W^\phi)^0\); we have remarked already that up to equivalence \((W^\phi)^0\) is independent of the choice of \(V^0\). Let \(f, g \in L^2(G, \nu)\).

\[
\left( (W^\sigma)^0(x) V^0(d(x))f, V^0(r(x))g \right)_{r(x)}
\]

\[
= \left( (W^\sigma)^0(x) f, g \right) = \int \sigma(y^{-1}, x)^{-1} f(x^{-1}y) \, g(y) \, d(\nu^0)^r(x)(y)
\]

\[
= \int \sigma(y^{-1}, x)^{-1} f(x^{-1}y) \sqrt{\phi \circ d(x^{-1}y)} \, g(y)/(\phi \circ d(y)) \, d\nu^r(x)(y)
\]

\[
= \left( W^\sigma(x) (f \sqrt{\phi \circ d}), g \sqrt{\phi \circ d} \right)_{r(x)}
\]

\[
= (W^\sigma(x) V^0(d(x))f, V^0(r(x))g)_{r(x)}
\]

Thus \(W^\sigma = (W^\phi)^0\) for this choice of \(V^0\). \(\Box\)

4. The twisted regular representation. For a given strict 2-cocycle \(\sigma\) of the homogeneous groupoid \((G, C)\), we have constructed in Example 3.11 a \(\sigma\)-representation \(W^\sigma\) which is called the \(\sigma\)-regular representation. By Proposition 3.14, the equivalence class of \(W^\sigma\) among all \(\sigma\)-representations is uniquely determined, so by Lemma 3.7 there is a von Neumann algebra \((W^\sigma)'\) associated with \((G, C)\) and \(\sigma\). When \(\sigma \equiv 1\), considerably more has already been demonstrated: \(W'\) is the commutant of the regular representation of \(II(G)\) and is in standard form, \(W''\) being generated by \(\mathfrak{U}_f\); \(f \mapsto \Delta f\) is the modular automorphism group and

\[ Jf = \left( x \mapsto \Delta(x)^{-1/2} f(x^{-1}) \right) \]

defines the modular involution. This information is useful in determining, for example, whether \(W'\) is semifinite (see §5); therefore this section is devoted to extending the analysis of the ordinary regular representation to \(\sigma\)-regular representations.

Let \((G, C)\) be a measure groupoid, not necessarily homogeneous. The device used for deriving the information needed is the groupoid extension \(G^\sigma\) [22], [30]. Let \(T\) be the unit circle with normalized Lebesgue measure \(\mu\). The set \(G^\sigma = G \times T\) is endowed with groupoid structure by defining \((x, s)(y, t) = (xy, sta(x, y)^{-1})\) for \((x, y) \in G^{(2)}\) and \((x, s)^{-1} = (x^{-1}, s^{-1} \sigma(x, x^{-1}))\). Note that \(\sigma(x, x^{-1}) = \sigma(x, x^{-1}) \sigma(xx^{-1}, x) = \sigma(x, x^{-1}) \sigma(x^{-1}, x) = \sigma(x^{-1}, x)\). \(C^\sigma = C \times [m]\). \((\nu \times \mu, \mu \times \delta_t)\) is a Haar measure. \((x, s) \mapsto \Delta(x)\) is the modular homomorphism.
If $X$ is a $\sigma$-representation of $(G, C)$ on $H$, then $\tilde{X} = ((x, s) \mapsto sX(x))$ is an ordinary representation of $(G^\sigma, C^\sigma)$. In particular, if $G$ is homogeneous, then $\tilde{W}^\sigma$ is an ordinary representation of $G^\sigma$. For the following proposition, we adopt the notation $X_f$ from Lemma 3.1; $(U_G \times \{1\}, \mu \times \delta_1)$ is identified with $(U_G, \mu)$.

**Theorem 4.1.** The commuting algebras of $X$ and of $\tilde{X}$ coincide. The assertions of Theorem 3.8 are valid for $\sigma$-representations $X$ and $Y$.

**Proof.** Since $r(x, s) = (r(x), 1)$ and $d(x, s) = (d(x), 1)$, the first statement follows from the definitions. The second statement follows from the proof of Theorem 3.8, provided it is shown that there is a net $f_{\gamma} \in II(G)$ such that $X_{f_{\gamma}} \rightarrow I$ strongly. By the proof of Theorem 3.8, there is a net $g_{\gamma} \in II(G^\sigma)$ such that $\tilde{X}_{g_{\gamma}} \rightarrow I$ strongly. Let $f_{\gamma}(x) = \int s g_{\gamma}(x, s) \, dm(s)$. $f_{\gamma} \in II(G)$. For $j, k \in L^2(U_G, \mu, H)$,

$$
(X_f, j, k) = \int \left( \int s g_{\gamma}(x, s) \, dm(s) \right) (X(x) j(d(x)), k(r(x))) \, dv(x)
$$

$$
= \int \int g_{\gamma}(x, s) (sX(x) j(d(x)), k(r(x))) \, dv \times m(x, s)
$$

$$
= (\tilde{X}_{g_{\gamma}}, j, k).
$$

Therefore, $\lim X_{f_{\gamma}} = \lim \tilde{X}_{g_{\gamma}} = I$. □

In what follows the symbol $\sim$ will be used to denote functions on $G^\sigma$. For $g \in L^2(G^\sigma, \nu \times m)$ define $B g(x, s) = s^{-1} \int t g(x, t) \, dm(t)$. Computation shows that $B$ is a projection. Let $f \in \mathfrak{U}_f(G^\sigma)$. For a.a. $(x, s)$,

$$
\tilde{f} \ast B g(x, s) = \int \int \tilde{f}(y, q) B g \left( y^{-1}x, q^{-1} \sigma(y^{-1}, y) \sigma(y^{-1}, x)^{-1} \right)
$$

$$
\cdot dv^{\tau(x)}(y) \, dm(q)
$$

$$
= \int \int \tilde{f}(y, q) \sigma(y^{-1}, x) q s^{-1} \sigma(y^{-1}, y)^{-1} \int t g(y^{-1}x, t) \, dm(t)
$$

$$
\cdot dv^{\tau(x)}(y) \, dm(q)
$$

$$
= s^{-1} \int \int \tilde{f}(y, q) g \left( y^{-1}x, q^{-1} \sigma(y^{-1}, y) \sigma(y^{-1}, x)^{-1} \right)
$$

$$
\cdot dv^{\tau(x)}(y) \, dm(q) \, dm(t)
$$

$$
= s^{-1} \int \tilde{f} \ast g(x, t) \, dm(t) = B (\tilde{f} \ast g)(x, s).
$$

This shows that $B$ commutes with the regular representation $\tilde{L}$ of $G^\sigma$. The modular involution associated with $\mathfrak{U}_f(G^\sigma)$ is given by $\tilde{Jf}(x, s) = \Delta(x)^{-1/2}(\tilde{Jf}(x^{-1}, s^{-1} \sigma(x^{-1}, x)))^{-1}$. A computation shows that $JB\tilde{J}f = B\tilde{f}$. Thus $B$ is a central projection of $\tilde{L}$.
Let $K: L^2(G, \nu) \to L^2(G^\circ, \nu \times m)$ be defined by $(Kf)(x, s) = s^{-1}\sigma(x^{-1}, x)f(x)$. We claim $B$ is projection on the image of $K$. Clearly $BKf = Kf$. If $\tilde{f} \in L^2(G^\circ, \nu \times m)$, let $f(x) = \sigma(x^{-1}, x)^{-1}\int \tilde{f}(x, t) \, dm(t)$. Then $Kf(x, s) = s^{-1}\int \tilde{f}(x, t) \, dm(t) = B\tilde{f}(x, s)$. This proves the claim. $K: L^2(G, \nu) \to BL^2(G^\circ, \nu \times m)$ is an isomorphism.

Let $L_j$ be the restriction of $\tilde{L}_j$ to the range of $B$. The restriction $J$ of $\tilde{J}$ to the range of $B$ is a conjugate linear involutive isometry. Let $\tilde{L}'$ and $L'$ be the respective commuting algebras. For $f \in \Pi(G)$ define $T_j$ on $L^2(G, \nu)$ by

$$(T_jf)(x, s) = \int \int f(x)\nu(y^{-1}x)k(y) \, dv(x) \, dv(y)$$

for $j, k \in L^2(G, \nu)$. (4.2)

The proof of the next theorem shows that $T_j$ is a bounded operator.

**Theorem 4.3.** $B\mathcal{U}_J(G^\circ)$ is a modular Hilbert algebra whose left von Neumann algebra is $L''$, modular involution $J$, and commutant $L' = JL''J$. $L''$ is spacially isomorphic to the weak closure of $\{T_j: f \in \Pi(G)\}$. Up to decomposable spacial isomorphism, $L''$ and $J$ do not depend upon the Haar measure $(\nu, \mu)$. If $G$ is homogeneous, with $\sigma$-regular representation $W^\sigma$, then $L$ is unitarily equivalent to $\tilde{f} \mapsto \tilde{W}^\sigma_f$ and $L''$ is spacially isomorphic over $M_r(L\infty(U_G, \mu))$ to the commutant of the commuting algebra of $W^\sigma$.

**Proof.** If $\tilde{f} \in L^2(G, \nu \times m) \cap I(G^\circ)$ and is $\Delta$-bounded, then so is $B\tilde{f}$.

$$(B\tilde{f})^*(x, s) = \Delta(x)^{-1}B\tilde{f}(x^{-1}, s^{-1}\sigma(x^{-1}, x))$$

$$= s^{-1}\sigma(x^{-1}, x)\Delta(x)^{-1}\int t^{-1}\tilde{f}(x^{-1}, t) \, dm(t)$$

$$= s^{-1}\int t^{-1}\tilde{f}(x^{-1}, \sigma(x, x^{-1}))\Delta(x)^{-1} \, dm(t)$$

$$= B(\tilde{f}^*)(x, s).$$

Also $B(\Delta\tilde{f}) = \Delta' B(\tilde{f})$ and $((1 + \Delta')B\tilde{f}, B\tilde{g}) = ((1 + \Delta')\tilde{f}, B\tilde{g})$.

$$(B\tilde{f} \ast (B\tilde{g}), B\tilde{h}) = (\Delta'(B\tilde{h})^*, ((B\tilde{f} \ast B\tilde{g})^*)$$

$$= (B(\Delta'\tilde{h}^*), B(\tilde{g}^* \ast B(\tilde{f}^*))) = (B(\Delta'\tilde{h}^*), (\tilde{L}_{B(\tilde{g})}(\tilde{f}^*)))$$

$$= (B(\Delta'\tilde{h}^*), B(\tilde{f}^* \ast B(\tilde{g}))) = (B(\Delta'\tilde{h}^*), (\tilde{f} \ast B(\tilde{g})^*)$$

$$= (\tilde{f} \ast B\tilde{g}, B\tilde{h}) = (\tilde{f} \ast \tilde{g}, B\tilde{h}).$$

(4.4)

Since $\mathcal{U}_J(G^\circ)$ is a modular Hilbert algebra, these facts imply that $B\mathcal{U}_J(G^\circ)$ is a modular Hilbert algebra. It is clear from the definitions and the fact that $\tilde{J}$ commutes with $B$ that $J$ is the modular involution associated with $B\mathcal{U}_J(G^\circ)$. 
Since \(((B_f, B_g), B_h) = (L_{B_f}(B_g), B_h), L''\) contains the left von Neumann algebra of \(B\mathcal{Q}^\mathcal{U}_I(G)\). By Theorem 2.15, \(L''\) is generated by \(\{L_f : f \in \mathcal{U}_I(G^o)\}\). Hence \(L''\) is generated by \(\{L_f : f \in \mathcal{U}_I(G^o)\}\). Since \(L_f = L_{B_f}\) by (4.4), \(L''\) is generated by \(\{L_f : f \in \mathcal{U}_I(G^o)\}\).

It follows from the cocycle properties that \(\sigma(x^{-1}, x)^{-1} = \sigma(x^{-1}, y) \cdot \sigma(y^{-1}, x, x^{-1}) = \sigma(y^{-1}, x)^{-1}\) for \((x, y) \in G^{(2)}\). Using this identity, we calculate that

\[
(L_jK_g, K_h) = \int \bar{f} (x, s) \int K_g(x^{-1}, s) \sigma(x^{-1}, x)^{-1} \sigma(x^{-1}, y) \sigma(y^{-1}, x, x^{-1}) \sigma(y^{-1}, x)^{-1} \cdot m(y, t) \, dv \times m(x, s)
\]

\[
= \int \bar{f} (x, s) \int \sigma(x^{-1}, x)^{-1} \sigma(x^{-1}, y) \cdot m(y, t) \, dv \times m(x, s)
\]

\[
= \int \bar{f} (x, s) \int \sigma(y^{-1}, x)^{-1} g(x^{-1}, y) \sigma(y^{-1}, x)^{-1} \cdot m(y, t) \, dv \times m(x, s)
\]

by (4.5).

Let \(f(x) = \int \bar{f}(x, s) \, dm(s)\). If \(f \in \mathcal{H}(G^o)\), then \(f \in \mathcal{H}(G)\) and (4.5) shows that \((L_jK_g, K_h) = (T_f g, h)\). If \(f\) is an arbitrary element of \(\mathcal{H}(G)\) then \(\bar{f}(x, s) = s^{-1} f(x)\) defines an element of \(\mathcal{H}(G^o)\) such that \(f(x) = \int s \bar{f}(x, s) \, dm(s)\). It follows that \(\{T_f : f \in \mathcal{H}(G)\}\) is a *-algebra of operators. Since \(\{L_f : f \in \mathcal{H}(G^o)\}\) is weakly dense in \(L''\), the weak closure of \(\{T_f : f \in \mathcal{H}(G)\}\) and \(L''\) are isomorphic via the isomorphism \(K\) of \(L^2(G, h)\) onto \(BL^2(G^o, v \times m)\). The same holds for \(I(G)\) instead of \(\mathcal{H}(G)\).

Suppose \(G\) is homogeneous with \(W^o\) the \(\sigma\)-regular representation. Let \(V = V(r(x)) V(d(x))^{-1}\). We calculate

\[
(W_f \bar{f}_g, V_h) = \int \bar{f} (x, s) \int W^o(x, s) V(d(x)) g, V(r(x)) V(d(x))^{-1} \, dv \times m(x, s)
\]

\[
= \int \bar{f} (x, s) (s W_\sigma(x) g, h) \, dv \times m(x, s)
\]

\[
= \int \bar{f} (x, s) s \int \sigma(y^{-1}, x)^{-1} g(x^{-1}, y) \sigma(y^{-1}, x) \, dv \times m(x, s)
\]

by (4.5). Thus \(L\) and \(\bar{f} \mapsto W^o_f\) are unitarily equivalent via a decomposable isometry. From this and Theorem 4.1 it follows that \(L'\) and \(W^o\) are spatially isomorphic via an isometry decomposable with respect to \(M_\infty(L_\infty(U_\sigma, \mu))\), so by Theorem 4.1 again the same is true of \(L''\) and \(W^o''\), hence also of \(L''\) and \(W^o''\). We remark for use later that \(K^{-1}JK = J_\sigma\) is defined by

\[
J_\sigma g(x) = \sigma(x^{-1}, x)^{-1} \Delta(x)^{-1/2} g(x^{-1}).\]
All that remains is to prove that \( L'' \) and \( J \) are independent of the Haar measure up to a decomposable spacial isometry. Let us continue to assume that \( G \) is homogeneous and adopt notation of Proposition 3.13. Let \( q(x, s) = \psi \circ r(x)^{1/2} \psi^0 \circ r(x)^{-1/2} \phi \circ d(x)^{-1/2} \). It follows easily from Lemma 3.7 and the proof of Proposition 3.13 that \( j \mapsto q \cdot j \) is an isometry of \( L^2(G \times T, \nu \times m) \) onto \( L^2(G \times T, \nu^0 \times m) \) furnishing an isomorphism of \( L'' \) with the regular representation \((L^0)'\) constructed from the Haar measure \((\nu^0 \times m, \mu^0 \times \delta)\). This isometry carries \( J \) to its counterpart \( J^0 \) and \( B \) to its counterpart \( B^0 \). For \( G \) not necessarily homogeneous we appeal to Lemma 3.10 to decompose \( G \) as a disjoint union of homogeneous groupoids. \( L'' \) decomposes as a direct sum and we can apply the analysis above to each summand. \( \square \)

**Remark 4.7.** For essentially transitive \( G \), the ordinary regular representation has been defined by Westman [28, p. 628]. As described in [20, Theorem 6.19], such \( G \) is similar to a separable locally compact group \( g \) which is determined by \( G \) up to isomorphism. It can be shown that the commuting algebra of the regular representation of \( G \) is the tensor product of the commuting algebra of the regular representation of \( g \) by a factor of type I. A proof may be based on Theorem 5.19 of [11] and Theorem 4.4 of [12].

**Example 4.8.** The von Neumann algebra described in Theorem 4.3 is our most extensive generalization of the group-measure space construction. The purpose of this example is to exhibit the relationship between \( L'' \) of Theorem 4.3 and a construction made by Zeller-Meier [31]. References to related constructions may be found in [24] and at the end of \( \S 5 \).

Let \( g \) be a countable group acting on the analytic probability space \((S, \mu)\). Let \( h \) be the counting measure (Haar measure) on \( g \). Let \( \delta^x_0 = 1 \) if \( x = x_0 \), \( \delta^x_0 = 0 \) if \( x \neq x_0 \). Let \( \alpha \in L^\infty(S, \mu) \). Let \( \Delta \) be the modular homomorphism for the Haar measure \((\mu, h)\). The function \( f \) defined by \( f(s, x) = \alpha(s)\Delta(s, x)^{-1}\delta^x_0 \) belongs to \( II(S \times G, \mu \times h, \mu) \). If \( \tau \) is a 2-cocycle for \( g \) such that \( \tau(e, e) = 1 \),

\[
((s, x), (sx, y)) \mapsto \tau(x, y)\tau(x, x^{-1})\tau(y, y^{-1})\tau(xy, y^{-1}x^{-1})^{-1} = \sigma(x, y)
\]
defines a strict 2-cocycle \( \sigma \) of \( S \times g \). \( S \times g \) is homogeneous, so we may construct \( W_\sigma \) as in (3.12) and the \( \sigma \)-regular representation \( W_\sigma \), whether \( \mu \) is \( g \)-ergodic or not.

\[
(T_f(g_1), g_2)
\]

\[
= \int f(s, x) \int \sigma(y^{-1}, x)^{-1} g_1(sx, x^{-1}y) g_2(s, y) \, dh(y) \, d\mu \times h(s, x)
\]

\[
= \int \sigma(y^{-1}, x_0)^{-1} \alpha(s)\Delta(s, x_0)^{-1/2} g_1(sx_0, x_0^{-1}y) g_2(s, y) \, d\mu \times h(s, y).
\]

Setting \( x_0 = e \in g \), we find that \( T_f = M_f(\alpha) \), multiplication by \( s \mapsto \alpha(s) \).
Thus the commutant of $\sqrt{\delta}$ = \{ $T_f$ : $f(s, x) = \alpha(s)\Delta(s, x)^{-1/2}\delta_x^x$ for some $\alpha \in L^\infty(S, \mu)$, $x_0 \in g$ \} consists of operators decomposable with respect to $M_x(L^\infty(S, \mu))$. If $T = \int f(s, x) \, d\mu(s)$ belongs to the commutant of $\sqrt{\delta}$, then

$$0 = \int f(s, x)((T(s)W_o(s, x) - W_o(s, x)T(sx))g_1, g_2) \, d\mu \times h(s, x)$$

for all $f$ of the form $\alpha(s)\Delta(s, x)^{-1/2}\delta_x^x$. Hence for each $x_0 \in g$

$$\alpha \mapsto \int \alpha(s)((T(s)W_o(s, x_0) - W_o(s, x_0)T(sx_0))g_1, g_2) \, d\mu(s)$$

is the zero integral. Thus $T \in \{ T_f : f \in II(S \times g) \}'$, so $\{ T_f : f \in II(S \times g) \}''$ is generated by $\{ T_f : f(s, x) = \alpha(s)\Delta(s, x)^{-1/2}\delta_x^x \coer$ for $\alpha \in L^\infty(S, \mu)$ and $x_0 \in g$.

Let $J_g = K^{-1}JK$ as in (4.6). $J_gg(s, x) = \sigma(x^{-1}, x)^{-1}\Delta(s, x)^{-1/2}g(sx, x^{-1})$. For $f(s, x) = \alpha(s)\Delta(s, x)^{-1/2}\sigma(x^{-1}, x)\delta_x^x$ we calculate

$$J_gT_fJ_gg(s, x)$$

$$= \sigma(x^{-1}, x)^{-1}\Delta(s, x)^{-1/2}\left( \int f(sx, y)\sigma(x, y)^{-1}J_gg(sxy, y^{-1}x^{-1}) \, dh(y) \right)$$

$$= \sigma(x^{-1}, x)^{-1}\Delta(s, x)^{-1/2}\int \Delta(sxy, y^{-1}x^{-1})^{-1/2}f(sxy, y)$$

$$= \int \delta_x^{x\sigma}(x, y) \alpha(sx) \, g(s, xy) \, dh(y)$$

$$= \sigma(x^{-1}, x)^{-1}\Delta(s, x)^{-1/2}(8\alpha(sx) \, g(s, xx_0).$$

On $\bigoplus_{x \in g} L^2(S, \mu) \cong L^2(S \times g, \mu \times h)$, let $Cg(s, x) = g(s, x^{-1})$. $C$ is a linear involutive isometry and

$$\int_{x_0} Cg(s, x) = \tau(x^{-1}, x_0)\alpha(sx^{-1}) \, g(s, x^{-1})x.$$  \hspace{1cm} (4.9)$$

Zeller-Meier's crossed product for the action $\alpha M_r(\alpha) = M_r(s \mapsto \alpha(sx))$ of $g$ on $\{ M_r(\alpha) : \alpha \in L^\infty(S, \mu) \}$ is the von Neumann algebra generated by the operators $Ux_0$ and $\Psi(M_r(\alpha))$ on $\bigoplus_{x \in g} L^2(S, \mu)$ defined by

$$[Ux_0]_{x,y} = \delta_x^{xv}\tau(x^{-1}, x_0) \quad \text{and} \quad [\Psi(M_r(\alpha))]_{x,y} = \delta_x^{x}(x^{-1}M_r(\alpha)).$$

Hence

$$Ux_0g(s, x) = \sum_{y \in g} \delta_x^{xv}\tau(x^{-1}, x_0) g(s, y) = \tau(x^{-1}, x_0) g(s, x_0^{-1})x$$

and

$$\Psi(M_r(\alpha))g(s, x) = \sum_{y \in g} \delta_x^{x}(\alpha(sx^{-1}) g(s, y)) = \alpha(sx^{-1})g(s, x).$$
Comparing these equalities with (4.9), we find that $CJ_\sigma\{T_f: f \in II(S \times g)\}$ coincides with the crossed product. Since $L' = JL''J = JK\{T_f: f \in II(S \times g)\}K^{-1}J = KJ_\sigma\{T_f: f \in II(S \times g)\}J_\sigma K^{-1}$, $L'$ is spatially isomorphic to the crossed product.

A useful extension of the unicity statement of Theorem 4.3 is the following lemma, treating two strictly equivalent strict cocycles $\sigma$ and $\omega$.

**Lemma 4.10.** Suppose $\gamma: G \to \mathbb{T}$ is a Borel function such that $\omega(x, y) = \gamma(xy)\gamma(x)^{-1}\gamma(y)^{-1}\sigma(x, y)$ for all $(x, y) \in G^2$. $X \mapsto \gamma X$ is a one-one map from the set of $\sigma$-representations of $G$ onto the set of $\omega$-representations. $X'$ and $(\gamma X)'$ coincide. The commuting algebras of the $\sigma$-regular and $\omega$-regular representations are spatially isomorphic via a decomposable isometry intertwining the modular involutions.

**Proof.** Suppose $G$ is homogeneous. Define $\Gamma: L^2(G, \nu) \to L^2(G, \nu)$ by $\Gamma f(y) = \gamma(y^{-1})^{-1}f(y)$.

$$(\gamma W_\omega)(x)\Gamma f(y) = \gamma(x)\sigma(y^{-1}, x)^{-1}\gamma((x^{-1})^{-1})^{-1}f(y^{-1}x)$$

$$= \gamma(y^{-1})^{-1}(W_\omega(x)f)(y) = (\Gamma W_\omega(x)f)(y).$$

Let $J_\sigma$ be defined by (4.6), $J_\omega$ the operator constructed correspondingly using $\omega$. Then a simple calculation shows that $\Gamma J_\omega = J_\sigma \Gamma$. From this follows the spatial isomorphism of the regular representations if $G$ is homogeneous. For the general case, $G$ can be decomposed as the disjoint union of homogeneous groupoids. The equivalence is constructed on each summand as in the proof of Theorem 4.3. □

**Remark 4.11.** As defined in §10 of [20], not necessarily strict cocycles and equivalences can be made strict by passage to an i.r. In this way the word “strict” can be removed from all of the hypotheses in §4.

**5. The regular representation of principal groupoids.** The structure of the regular representation of an ergodic groupoid $G$ is influenced both by the nature of the isotropy groups $G\{u\}$ and by the structure of the ergodic equivalence relation defined by $G$. In one extreme case, there is only one unit, so that the groupoid is actually (defined by) a separable locally compact group. At the opposite extreme, there is no isotropy at all, so that the groupoid is principal and can be identified with the ergodic equivalence relation which it defines. In the case of a principal groupoid, much of the structure of the associated von Neumann algebra can be related directly to the structure of the groupoid itself. In the present section we make this analysis.

We retain the conventions and notation of §4. Again $\sigma$ is a fixed strict
2-cocycle. $L$ refers to the subrepresentation of the regular representation of $G^\sigma$ discussed in Theorem 4.3.

**Theorem 5.1.** Suppose $G$ is principal. The algebra $\mathcal{L}$ of multiplication operators $M_r(\alpha) = (\tilde{g} \mapsto \tilde{g} \alpha \circ r)$ for $\alpha \in L^\infty(U_G, \mu)$ is a maximal abelian subalgebra of $L^\sigma$. $L^\sigma$ is a factor iff $G$ is ergodic. $L^\sigma$ is semifinite iff there is a positive Borel function $D$ on $U_G$ such that $\Delta = D \circ r / D \circ d$ a.e.

**Proof.** First we characterize the center of $L^\sigma$. $\mathcal{L}J$ is multiplicatons $M_d(\alpha)$ by $\alpha \circ d$ for $\alpha \in L^\infty(U_G, \mu)$. $(\mathcal{L} \cup J \mathcal{L}J)^\sigma$ is the algebra of multiplications $M(k)$ by $k$ for $k \in L^\infty(G, \nu)$. Since $\mathcal{L} \subset L^\sigma$ by Proposition 4.1, $J \mathcal{L}J \subset L^\sigma$ by Theorem 4.3. Since $K^{-1}(\mathcal{L} \cup J \mathcal{L}J)^\sigma K$ is maximal abelian in the algebra of all bounded operators on $L^2(G, \nu)$, $(\mathcal{L} \cup J \mathcal{L}J)^\sigma$ is maximal abelian in $(L^\sigma \cup L')^\sigma$. Thus, any central element $T$ must be multiplication by $k \in L^\infty(G, \nu)$.

Since $T$ commutes with $L$, (4.5) shows that $k(y) = k(x^{-1}y) \nu^{r(x)}$-a.e. for $\nu$-a.e. $x$. By Remark 3.10 in [12], $T = M(k) = M_d(\beta)$ for some $\beta \in L^\infty(U_G, \mu)$. This shows $(\mathcal{L} \cup J \mathcal{L}J)^\sigma \cap L^\sigma = J \mathcal{L}J$. (5.2)

Since $T = JM_d(\beta)J$ is central and $JL^\sigma J = L^\prime$, $M_r(\beta)$ belongs to $L^\prime$. Thus $\beta(r(y)) = \beta(r(x^{-1}y)) \nu^{r(x)}$-a.e. for $\nu$-a.e. $x$. Conversely, any element $\alpha \in L^\infty(U_G, \mu)$ satisfying $\alpha \circ r = \alpha \circ d$ $\nu$-a.e. defines an element $M_r(\alpha) \in \mathcal{L} \cap J \mathcal{L}J$, which is therefore central. It follows that $L^\sigma$ is a factor iff $G$ is ergodic.

By (5.2), $(\mathcal{L} \cup J \mathcal{L}J)^\sigma \cap L^\sigma = \mathcal{L}$. Thus $\mathcal{L}$ in $L^\sigma$ is maximal abelian: $\mathcal{L} \cap L^\sigma \subset (\mathcal{L} \cup J \mathcal{L}J)^\sigma \cap L^\sigma = \mathcal{L}$.

Suppose now that $L^\sigma$ is semifinite. By Theorem 14.2 of [27], there is a unitary representation $U: \mathbb{R} \to L^\sigma$ such that for all $f \in H(G^\sigma)$, $U(t)L_fU(-t) = \Delta^u L_f \Delta^{-u}$. Here $\Delta^u$ denotes the bounded operator $M(\Delta^u)$ on $BL^2(G^\sigma, \nu \times m)$. Let $V(t) = \Delta^u U(-t)$. The following calculation shows that $V(t) \in L^\prime$ for all $t \in \mathbb{R}$. $V(t)L_f = \Delta^u U(-t) L_f U(t) U(-t) = \Delta^\sigma \Delta^{-u} L_f \Delta^u U(-t) = L_f V(t)$. Since $\Delta^u \in (\mathcal{L} \cup J \mathcal{L}J)^\sigma \subset (\mathcal{L} \cup J \mathcal{L}J)^\sigma$, $U(t) \in \mathcal{L} \cap L^\prime \subset \mathcal{L}$ and $V(t) \in (\mathcal{L} \cup J \mathcal{L}J)^\sigma \cap L^\prime = J \mathcal{L}J$. Since $V(t_1 + t_2) = V(t_1)V(t_2)$, we may apply Stone’s Theorem to the unitary representations $U$ and $V$ to obtain real-valued Borel functions $a$ and $b$ on $U_G$ such that $U(t)$ is multiplication by $e^{ita \circ r}$ and $V(-t)$ is multiplication by $e^{itb \circ d}$. Let $\alpha = e^{ita}$ and $\beta = e^{itb}$. Since $\Delta^u = V(t_1)U(t_1)$, $\Delta^u = \alpha \circ r / \beta \circ d$ $\lambda$-a.e. From this we calculate

\[
0 = \int \int |\Delta^u(x) - \alpha(r(x))/\beta(d(x))| \, d\lambda(x)(y) \, d\lambda(y),
\]

\[
0 = \int \int |\Delta^u(xy^{-1}) - \alpha(r(x))/\beta(r(y))| \, d\lambda_d(y)(x) \, d\lambda(y),
\]
0 = \int \int |\Delta^u(x)\Delta^u(y^{-1}) - \alpha(r(x))/\beta(r(y))| \, d\lambda_{d(y)}(x) \, d\lambda(y),

0 = \int \int \left| \frac{\alpha(r(x))}{\beta(d(x))} - \frac{\alpha(d(y))}{\beta(r(y))} \right| \, d\lambda_{d(y)}(x) \, d\lambda(y),

0 = \int \int |\alpha(d(y)) - \beta(d(x))| \, d\lambda_{d(y)}(x) \, d\lambda(y),

0 = \int \int |\alpha(d(y)) - \beta(d(x))| \, d\lambda_{d(y)}(x) \, d\lambda(y).

Thus \( e^{iau} = e^{ib \hat{\lambda}} \), a.e., so \( \Delta^u = \exp(it(a \circ r - a \circ d)) \), a.e. Comparing infinitesimal generators, \( \ln \Delta(x) = a \circ r(x) - a \circ d(x) \) for \( \lambda \)-a.a. \( x \). Thus \( \Delta(x) = \exp(a \circ r(x))/\exp(a \circ d(x)) \), a.e.

Suppose conversely that \( A = D \circ r/D \circ d \) a.e. Then \( \Delta''L_j\Delta^{-1} = M_e(e^{itD})L_jM_e(e^{-itD}) \) since \( M_e(e^{itD}) \) commutes with \( L \). Thus the automorphism \( L_j \mapsto \Delta''L_j\Delta^{-1} \) of \( L'' \) is inner. By Theorem 14.1 of [27], \( L'' \) is semifinite. \( \square \)

The "if" part of the semifiniteness condition does not require \( G \) to be principal.

A homomorphism \( D \circ r/D \circ d \) on an i.r. is called similar to 1 [20, §6]. The proof of Theorem 5.1 shows that the automorphism \( L_j \mapsto \Delta''L_j\Delta^{-1} \) is inner iff the homomorphism \( x \mapsto \Delta''(x) \) is similar to 1. Also, this terminology suggests that the condition for semifiniteness can be sharpened:

Corollary 5.3. For a principal measure groupoid, the following are equivalent:

(1) The commuting algebra of the regular representation is semifinite.
(2) For some strict cocycle \( \sigma \), the commuting algebra of the \( \sigma \)-regular representation is semifinite.
(3) For every strict cocycle \( \sigma \), the commuting algebra of the \( \sigma \)-regular representation is semifinite.
(4) \( (g, C) \) has a Haar measure whose modular homomorphism is 1.

Proof. The first three conditions are all equivalent by Theorem 5.1 to the condition that the modular homomorphism of some (and hence every) Haar measure is similar to the identity. The fourth condition implies this, so it suffices to produce a Haar measure with modular function 1 from a Haar measure \( (\nu, \mu) \) with modular function \( D \circ r/D \circ d \), a.e. This does not require \( g \) to be principal. Let \( \nu_1 \) be defined by \( \nu_1(E) = \int 1_E D \circ d \, d\nu \, d\mu(u) \). \( (\nu_1, \mu) \) is a Haar measure and \( \int f(x^{-1}) \, d\nu_1(x) = \int f(x^{-1}) D(d(x)) \, d\nu(x) = \int f(x) D(r(x)) \Delta(x)^{-1} \, d\nu(x) = \int f(x) D(d(x)) \, d\nu_1(x) = \int f(x) \, d\nu_1(x) \). Thus 1 is the modular homomorphism of \( (\nu_1, \mu) \). \( \square \)

Since a transitive principal groupoid is similar to the group \{0\}, it follows
from Remark 4.7 that for such a groupoid $W'$ is type I and from discussion in §10 of [20] that every cocycle is equivalent to 1. By Lemma 4.10, for each cocycle $\gamma$, $(W')' \gamma$ is type I. It is significant that the converse holds.

**Theorem 5.4.** Let $(G, C)$ be a principal ergodic groupoid, $\sigma$ a 2-cocycle. If $(W')' \gamma$ is type I, then $G$ is essentially transitive.

**Proof.** We may assume that $\mu = \tilde{\lambda}$ and that $\sigma$ is strict. We adopt notation of Example 3.11. Since $(W')' \gamma$ is a factor, there is an isomorphism $\Phi$ of $(W')' \gamma$ onto the algebra of all bounded operators on a Hilbert space $K$. Let $\mathcal{L}C(K)$ be the $C^*$-algebra of compact operators. $\pi = \Phi^{-1}\mathcal{L}C(K)$ is a factor representation of $\mathcal{L}C(K)$ whose image generates $(W')' \gamma$. Since the image of $\pi$ commutes with the algebra $\mathcal{L}$ of multiplications $M_\alpha (\alpha \in L^\infty (U, \tilde{\lambda}))$, $\pi$ may be decomposed $\pi = \int \pi_u d\tilde{\lambda}(u)$ on $\int H d\tilde{\lambda}$, [6, Lemme 8.3.1]. Since $\mathcal{L}$ is maximal abelian in $(W')' \gamma$ by Theorems 4.1 and 5.3, a.a. $\pi_u$ are irreducible [6, Lemme 8.5.1]. Hence by [6, Corollaire 8.15], a.a. $\pi_u$ are unitarily equivalent; by Proposition 8.17 of [6] there is a decomposable isometry $V_1 = \int V_1(u) d\tilde{\lambda}(u)$ on $\int K d\tilde{\lambda}(u)$ such that for a.a. $u$, $V_1(u)\pi_u V_1(u)^{-1}$ is the identity representation of $\mathcal{L}C(K)$.

Let $A_1, A_2, \ldots$ be a dense subsequence in $\mathcal{L}C(K)$. For each $i$ there is an i.r. $G|U_i$ such that $x \in G|U_i$ implies $\pi_{r(x)}(A_i) W_\sigma(x) = W_\sigma(x)\pi_{d(x)}(A_i)$ and $u \in U_i$ implies $V_1(u)\pi_u V_1(u)^{-1} = \text{identity}$ and $V_1(u)$ is an isometry. If $x \in G|(\cap U_i)$, then

\[
A_i V_1(r(x)) W_\sigma(x) V_1(d(x))^{-1} = V_1(r(x))\pi_{r(x)}(A_i) V_1(r(x))^{-1} V_1(r(x)) W_\sigma(x) V_1(d(x))^{-1} = V_1(r(x)) W_\sigma(x) \pi_{d(x)}(A_i) V_1(d(x))^{-1} = V_1(r(x)) W_\sigma(x) V_1(d(x))^{-1} A_i.
\]

Thus there is a Borel function $c: G \to \mathbb{T}$ such that a.e. $V_1(r(x)) W_\sigma(x) V_1(d(x))^{-1} = c(x)I$. Consequently, by choosing $V$ differently in Example 3.11, we may assume $W_\sigma(x) = c(x)I$ for all $x$ in an i.r. Since then on an i.r. $c(x,y) = \sigma(x, y)c(x)c(y)$, by Lemma 4.10 we may assume $\sigma = 1$.

Since the abelian algebra $\mathcal{L}_d$ of multiplications $M_\alpha (\alpha \in L^\infty (U, \tilde{\lambda}))$ commutes with $W_1$, the image of $\mathcal{L}_d$ under $T \mapsto VT V^{-1}$ is an abelian algebra of the form $CI \otimes \mathcal{B}$ under the isomorphism $L^2(U, \tilde{\lambda}, H) = L^2(U, \tilde{\lambda}) \otimes H$. Since $G$ is principal, the multiplications $M_\alpha (\alpha \in L^\infty (U, \tilde{\lambda}))$, together with $CI \otimes \mathcal{B}$, generate a maximal abelian algebra on $L^2(U, \tilde{\lambda}) \otimes H$, so we can arrange that $H = L^2(\mathbb{R}, \eta)$, where $\eta$ is a probability, and that $\mathcal{B}$ is multiplications by elements of $L^\infty (\mathbb{R}, \eta)$.

$V$ induces a Boolean isomorphism of $L^\infty (G, \nu)$ with $L^\infty (U \times \mathbb{R}, \lambda \times \eta)$;
since these analytic spaces are metrically standard, by Theorem 2.1 of [20] there is a Borel isomorphism \( \gamma \) from a.a. \( U_G \times \mathbb{R} \) onto a.a. \( G \) realizing the Boolean isomorphism. Let \( \rho = (d\lambda / d\gamma)(\lambda \times \eta) \) be an isomorphism \( \tilde{V} \) of \( L^2(G, \nu) \) with \( L^2(U_G \times \mathbb{R}, \tilde{\lambda} \times \eta) \) such that \( \tilde{V}\tilde{V}^{-1} \) commutes with the maximal abelian algebra representing \( L^\infty(U_G \times \mathbb{R}, \tilde{\lambda} \times \eta) \). Thus there is a Borel function \( k: U_G \times \mathbb{R} \to \mathbb{T} \) such that \( \tilde{V}\tilde{V}^{-1} = M(k) \), multiplication by \( k \). Hence also for a.e. \( u \) \( V(u)\tilde{V}(u)^{-1} = M(k) \). Since for a.a. \( u \) \( \tilde{V}(u)f(u, t) = f(\gamma(u, t))\rho(u, t) \), we have for a.e. \( u \) \( V(u)f(u, t) = f(\gamma(u, t))\rho(u, t)k(u, t) \eta\text{-a.e.} \)

By passage to an i.r., we may assume that all \( V(u)f(u, t) = f(\gamma(u, t))\rho(u, t)k(u, t) \eta\text{-a.e.} \), that all \( V(u) \) are isomorphisms, and that \( W = cI \) is a strict representation. Define a measure \( \eta^u \) on \( G \) by

\[
\int f(y) \, d\eta^u(y) = (V(u)f, k)
\]

\[
= \int f(\gamma(u, t))\rho(u, t)k(u, t) \overline{k(u, t)} \, d\eta(t)
\]

\[
= \int f(\gamma(u, t))\rho(u, t) \, d\eta(t).
\]

We calculate \( \int f(x^{-1}y) \, d\eta^c(x)(y) = (V(r(x))W_1(x)f, k) = c(x)(V(d(x))f, k) \)

\[
= c(x) \int f(y) \, d\eta^d(x)(y).
\]

Thus \( c(x) = 1 \) and \( x^{-1} \eta^c(x) = \eta^d(x) \). Furthermore,

\[
\int f(y) \, dv^u(y) = \int \sqrt{f(y)}^2 \, dv^u(y) = \int |V(u)\sqrt{f}|^2 \, d\eta
\]

\[
= \int f(\gamma(u, t))\rho(u, t)^2 \, d\eta(t)
\]

\[
= \int f(\gamma(u, t))\rho \circ \gamma^{-1}(\gamma(u, t))\rho(u, t) \, d\eta(t)
\]

\[
= \int f(y)\rho(\gamma^{-1}(y)) \, d\eta^u(y),
\]

so the Radon-Nikodym derivative of \( \int \eta^u d\tilde{\lambda}(u) \) with respect to \( \nu \) is \((\rho \circ \gamma^{-1})^{-1}\).

By Theorem 3.9 of [12], there exists a Borel function \( \phi: U_G \to \mathbb{R}^* \) such that \( \phi(d(y)) = \rho(a^{-1}(y))^{-1} \) for \( \nu\text{-a.a.} \) \( y \) for \( \tilde{\lambda}\text{-a.a.} \) \( u \). \( \int f(y)\phi \circ d(y) \, d\eta^u(y) = \int f(\gamma(u, t))\rho(u, t)^{-1}\rho(u, t) \, d\eta(t) = \int f(\gamma(u, t)) \, d\eta(t) \). Since \( \eta(\mathbb{R}) = 1 \), \( E \mapsto \int_E \phi \circ d \, d\eta \) is a finite Haar measure. By Theorem 5.1 of [12], \( G \) is essentially transitive. 

Let \((G,[A])\) be an ergodic groupoid, \( \Psi: G \to \mathbb{R}^* \) a strict homomorphism. The closure of the range of \( \Psi \) (see [20, §7]) is the \( \mathbb{R}^*_\text{e}-\text{action defined as follows: Let} \eta^* \text{ be Lebesgue measure on} \mathbb{R}^*_\text{e}. \text{The subalgebra} \{g \in L^\infty(U_G \times \mathbb{R}^*_\text{e}, A \times \eta^*): g(r(x), a) = g(d(x), a\Psi(x)) \text{ for} \lambda \times \eta^\text{e}-\text{a.a.} \text{ (}x, a)\} \text{ is stable under the} \mathbb{R}^*_\text{e}-\text{action} (T_{\beta f})(u, a) = g(u, b^{-1}a). \text{This action induces an ergodic} \)
\( \mathbb{R}^*_+ \)-action on an analytic probability space. The point action so constructed is the range closure of \( \Psi \). Up to metric isomorphism, the range closure depends only on the similarity class of \( \Psi \).

To any properly infinite von Neumann algebra with separable predual, Connes and Takesaki have associated an \( \mathbb{R}^*_+ \)-action which they call the smooth flow of weights [3, Definition II(2.6)]. Let \( (G, C) \) be a principal ergodic groupoid with Haar measure \( (\nu, \lambda) \) and modular homomorphism \( \Delta \) not similar to the identity. Let \( \sigma \) be a strict cocycle, \( L \) the \( \sigma \)-regular representation as in Theorem 4.3. \( L'' \) is purely infinite.

**Theorem 5.5.** The smooth flow of weights of \( L'' \) is metrically isomorphic to the range closure of \( \Delta \).

The proof was obtained after helpful discussion with A. Ramsay.

**Proof.** For convenience, write \( L[\tilde{f}] \) for the operator, previously denoted \( L_f \), associated to the function \( \tilde{f} \) by the \( \sigma \)-regular representation. \( L'' \) is generated by the modular Hilbert algebra \( B^0 \Gamma_f(G^\sigma) \) on \( BL^2(G^\sigma, \nu \times m) \). Let \( \phi \) be the associated weight. Multiplication by \( \Delta \) is the modular operator; and \( \text{Ad} \Delta^\omega = (L[\tilde{f}] \rightarrow \Delta^\omega L[\tilde{f}] \Delta^{-\omega}) \) is the modular automorphism group \( \sigma^\omega \) (\( \sigma \in \mathbb{R} \)).

Now we establish some notation. Let \( a \mapsto U_a \) be the regular representation of \( \mathbb{R} \), acting on \( L^2(\mathbb{R}, \eta) \), where \( \eta \) is Lebesgue measure. Let \( F \) be the Fourier transform and define \( V_a = FU_aF^{-1} \). Let \( e_\eta(b) = \exp(ia\eta) \). The formulae \( U(e_\eta) = U_a \) and \( V(e_\eta) = V_a \) define by extension injective homomorphisms of \( L^\infty(\mathbb{R}) \) into the algebra \( \mathcal{L}(L^2(\mathbb{R})) \) of bounded operators on \( L^2(\mathbb{R}) \). \( U_a = \rho^\omega \) with \( \rho \) a positive selfadjoint operator. Let \( \omega \) be the weight \( T \mapsto \text{Tr}(\rho T) \) on \( \mathcal{L}(L^2(\mathbb{R})) \). \( \sigma^\omega = \text{Ad} U_a \).

Regard the Hilbert space \( BL^2(G^\sigma, \nu \times m) \otimes \mathcal{L}(L^2(\mathbb{R})) \) as \( L^2(\mathbb{R}, \eta, BL^2(G, \nu \times m)) \). \( L'' \otimes \mathcal{L}(L^2(\mathbb{R})) \) acts on this space; and \( \overline{\omega} = \phi \otimes \omega \) is a weight on \( L'' \otimes \mathcal{L}(L^2(\mathbb{R})) \). Let \( N_{\overline{\omega}} \) be the von Neumann subalgebra generated by \( I \otimes U_a \) (\( a \in \mathbb{R} \)) and the direct integral operator \( \overline{\pi}(T) = (b \mapsto \sigma_\omega^b(T)) d\eta(b) \) (\( T \in L'' \), \( b \in \mathbb{R} \)) in \( L'' \otimes V(L^\infty(\mathbb{R})) \). The action \( \Theta \) of \( \mathbb{R} \) on \( N_{\overline{\omega}} \) given by \( \Theta_c(S) = (I \otimes V_c)S(I \otimes V_c)^* \) (\( S \in N_{\overline{\omega}}, c \in \mathbb{R} \)) restricts to the center \( C_{\overline{\omega}} \) of \( N_{\overline{\omega}} \), inducing a point action \( \Theta \) of \( \mathbb{R} \) such that \( c \mapsto \Theta(-ic) \) is isomorphic to the smooth flow of weights [3, Lemma II.14 and Corollary II.2.5].

Let \( \mathcal{L} \) be the maximal abelian subalgebra \( \{ M_\alpha(a) \in L'' : \alpha \in L^\infty(U_{\overline{\omega}}, \lambda) \} \) as in Theorem 5.1. Since \( \sigma^\omega_b(M_\alpha(a)) = M_\alpha(a) \) and \( M_\alpha(a) \otimes U_a = j(b \mapsto \sigma_\omega^b(M_\alpha(a))) d\eta(b) (I \otimes U_a) \in N_{\overline{\omega}}, \mathcal{L} \otimes U(L^\infty(\mathbb{R})) \) is a subset of \( N_{\overline{\omega}} \).

Since \( N_{\overline{\omega}} \subset L'' \otimes \mathcal{L}(L^2(\mathbb{R})) \) and \( \mathcal{L} \otimes U(L^\infty(\mathbb{R})) \) is maximal abelian in \( L'' \otimes \mathcal{L}(L^2(\mathbb{R})) \), \( C_{\overline{\omega}} \) is contained in \( \mathcal{L} \otimes U(L^\infty(\mathbb{R})) \). Since any element of \( \mathcal{L} \otimes U(L^\infty(\mathbb{R})) \) commutes with all \( I \otimes U_a \), an element \( (u, a) \mapsto g(u, a) \) of
$L^\infty(U_G \times R, \lambda \times \eta)$ is such that $M_r \otimes U(g) \in C_\infty$ iff $\overline{\pi(L[\tilde{f}])}M_r \otimes U(g) = M_r \otimes U(g) \overline{\pi(L[\tilde{f}])}$ for all $\tilde{f} \in \mathfrak{U}_f(G^\circ)$.

Suppose $g(u, c) = \alpha(u)e^c$. Then

$$\left(\overline{\pi(L[\tilde{f}])}(M_r \otimes U)(g)k\right)(c) = \left(\Delta^{-ic}L[\tilde{f}]\Delta^c\right)M_r(\alpha)(k(b + c))$$

$$= L[\tilde{f} \alpha \circ d\Delta^{-ic}](k(b + c)),$$

$$\left((M_r \otimes U)(g)\overline{\pi(L[\tilde{f}])}k\right)(c) = M_r(\alpha)(\Delta^{-i(b+c)}L[\tilde{f}]\Delta^{i(b+c)})(k(b + c))$$

$$= L[\tilde{f} \alpha \circ r\Delta^{-i(b+c)}](k(b + c)).$$

If $g \in L^\infty(U_G \times R, \tilde{\lambda} \times \tilde{\eta})$ there is a sequence $g_n \in L^\infty(U_G \times R, \tilde{\lambda} \times \tilde{\eta})$ with $\|g_n\|_\infty$ bounded, $g_n(u, a) = \sum_{j=1}^n \alpha_{j,n}(u)e^{b(j,n)}(a)$, such that $g_n \rightarrow g$ a.e. and $M_r \otimes V(g_n) \rightarrow M_r \otimes V(g)$ strongly. Suppose

$$g(r(x), c) = g(d(x), c + \ln \Delta(x)) \quad \text{a.e. (5.6)}$$

Let $\tilde{f} \in \mathfrak{U}_f(G^\circ)$ and $f(x) = \int s\tilde{f}(x, s) \, dm(s)$. The isometry $K: L^2(G, \nu) \rightarrow L^2(G^\circ, \nu \times m)$ was introduced for the proof of Theorem 4.3. $K \otimes I: L^2(G \times R, \nu \times \eta) \rightarrow L^2(G \times T \times R, \nu \times m \times \eta)$ is defined by

$$(K \otimes I)h(x, s, a) = s^{-1}(a^{-1}, x)h(x, a).$$

Let $h_1, h_2 \in L^2(G \times R, \nu \times \eta)$.

$$\left(\overline{\pi(L[\tilde{f}])}M_r \otimes U(g)(K \otimes I)h_1\right)$$

$$= \lim_{n \rightarrow \infty} \sum_{j=1}^{l(n)} \int \left[L[\tilde{f} \Delta^{-i(c+b(j,n))}\Delta^{ib(j,n)} - (\alpha_{j,n} \circ r)]\right]$$

$$\cdot (K \otimes I)h_1(\cdot, c + b(j, n)), h_2(\cdot, c)) \, d\eta(c)$$

$$= \lim_{n \rightarrow \infty} \sum_{j=1}^{l(n)} \int \int f(x)(\alpha_{j,n}(d(x))\Delta^{ib(j,n)} - \alpha_{j,n}(r(x)))\sigma(y^{-1}, x)^{-1}$$

$$\cdot \Delta(x)^{-i(c+b(j,n))}h_1(x^{-1}, x \cdot b(j, n))h_2(y, c)$$

$$\cdot dv^{(y)}(x) \, dv(y) \, d\eta(c)$$

$$= \lim_{n \rightarrow \infty} \sum_{j=1}^{l(n)} \int f(x)(\alpha_{j,n}(d(x))\Delta^{ib(j,n)} - \alpha_{j,n}(r(x)))\sigma(y^{-1}, x)^{-1}$$

$$\cdot e^{b(j,n)}(c)F(a \mapsto h_1(x^{-1}, y), \Delta(x)^{-ia}(c))$$

$$\cdot F(a \mapsto h_2(y, a))(c) \, d\eta(c) \, dv^{(y)}(y) \, dv(x)$$
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\[ \lim_{n \to \infty} \int \int f(x) \left( g_n(d(x), c + \ln \Delta(x)) - g_n(r(x), c) \right) \sigma(y^{-1}, x)^{-1} \]
\[ \cdot F\left(a \mapsto h_1(x^{-1}y, a)\Delta(x)^{-ia}(c) \right) F\left(a \mapsto h_2(y, a)\right)(c) \]
\[ \cdot \eta(c) \, dv^\tau(x)(y) \, dv(x) = 0 \]

by (5.6). From this it follows that (5.6) is sufficient for \( M_\tau \otimes U(g) \) to belong to \( C_\infty \).

Conversely, suppose \( M_\tau \otimes U(g) \in C_\infty \). Let \( \tilde{f} \in \mathcal{U}_U(G^0) \) and \( G(c)(x) = g(d(x), c + \ln \Delta(x)) - g(r(x), c) \). Using properties of the Fourier transform and the foregoing calculation, it is not difficult to show that for \( \eta \)-a.a. \( c \), \( L[\tilde{f}G(c)] = 0 \). Then \( f \in \mathcal{U}_U(G) \) and \( L[fG(c)] = 0 \). Let \( f \in \mathcal{U}_U(G) \) and let \( f(x, s) = s^{-1}f(x) \). Then \( ||\tilde{f}G(c)||_2 = 0 \) implies \( \int f(x)G(c)(x)dv(x) = 0 \). Thus for \( \eta \)-a.a. \( c \), \( G(c) = 0 \) a.e. by Lemma 2.6. Consequently, \( g \) satisfies (5.6). The restriction of \( M_\tau \otimes U \) is an isomorphism of the algebra satisfying (5.6) onto \( C_\infty \).

Let \( \Gamma_\alpha \) be the automorphism of \( L^\infty(U_G \times \mathbb{R}, \mu \times \eta) \) defined for \( g(u, c) = \alpha(u)e_\alpha(c) \) by \((\Gamma_\alpha g)(u, c) = \alpha(u)e_\alpha(a + c)\).

\[ (I \otimes V_\alpha)(a) \otimes U(g)(I \otimes V_\alpha) = e_\alpha(c)(I \otimes V_\alpha) \]
\[ = e_\alpha(c)(I \otimes V_\alpha) \]
\[ = e_\alpha(c)(I \otimes V_\alpha)k(b + c) \]
\[ = M_\tau \otimes U(\Gamma_\alpha)k(c) \]

Thus, if \( C_\infty \) is isomorphic to \( L^\infty(\Omega, \mu, \lambda) \), a \( \Gamma_\alpha \) induces on \( \Omega \) a point action \( \Gamma \) metrically isomorphic to that induced by \( a \mapsto \Theta_a \). By the definition of the closure of the range of \( \Delta \), \( a \mapsto \Gamma_{\in \alpha} \) is metrically isomorphic to the range closure of \( \Delta \). The result now follows from the characterization of the smooth flow of weights already given. \( \square \)

The possibility of studying the regular representation of measure groupoids has been mentioned by Connes [1]. Feldman and Moore [18] and [9] have studied independently of us the \( \alpha \)-regular representations of ergodic equivalence relations such that each equivalence class is countable. They show that every such relation is furnished by the action of a countable discrete group, although they do not know whether the group can be taken to be freely acting. The von Neumann algebras generated by the 1-regular representation of a principal groupoid furnished by the unfree action of a countable group were first described by Krieger [15].

For principal groupoids furnished by arbitrary separable locally compact group actions, Krieger's construction has been generalized independently of us by Samuelides and Sauvageot [25]. Sauvageot [26] has pointed out that the finiteness condition of [9] holds for arbitrary principal groupoids: for the regular representation to be finite, a.a. \( \lambda \)-must be discrete measures; and then the necessary and sufficient condition in [9] is applicable. Sauvageot also
has calculated the flow of weights of the 1-regular representation, a special case of Theorem 5.5.

The map $L_f \mapsto L_{\tilde{f}}$ is an anti-isomorphism of the 1-regular representation von Neumann algebra with itself. Connes has proved [2] that there is a principal ergodic groupoid $G$, furnished by a discrete group action, and a cocycle $\sigma$ of $G$, such that the $\sigma$-regular representation factor is not anti-isomorphic to itself. Thus, there is no hope of obtaining all factors from the 1-regular representations of principal ergodic groupoids. It is not known whether every factor can be obtained from the $\sigma$-regular representations of principal ergodic groupoids; nor is it known whether it suffices to consider only principal groupoids furnished by group actions. Recent investigation in collaboration with Feldman and Moore has shown that every factor obtained from a $\sigma$-regular representation of a principal groupoid furnished by a group action can be obtained from a $\sigma$-regular representation of a principal groupoid furnished by the action of a discrete group. Details of this result will be reported elsewhere [7].

6. Ergodic decomposition of a measure groupoid. Let $(G, [\lambda])$ be a measure groupoid, $(\mathcal{G}, [\lambda'])$ the associated principal groupoid. Let $(\nu, X)$ be a Haar measure, $P = dv/dX$. The proof of Theorem 5.1 shows that the center of the regular representation von Neumann algebra of $\mathcal{G}$ is isomorphic to the subalgebra $\mathcal{Z}_0$ of $L^\infty(U_G, \tilde{\lambda})$ consisting of functions $\alpha \in L^\infty(U_G, \tilde{\mathcal{C}})$ such that $\alpha \circ d = \alpha \circ r$ a.e. This is also isomorphic to the commuting algebra of the one-dimensional identity representation of $G$. By decomposing $L^2(U_G, \tilde{\lambda})$ with respect to $\mathcal{Z}_0$, we obtain at once an ergodic decomposition of $G$, a central decomposition of the regular representation of $\mathcal{G}$, and an irreducible decomposition of the representation $f \mapsto \Pi_f$ of $\Pi(G)$ induced by the identity representation of $G$ (cf. Lemma 1.4). This theorem has also been obtained by Ramsay [23].

**Theorem 6.1 (Ergodic Decomposition).** Let $(G, C)$ be a measure groupoid, $\lambda \in C$ a symmetric quasi-invariant probability with $r$-decomposition $\lambda = \int \lambda^u d\tilde{\lambda}(u)$. There is an analytic probability space $(\Omega, \eta)$ and a Borel map $\pi$ from $U_G$ onto $\Omega$ such that $\eta = \pi \circ \tilde{\lambda} = E \mapsto \tilde{\lambda}(\pi^{-1}(E))$ and if $\tilde{\lambda} = \int \lambda_\omega \ d\eta(\omega)$ is the $\pi$-decomposition of $\tilde{\lambda}$, then a.a. $(G, [\int \lambda^u d\tilde{\lambda}_\omega(u)])$ are ergodic groupoids. If $\Omega'$ and $\pi'$ have these properties, then there is a Borel isomorphism $i$ from a.a. $\Omega$ onto a.a. $\Omega'$ such that $\pi' = i \circ \pi$ a.e.

**Proof.** Let $\mathcal{G}$ be a suitably large separable algebra of $I(G)$, as in Remark 3.3. By Theorem 3.8, $M_0 = M_r(\mathcal{Z}_0)$ is a maximal abelian subalgebra of $\{\Pi_f : f \in \mathcal{G}\}$. Obtain $\Omega$ and $\pi$ by decomposing $L^2(U_G, \tilde{\lambda}) = \int L^2(U_G, \tilde{\lambda}_\omega) \ d\eta(\omega)$ and $\Pi_f = \int \Pi_f^\omega \ d\eta(\omega)$ as a direct integral of irreducibles. A computation
shows that \((II_f^u)(u) = \int \int (x)(d(x)) dv^u(x) \quad (j \in L^2(U_G, \mathcal{H}_\omega), f \in \mathcal{B})\) for \(\eta\)-a.a. \(\omega\).

Let \(\lambda_\omega = \int \lambda^u d\tilde{\lambda}_\omega(u)\). We show \((G, \lambda_\omega)\) are a.a. measure groupoids. If \(F \in \mathcal{B}(\Omega)\) and \(E \in \mathcal{B}(G)\), then

\[
\int 1_F(\omega) \int 1_E(x) d\lambda_\omega(x) d\eta(\omega) = \int 1_F \circ \pi(u) \int 1_E(x) d\lambda^u(x) d\lambda(u)
\]

\[
= \int 1_F \circ \pi \circ r(x) 1_E(x) d\lambda(x)
\]

\[
= \int 1_F \circ \pi \circ d(x) 1_E(x^{-1}) d\lambda(x)
\]

\[
= \int 1_F \circ \pi \circ r(x) 1_E(x^{-1}) d\lambda(x)
\]

\[
= \int 1_F(\omega) \int 1_E(x^{-1}) d\lambda_\omega(x) d\eta(\omega).
\]

Since \(\mathcal{B}(\Omega)\) is countably generated, a.a. \(\lambda_\omega\) are symmetric. Quasi-invariance of a.a. \(\lambda_\omega\) follows from the quasi-invariance of \(\lambda\) and the \(r\)-decomposition \(\lambda_\omega = \int \lambda^u d\tilde{\lambda}_\omega(u)\). The same argument shows that if \(\nu_\omega(E) = \int_E P d\lambda^u d\tilde{\lambda}_\omega(u)\), then for a.a. \(\omega\) and \(\tilde{\lambda}_\omega\) is a Haar measure for \((G, [\lambda_\omega])\).

Since for a.a. \(\omega\), \(II^u\) is an irreducible representation of \(\mathcal{B}\), it follows from Theorem 3.8 that for a.a. \(\omega\) the identity representation of \((G, [\lambda_\omega])\) is irreducible. Thus a.a. \((G, [\lambda_\omega])\) are ergodic.

To prove the uniqueness part of the theorem, it suffices to show that if \(\Omega, \eta,\) and \(\pi\) satisfy the existence statement of the theorem, then \(\mathcal{L}_\omega\) is the image of \(L^\infty(\Omega, \eta)\) under the injection induced by \(\pi\). Suppose \(\alpha \in \mathcal{L}_\omega\). Then \(\alpha \circ r = \alpha \circ d\lambda\text{-a.e.}, \) so \(\alpha \circ r = \alpha \circ d\lambda_{\omega}\text{-a.e.}\) for \(\eta\)-a.a. \(\omega\). Since a.a. \((G, \lambda_\omega)\) are ergodic, \(\alpha(u) = \int \alpha(v) d\tilde{\lambda}_\omega(v) = \tilde{\alpha}(\omega) \tilde{\lambda}_\omega\text{-a.e.}\) for \(\eta\)-a.a. \(\omega\). \(\tilde{\alpha} \circ \pi = \alpha \tilde{\lambda}\text{-a.e.}\) Conversely, if \(\tilde{\beta} \in L^\infty(\Omega, \eta)\), then \(\beta \circ \pi\) is \(\tilde{\lambda}_\omega\text{-essentially constant for }\eta\text{-a.a. }\omega, \) so \(\tilde{\beta} \circ \pi \circ r = \tilde{\beta} \circ \pi \circ d\lambda_{\omega}\text{-a.e.}\) for \(\eta\)-a.a. \(\omega\). Hence \(\beta \circ \pi \in \mathcal{L}_\omega\). \(\square\)

**Remark 6.2.** Suppose \(x \cdot \lambda^{d(x)} \sim \lambda^{r(x)}\) for all \(x \in G\). By Lemma 2.4 of [12], this is always true for some i.r. Regard \(\Omega\) as an analytic subspace of the unit interval; and define \(\tilde{\pi}(u) = \int \pi(d(x)) d\lambda^u(x)\). \(\pi = \tilde{\pi}\text{ a.e.}, \) so \(\tilde{\pi}\) can be used instead of \(\pi\) to effect the decomposition. Then every \(\tilde{\pi}^{-1}((\omega))\) is saturated with respect to the equivalence relation on \(U_G\).

In the case \((S \times G, \mu \times h)\) of Example 1.11, the theorem gives a decomposition \(\mu = \int \mu_\omega d\eta(\omega)\) so that a.a. \(\lambda_\omega\) are product measures, \([\lambda_\omega] = [\mu_\omega \times h]\). Symmetry of a.a. of these measures implies a.a. \(\mu_\omega\) are \(G\)-quasi-invariant [21, Corollary 2.10]. Thus we can derive the following corollary, due to Dang-Ngoc-Nghiem [4] and Kleppner [14]:

**Corollary 6.3.** Let \((S, \mu)\) be an analytic quasi-invariant probability \(G\)-space
for the separable locally compact group $G$ with Haar measure $\mu$. There is a standard probability space $(\Omega, \eta)$, a conull invariant Borel subset $S_0 \subset S$, and a Borel surjection $\pi: S_0 \to \Omega$ such that $\pi_* \mu = \eta$ and $\mu$ has on $S_0$ a $\pi$-decomposition $\mu = \int \mu_\omega \, d\eta(\omega)$ such that every $(S_0, \mu_\omega)$ is an ergodic $G$-space.

PROOF. Let $E_1, E_2, \ldots$ be a generating algebra for $\mathfrak{B}(S \times G)$. Let $m \in [h]$ be a symmetric probability. Let $q = dm/d\mu$, $\Delta$ the modular homomorphism of $(\mu \times h, \mu)$. Let $\Omega_1 = \{\omega \in \Omega: \int_{E_i} (sx, x^{-1}) \, d\mu_\omega \times m(s, x) = \int_{E_i} (s, x)\Delta(s, x)^{-1} q(x^{-1})/q(x) \, d\mu_\omega \times m(s, x) \text{ for all } i \in \mathbb{N} \text{ and } \{II^\omega_{1,i}: F = E_1, E_2, \ldots \} \in CI\}$. Let $\Omega_0$ be a relatively standard conull Borel subset of $\Omega_1$, let $S_0 = \pi^{-1}(\Omega_0)$, and replace $\Omega$ by $\Omega_0$. □
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