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Abstract. The first part of this paper is devoted to a generalization of the notion of partial Coxeter functor from diagrams to certain types of artin rings and artin algebras. The rest of the paper is devoted to a discussion of the connection between the various Coxeter functors which exist for diagrams as well as for artin rings and artin algebras.

Introduction. For the study of the representation theory of hereditary artin algebras $\Lambda$ in [9], [13], [17], in particular for the investigation of when $\Lambda$ has only a finite number of nonisomorphic indecomposable finitely generated modules, certain types of functors between module categories over hereditary algebras called partial Coxeter functors and Coxeter functors played an important role.

In this paper we develop a theory of partial Coxeter functors for an artin algebra $\Lambda$ with a simple projective noninjective module $S$. We shall not recall the definition of the partial Coxeter functors in the diagramatic setting here (see §5), but it is shown in [13] that such a functor $S^+$ from mod $\Lambda$ to mod $\Lambda'$, where $\Lambda$ and $\Lambda'$ are hereditary tensor algebras and mod $\Lambda$ is the category of finitely generated (left) $\Lambda$-modules, is left exact and has the following properties. (i) There is a simple projective noninjective $\Lambda$-module $S$ and a simple injective nonprojective $\Lambda'$-module $T$ such that $S^+(S) = 0$ and $S^+$ induces an equivalence of categories between the full subcategory of mod $\Lambda$ whose objects are the $A$ in mod $\Lambda$ such that $S$ is not a summand of $A$, and the full subcategory of mod $\Lambda'$ whose objects are the $A$ in mod $\Lambda'$ such that $T$ is not a summand of $A$. (ii) If $0 \to A \to B \to C \to 0$ is an exact sequence in mod $\Lambda$ and $A$ has no summand isomorphic to $S$, then $0 \to S^+(A) \to S^+(B) \to S^+(C) \to 0$ is exact. For left artin rings $\Lambda$ and $\Lambda'$, we shall call a functor from mod $\Lambda$ to mod $\Lambda'$ with property (i) a left partial Coxeter functor, and show that it must be left exact and have property (ii).

Let $\Lambda$ be an artin algebra. We will denote by $D$ the ordinary duality for artin algebras, and by $\text{Tr} M$ the transpose of the $\Lambda$-module $M$, that is the $\Lambda^{op}$-module defined by the exact sequence $\text{Hom}_\Lambda(Q_0, \Lambda) \to \text{Hom}_\Lambda(Q_1, \Lambda)$.
Tr $M \to 0$, induced by the minimal projective presentation $Q_1 \to Q_0 \to M \to 0$. Let $\text{mod} \Lambda$ and $\text{mod} \Lambda$ denote, respectively, the category of finitely generated modules modulo projectives and the category of finitely generated modules modulo injectives. We recall that $\text{Tr}$ induces a duality $\text{Tr}: \text{mod} \Lambda \to \text{mod} \Lambda^p$, and $DT_\text{Tr}: \text{mod} \Lambda \to \text{mod} \Lambda$ is an equivalence of categories (see [6, §2]). When $\Lambda$ is hereditary then $\text{mod} \Lambda$ is just the full subcategory $\text{mod}_P \Lambda$ of $\text{mod} \Lambda$, whose objects are the modules $A$ with no nonzero projective summands and $\text{mod} \Lambda$ is the full subcategory $\text{mod}_I \Lambda$ of $\text{mod} \Lambda$ whose objects are the modules $A$ with no nonzero injective summands. So in this case $D \text{Tr}$ defines a functor from $\text{mod} \Lambda$ to itself (see [5, §2]).

Now let $\Lambda$ be a basic artin algebra and let $S$ be a simple projective noninjective $\Lambda$-module. Let $P$ be defined by $\Lambda = SIIP, X = P\text{II} \text{Tr} DS$ and $\Gamma = \text{End}_A(X)^p$. In §1 we study the functor $F = \text{Hom}_A(X, ): \text{mod} \Lambda \to \text{mod} \Gamma$. Under the assumption that $\text{Hom}_A(\text{Tr} DS, \Lambda)$ is zero we show that $F$ is a left partial Coxeter functor. Since the partial Coxeter functors have turned out to be useful in the study of the representation theory of hereditary tensor algebras, it is hoped that these partial Coxeter functors, or more generally, the functor $F = \text{Hom}_A(X, )$, even when $\text{Hom}(\text{Tr} DS, \Lambda)$ is not zero, should be useful. They have already been successfully applied by R. Bautista in [8], in his study of algebras where every map between indecomposable projectives is zero or a monomorphism. Clearly, if $F = \text{Hom}(X, )$ is a partial Coxeter functor, then $\Lambda$ has only a finite number of nonisomorphic indecomposable modules if and only if $\Gamma$ does, whereas Bautista has shown that this is not true in general. However, it would be interesting to know when this is true, and also to know the class of algebras $\Lambda$ such that after applying a finite number of functors of the above type we reach an hereditary algebra, since much is known about the representation theory of hereditary algebras.

The method we use is the theory of almost split sequences. We recall from [6, §4], that for an artin ring $\Lambda$, an exact sequence $0 \to A \to B \to C \to 0$ in $\text{mod} \Lambda$ is said to be almost split if it is not split, $A$ and $C$ are indecomposable and in addition it has the following properties. Given any map $h: U \to C$ which is not a splittable epimorphism, there is a map $t: U \to B$ such that $gt = h$, and given any map $h: A \to V$ which is not a splittable monomorphism, there is a map $s: B \to V$ such that $sf = h$. It follows from the proof of Proposition 4.1 in [6] that a nonsplit exact sequence $0 \to A \to B \to C \to 0$ with $A$ and $C$ indecomposable is almost split if and only if given a map $h: A \to V$ which is not a split monomorphism, there is a map $t: B \to V$ such that $tf = h$. For an artin algebra $\Lambda$ existence and uniqueness of an almost split sequence $0 \to A \to B \to C \to 0$ for every indecomposable nonprojective $\Lambda$-module $C$ (every indecomposable noninjective $\Lambda$-module $A$) has been proven in [6, Proposition 4.3]. It has also been proven there for artin algebras that if
the sequence $0 \to A \to B \to C \to 0$ is almost split then $A \cong D \text{ Tr } C$.

In §1 we only need the existence of an almost split sequence $0 \to A \to B \to C \to 0$ when the module $A$ is simple projective. We also need that in this case $B$ is a projective $\Lambda$-module. These properties are known for artin algebras (see [6, Theorem 5.5]). At the end of §1 we give an independent proof of the existence of the almost split sequence $0 \to A \to B \to C \to 0$ and of the fact that $B$ is projective for the special case when $A$ is simple projective noninjective, and for this we only need to assume that $\Lambda$ is an artin ring that is not necessarily an artin algebra.

In §2 we study the notion of left partial Coxeter functors between left artin rings defined above, and also the notion of right partial Coxeter functors. We show that both the left and right partial Coxeter functors are unique up to “equivalence” of functors in the following sense. For left artin rings $\Lambda_1$, $\Lambda'_1$, $\Lambda_2$, $\Lambda'_2$ we say that two functors $F_1$: mod $\Lambda_1 \to$ mod $\Lambda'_1$, $F_2$: mod $\Lambda_2 \to$ mod $\Lambda'_2$ are equivalent if there are equivalences of categories $u$: mod $\Lambda_1 \to$ mod $\Lambda_2$ and $v$: mod $\Lambda'_1 \to$ mod $\Lambda'_2$ such that $vF_1 = F_2u$. We also show, up to equivalence, what the left partial Coxeter functors have to look like if the first ring is artin. In particular, the left and right partial Coxeter functors studied in §1 for artin algebras are the only ones up to equivalence.

In §4 we study certain functors between the module categories over generalized triangular matrix rings. Specializing our assumptions, our functors will be partial Coxeter functors. Using the results of §2 we can then describe all left partial Coxeter functors from an artin ring to a left artin ring. As we pointed out before, the partial Coxeter functors defined in [9], [13] using diagrams, and also the ones defined in [14] fit into our general theory of partial Coxeter functors. By our uniqueness result we get a strong relationship between these various cases.

In [9] and [13] a Coxeter functor $C^+$ from mod $\Lambda$ to mod $\Lambda'$, for an hereditary tensor ring $\Lambda$ with duality conditions (see §5 for definition), is defined as a composite of partial Coxeter functors (see §5). In §3 we show for an hereditary artin algebra $\Lambda$, not necessarily a tensor algebra, how to construct ring isomorphisms $\phi$: $\Lambda \to \Lambda_n$ and a composition of partial Coxeter functors $F_n \cdots F_1$: mod $\Lambda \to$ mod $\Lambda_n$ such that $\phi F_n \cdots F_1 = D \text{ Tr }$, where $\phi$: mod $\Lambda_n \to$ mod $\Lambda$ is the equivalence of categories induced by the isomorphism $\phi$: $\Lambda \to \Lambda_n$. This does not mean, however, that a given Coxeter functor $C^+$ is isomorphic to the functor $D \text{ Tr }$ for hereditary tensor algebras. In fact, it is not possible to prove this, because we show that $C^+$ is not uniquely defined up to isomorphism, since it depends on the choice of certain bimodule isomorphisms. However, it has been proven in [10] that there is a special choice of these isomorphisms such that the corresponding functor $C^+$ is isomorphic to $D \text{ Tr }$. 
The connections of our work with the diagramatic results of [9] and [13] are studied in §5. We also prove in this section that for an artin hereditary tensor ring with duality conditions any Coxeter functor $C^+$ is isomorphic to $D_1 \text{Tr}$, for some duality $D_1$, but there might be dualities $D$ such that $D_1 \text{Tr}$ is not isomorphic to any Coxeter functor $C^+$.

We shall only be dealing with basic left artin rings. This is no loss of generality since every left artin ring is Morita equivalent to a basic left artin ring. Further we have that if two basic left artin rings are Morita equivalent, they are isomorphic.

1. Functors and endomorphism rings. Throughout this paper we shall assume that all artin rings are basic, that is, the ring modulo its radical $r$ is a product of division rings.

Let $\Lambda$ be an artin algebra, that is, an artin ring which is a finitely generated module over its center, which is also an artin ring, and denote by $\text{mod } \Lambda$ the category of finitely generated (left) $\Lambda$-modules. Assume that $\Lambda$ has a simple projective module $S$ which is not injective and denote by $P$ the direct sum of one copy of each of the other indecomposable $\Lambda$-modules. Let further $X = \text{Tr } DS/IP$, where $D$ denotes the ordinary duality between $\text{mod } \Lambda$ and $\text{mod } \Lambda^{op}$, and $\text{Tr}$ denotes the transpose. Let $\Gamma = \text{End}_\Lambda(X)^{op}$, and denote by $F$ the functor $\text{Hom}_\Lambda(X, ) = (X, )$ from $\text{mod } \Lambda$ to $\text{mod } \Gamma$. Denote by $C = C_S$ the full subcategory of $\text{mod } \Lambda$ whose objects are the $A$ in $\text{mod } \Lambda$ such that $\text{Hom}_\Lambda(A, S) = 0$, in other words the $A$ in $\text{mod } \Lambda$ having no summand isomorphic to $S$. We shall also let $F$ denote the restriction functor from $C$ to $\text{mod } \Gamma$. For a simple injective nonprojective $\Gamma$-module $T$, denote by $D = D_T$ the full subcategory of $\text{mod } \Gamma$ whose objects are the $B$ in $\text{mod } \Gamma$ such that $\text{Hom}_\Gamma(T, B)$ is zero, that is, the $B$ in $\text{mod } \Gamma$ having no summand isomorphic to $T$.

In this section we shall study the functor $F: \text{mod } \Lambda \rightarrow \text{mod } \Gamma$, and relationships between the rings $\Lambda$ and $\Gamma$. We also study a certain type of right exact functors $G = Y \otimes : \text{mod } \Gamma \rightarrow \text{mod } \Lambda$, having properties “dual” to the properties of $F$.

More specifically, we show that $F: C \rightarrow \text{mod } \Gamma$ is a fully faithful functor. Under the assumption that $(\text{Tr } DS)^* = \text{Hom}_\Lambda(\text{Tr } DS, \Lambda)$ is zero, we show that $T = \text{Ext}^1_\Lambda(X, S)$ is a simple injective $\Gamma$-module and that $F$ induces an equivalence of categories between $C_S$ and $D_T$. We go on to study some of the relationships between the algebras $\Lambda$ and $\Gamma$. We show that if $\Lambda$ is hereditary then $\Gamma$ is. Actually, we show more generally that gl. dim. $\Lambda - 1 < \text{gl. dim. } \Gamma < \text{gl. dim. } \Lambda$ and that gl. dim. $\Lambda = \text{gl. dim. } \Gamma$ if $\text{id}_\Lambda S < \text{gl. dim. } \Lambda$, where $\text{id}_\Lambda S$ denotes the injective dimension of $S$, or if $(\text{Tr } DS)^*$ = 0. We also show that if $(\text{Tr } DS)^* = 0$, then $\Lambda$ is a factor of an hereditary algebra if and only if $\Gamma$ is.
We end the section with a construction of an almost split sequence
0 \rightarrow S \rightarrow Q \rightarrow K \rightarrow 0, when S is a simple projective noninjective module over
an artin ring \Lambda, which is not necessarily an artin algebra.

We start out with some preliminary results.

**Lemma 1.1.** Let A be in mod \Lambda. Then Ext^1_A(Tr DS, A) = 0 if and only if A is
in \mathcal{C}_S = \mathcal{C}.

**Proof.** This follows directly from [6]. However, for the convenience of the
reader we outline a proof. Let A be indecomposable in mod \Lambda. If A = S, we
have an almost split sequence 0 \rightarrow S \rightarrow E \rightarrow Tr DS \rightarrow 0, so that
Ext^1(Tr DS, S) \neq 0. Assume that A is not isomorphic to S, and assume that
there is some nonsplit exact sequence 0 \rightarrow A \rightarrow B \rightarrow Tr DS \rightarrow 0. Then we
have a commutative diagram

\[
\begin{array}{ccc}
0 & \rightarrow & A \\
\downarrow i & & \downarrow j \\
0 & \rightarrow & S \\
\end{array}
\]

\[
\begin{array}{ccc}
0 & \rightarrow & E \\
\rightarrow & & \rightarrow \\
0 & \rightarrow & Tr DS \\
\end{array}
\]

where the bottom sequence is almost split. Since i must be zero because S is
simple projective, it follows that the bottom sequence splits, which is a
contradiction.

**Lemma 1.2.** Let 0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0 be an exact sequence in mod \Lambda.

(a) If A is in \mathcal{C}, then 0 \rightarrow (X, A) \rightarrow (X, B) \rightarrow (X, C) \rightarrow 0 is exact.

(b) If B is in \mathcal{C} and 0 \rightarrow (X, A) \rightarrow (X, B) \rightarrow (X, C) \rightarrow 0 is exact, then A is in
\mathcal{C}.

**Proof.** Consider the long exact sequence 0 \rightarrow (X, A) \rightarrow (X, B) \rightarrow (X, C) \rightarrow
Ext^1_A(X, A) \rightarrow Ext^1_A(X, B). By Lemma 1.1, Ext^1_A(X, A) is zero, and B is in \mathcal{C} if
and only if Ext^1_A(X, B) is zero. Hence both (a) and (b) follow.

**Lemma 1.3.** Let \Lambda be an artin algebra, Y some finitely generated \Lambda-module,
\Gamma = \text{End}_\Lambda(Y)^{\text{op}}, and F = (Y, \cdot): \text{mod} \Lambda \rightarrow \text{mod} \Gamma.

(a) F induces an equivalence of categories between add(Y), whose objects are
the summands of finite sums of copies of Y, and the category of finitely
generated projective \Gamma-modules.

(b) The restriction of F to the full subcategory of \text{mod} \Lambda whose objects are the
M such that there is an exact sequence Y_1 \rightarrow Y_0 \rightarrow M \rightarrow 0, with Y_0, Y_1 in
add(Y) with the property that (Y, Y_0) \rightarrow (Y, Y_1) \rightarrow (Y, M) \rightarrow 0 is exact, is
fully faithful.

See [4, §1] and [2, Proposition 3.2] for the proof.

We can now prove the following.

**Proposition 1.4.** Let the notation be as given before the previous lemmas.
Then F: \mathcal{C} \rightarrow \text{mod} \Gamma is a fully faithful functor.
Proof. By Lemma 1.3 it is enough to show that if $M$ is in $\mathcal{C}$, then there is an exact sequence $X_2 \to X_1 \to M \to 0$ with $X_2, X_1$ in $\text{add}(X)$, such that $F(X_2) \to F(X_1) \to F(M) \to 0$ is exact.

Since $M$ is in $\mathcal{C}$, it is clear that the projective cover $P$ of $M$ has no summand isomorphic to $S$. Hence we have some epimorphism $f: X' \to M$ with $X'$ in $\text{add}(X)$. It is easy to see, by using that $\text{Hom}_A(X, M)$ is a finitely generated module over the center of $A$, that we have some epimorphism $f: X_1 \to M$ with $X_1$ in $\text{add}(X)$ such that $F(X_1) \to F(M) \to 0$ is exact. By Lemma 1.2(b) we have that, since $X_1$ is in $\mathcal{C}$, $K = \text{Ker}(f)$ is in $\mathcal{C}$. As above we choose an epimorphism $g: X_2 \to K$ with $X_2$ in $\text{add}(X)$, such that $F(X_2) \to F(K) \to 0$ is exact. Then $X_2 \to X_1 \to M \to 0$ has the property that $F(X_2) \to F(X_1) \to F(M) \to 0$ is exact, by Lemma 1.3(b). This finishes the proof of the proposition.

To prove a dual result we introduce the following notation. Assume that a basic artin algebra $\Gamma$ has a simple injective module $T$ which is not projective. Let $I$ denote the direct sum of one copy of each of the other indecomposable injective $\Gamma$-modules. Let $Y$ denote the $\Gamma^{op}$-module $D(I) \mathcal{H} T$, and let $\Lambda = \text{End}(Y)$. Denote by $G$ the functor $Y \otimes$ from $\text{mod } \Gamma$ to $\text{mod } \Lambda$, and also its restriction to $\mathcal{C}_T = \mathcal{C}$. We then have the following.

**Proposition 1.5.** Let the notation be as above. Then $G: \mathcal{C}_T \to \text{mod } \Lambda$ is a fully faithful functor.

Proof. Let $F: \text{mod } \Gamma^{op} \to \text{mod } \Lambda^{op}$ be the functor $\text{Hom}_{\Gamma^{op}}(\text{Tr } T \mathcal{H} D(I), \cdot)$. Here $\text{Tr } T = \text{Tr } D(DT)$, where $D(T)$ is a simple projective $\Gamma^{op}$-module and $D(I)$ is the direct sum of one copy of each of the other indecomposable projective $\Gamma^{op}$-modules. Let $M$ be in $\text{mod } \Gamma$. By [11, p. 119], we have a natural isomorphism

$$DG(M) = D((\text{Tr } T \mathcal{H} D(I)) \otimes_{\Gamma} M)$$

$$= \text{Hom}_{\Gamma}(\text{Tr } T \mathcal{H} D(I), D(M)) = FD(M).$$

If we consider this isomorphism an identification, we then have a commutative diagram:

$$\text{mod } \Gamma \xrightarrow{D} \text{mod } \Gamma^{op}$$

$$G\downarrow \quad F\downarrow$$

$$\text{mod } \Lambda \xrightarrow{D} \text{mod } \Lambda^{op}$$

Since we know from Proposition 1.4 that $F: \mathcal{C}_{D(T)} \to \text{mod } \Lambda^{op}$ is fully faithful, it follows that $G: \mathcal{C}_T \to \text{mod } \Lambda$ is fully faithful.

Before we give the main result of this section we need some more preliminary results.
Lemma 1.6. Let 0 \rightarrow S \xrightarrow{g} Q \xrightarrow{f} \text{Tr } DS \rightarrow 0 be the almost split sequence in mod \Lambda. Then:

(a) \( f \) is a projective cover.
(b) The induced sequence of \( \Gamma \)-modules 0 \rightarrow (X, Q) \rightarrow (X, \text{Tr } DS) \rightarrow \text{Ext}^1(X, S) \rightarrow 0 is exact and is a minimal projective presentation for \( \text{Ext}^1_{\Lambda}(X, S) \).
(c) \( T = \text{Ext}^1_{\Lambda}(X, S) \) is a simple \( \Gamma \)-module.

Proof. Since \( S \) is simple projective we know from [6, Theorem 5.5], that we have an almost split sequence 0 \rightarrow S \rightarrow Q \rightarrow \text{Tr } DS \rightarrow 0, where Q \rightarrow \text{Tr } DS is a projective cover. We also know from [7, Theorem 2.4], that in an almost split sequence no end term is isomorphic to a summand of the middle term. Hence \( S \) is not isomorphic to a summand of \( Q \). By Lemma 1.1 we then have \( \text{Ext}^1_{\Lambda}(\text{Tr } DS, Q) = 0 \), and consequently \( \text{Ext}^1_{\Lambda}(X, Q) = 0 \). Since also \( (X, S) = 0 \), we have the exact sequence 0 \rightarrow (X, Q) \rightarrow (X, \text{Tr } DS) \rightarrow \text{Ext}^1_{\Lambda}(X, S) \rightarrow 0. Since 0 \rightarrow S \rightarrow Q \rightarrow \text{Tr } DS \rightarrow 0 is almost split, we have from [6, Proposition 3.1], that \( \text{Ext}^1_{\Lambda}(X, S) \) is a simple \( \Gamma \)-module. The given projective resolution of \( T \) is minimal because \( (X, \text{Tr } DS) \) is indecomposable. Therefore (a), (b) and (c) have been proven.

Lemma 1.7. If \( (\text{Tr } DS)^* = 0 \), then \( \text{End}(\text{Tr } DS)^{op} \) is a division algebra.

Proof. Let 0 \rightarrow S \rightarrow Q \rightarrow \text{Tr } DS \rightarrow 0 be an almost split sequence. Assume that there is a nonzero morphism \( h : \text{Tr } DS \rightarrow \text{Tr } DS \) which is not an isomorphism. Then there would be a nonzero morphism \( t : \text{Tr } DS \rightarrow Q \) such that \( gt = h \). Since \( (\text{Tr } DS)^* = 0 \) and Q is projective, we have a contradiction. Hence every nonzero morphism \( h : \text{Tr } DS \rightarrow \text{Tr } DS \) is an isomorphism, so that \( \text{End}(\text{Tr } DS)^{op} \) is a division algebra.

Lemma 1.8. Assume that \( (\text{Tr } DS)^* = 0 \). If \( \alpha : (X, \text{Tr } DS) \rightarrow (X, X_1) \), with \( X_1 \) in add\( (X) \), is a nonzero morphism, then \( \alpha \) is a split monomorphism.

Proof. Since \( X_1 \) is in add\( (X) \), we have \( X_1 = Q II (\text{Tr } DS)^r \), where Q is projective, \( r > 0 \) and \( (\text{Tr } DS)^0 = 0 \). Given \( \alpha : (X, \text{Tr } DS) \rightarrow (X, X_1) \), there is by Lemma 1.3 a morphism \( \alpha_1 : \text{Tr } DS \rightarrow X_1 = Q II (\text{Tr } DS)^r \) in mod \( \Lambda \) such that \( (X, \alpha_1) = \alpha \). Since \( (\text{Tr } DS)^* = 0 \), we have \( \text{Im} \alpha_1 \subseteq (\text{Tr } DS)^r \). There is then a morphism \( (\text{Tr } DS)^r \rightarrow \text{Tr } DS \) such that the composite morphism \( \text{Tr } DS \rightarrow (\text{Tr } DS)^r \rightarrow \text{Tr } DS \) is not zero. Since, by Lemma 1.7, \( \text{End}(\text{Tr } DS)^{op} \) is a division algebra, \( \alpha_1 : \text{Tr } DS \rightarrow (\text{Tr } DS)^r \) is a split monomorphism, so that \( \alpha = (X, \alpha_1) : (X, \text{Tr } DS) \rightarrow (X, X_1) \) is a split monomorphism.

Lemma 1.9. If \( (\text{Tr } DS)^* = 0 \), then the simple \( \Gamma \)-module \( T = \text{Ext}^1(X, S) \) is injective.
Proof. To prove the lemma it is enough to show that every monomorphism \( \alpha: T \to N \) splits, where \( N \) is in \( \text{mod } \Gamma \). So let \( \alpha: T \to N \) be a monomorphism. Let \((X, X_1) \to N\) be a projective cover, where \( X_1 \) is in \( \text{add}(X) \). Then we have a commutative diagram:

\[
\begin{array}{ccc}
(X, \text{Tr } DS) & \to & T \\
\downarrow \beta & & \downarrow \alpha \\
(X, X_1) & \to & N
\end{array}
\]

Since \( \beta \) is not zero, it is a split monomorphism by Lemma 1.8. Hence the composite morphism \((X, \text{Tr } DS) \to (X, X_1) \to N \to N/rN\) is not zero, where \( rN \) denotes the radical of the module \( N \). This means that \( T \to N \to N/rN \) is not zero. It follows that \( \alpha \) is a split monomorphism, and this shows that \( T \) is injective.

Lemma 1.10. Let \( N \) be indecomposable in \( \text{mod } \Lambda \) and a nonnegative integer \( r \) such that there is an exact sequence

\[
0 \to T' \to N \to (X, M) \to 0.
\]

Proof. Let \((X, X_2) \to (X, X_1) \to N \to 0\) be a minimal projective presentation for \( N \) in \( \text{mod } \Gamma \), where \( X_1 \) and \( X_2 \) are in \( \text{add}(X) \). Consider the exact sequence \( X_2 \to X_1 \to M \to 0 \) in \( \text{mod } \Lambda \), where \( h: X_2 \to X_1 \) is such that \( F(h) = s \). Let \( L = \text{Ker}(g) \) and let \( 0 \to K \to X_2 \to L \to 0 \) be exact. Then \( 0 \to (X, K) \to (X, X_2) \to (X, L) \to \text{Ext}^1_A(X, K) \) is exact. But by Lemma 1.1, \( \text{Ext}^1_A(X, K) \cong T' \), where \( j \) is the multiplicity of \( S \) as a summand of \( K \). Hence, \( \text{Coker}(i) \cong T' \), for some \( r < j \). Since \( L \) is clearly in \( \mathcal{C} \), we have by Lemma 1.2 an exact sequence \( 0 \to (X, L) \to (X, X_1) \to (X, M) \to 0 \). We then have a commutative diagram:

\[
\begin{array}{ccc}
0 & \to & (X, X_2)/ (X, K) \\
\downarrow & & \| \\
0 & \to & (X, L)
\end{array}
\]

\[
\begin{array}{ccc}
& & \downarrow \alpha \\
& & 0
\end{array}
\]

Hence \( \text{Ker}(\alpha) = T' \), that is, we have the exact sequence \( 0 \to T' \to N \to (X, M) \to 0 \), as desired.

We are now ready to prove the main results of this section.
**Theorem 1.11.** Let $\Lambda$ be a basic algebra with a simple projective noninjective $\Lambda$-module $S$, such that $(\text{Tr } DS)^* = 0$. Let $X = P \Pi \text{Tr } DS$, where $P$ is given by $\Lambda = P \Pi IS$. Let $\Gamma = \text{End}_\Lambda(X)^{\text{op}}$ and consider the functor $F = \text{Hom}_\Lambda(X, )$: $\text{mod } \Lambda \rightarrow \text{mod } \Gamma$. Then $T = \text{Ext}_\Lambda^1(X, S)$ is a simple injective $\Gamma$-module, and $F$ induces an equivalence of categories between the full subcategory $\mathcal{C} = \mathcal{C}_S$ of $\text{mod } \Lambda$ whose objects are the $A$ in $\text{mod } \Lambda$ not having $S$ as a summand, and the full subcategory $\mathcal{D}_T$ of $\text{mod } \Gamma$ whose objects are the $B$ in $\text{mod } \Gamma$ not having $T$ as a summand.

**Proof.** By Proposition 1.4 we know that the restriction of $F$ to $\mathcal{C}$ is fully faithful, and by Lemma 1.9 we know that $T = \text{Ext}_\Lambda^1(X, S)$ is a simple injective $\Gamma$-module. Let now $N$ be an object in $\mathcal{D}_T$. By Lemma 1.10 there is then some exact sequence $0 \rightarrow T' \rightarrow N \rightarrow (X, M) \rightarrow 0$. Since $T$ is injective and cannot be a summand of $N$, we have an isomorphism $A \rightarrow (X, M)$. This finishes the proof of the theorem.

**Theorem 1.12.** Let $\Gamma$ be a basic artin algebra with a simple injective nonprojective module $T$ such that $(\text{Tr } T)^* = 0$. Let $I$ denote the sum of one copy of each of the other indecomposable injective $\Gamma$-modules. Let $Y = D(I)\Pi \text{Tr } T$, and $\Lambda = \text{End}_\Gamma(Y)$. Then $S = \text{Tor}_1^\Lambda(Y, T)$ is a simple projective $\Lambda$-module and the functor $G = Y \otimes : \text{mod } \Gamma \rightarrow \text{mod } \Lambda$ induces an equivalence of categories between $\mathcal{D} = \mathcal{D}_T$ and $\mathcal{C} = \mathcal{C}_S$.

**Proof.** This follows directly from the proof of Proposition 1.5 and from Theorem 1.11. We only need to point out that $\text{Ext}_\Gamma^1(Y, DT)$ is a simple injective $\Lambda^{\text{op}}$-module and that $D(\text{Ext}_\Lambda^1(Y, DT)) = \text{Tor}_1^\Gamma(Y, T) = S$ by [11, p. 120].

We point out that if $\Lambda$ is an hereditary basic artin algebra which is not semisimple, there is always some simple projective noninjective $\Lambda$-module $S$ and, since submodules of projective modules are projective, the condition $(\text{Tr } DS)^* = 0$ automatically holds. Since this is an important special case of Theorem 1.11 we formulate it as a special result.

**Proposition 1.13.** Let $\Lambda$ be a basic hereditary artin algebra and $S$ a simple projective noninjective $\Lambda$-module. With the previous notations, $T = \text{Ext}_\Lambda^1(X, S)$ is a simple injective $\Lambda$-module, and $F = \text{Hom}_\Lambda(X, )$: $\text{mod } \Lambda \rightarrow \text{mod } \Gamma$ induces an equivalence of categories between $\mathcal{C}_S$ and $\mathcal{D}_T$. Further, $\Gamma$ is again hereditary.

**Proof.** In view of our above results, we only need to prove that $\Gamma$ is hereditary. This will be a consequence of the first part of the next lemma, since we know that $\text{pd}_T T = 1$.

We shall now investigate the connection between the algebras $\Lambda$ and $\Gamma$ with respect to global dimension and with respect to the property of being a factor of an hereditary artin algebra.
Lemma 1.14. Let, as before, \(\Lambda\) be a basic artin algebra with a simple projective noninjective module \(S\), \(X = PI \Gamma_{Tr} DS\), \(\Gamma = \text{End}_\Lambda(X)^{op}\). Let \(M\) be an indecomposable \(\Lambda\)-module not isomorphic to \(S\).

(a) \(\text{pd}_\Lambda M - 1 < \text{pd}_T(X, M) < \text{pd}_\Lambda M\).

(b) If \(\text{id}_\Lambda S < \text{pd}_\Lambda M\) or if \((\text{Tr} DS)^* = 0\) and \(M\) is not isomorphic to \(\text{Tr} DS\), then \(\text{pd}_T(X, M) = \text{pd}_\Lambda M\).

Proof. (a) For \(i \geq 1\), let \(\Omega^i M\) be defined by the exact sequence \(0 \to \Omega^i M \to P_{i-1} \to \cdots \to P_0 \to M \to 0\), where \(P_{i-1} \to \cdots \to P_0 \to M \to 0\) is part of a minimal projective resolution for \(M\). Write \(\Omega^0 M = M\). We first prove that if \(B\) is a \(\Lambda\)-module such that \((X, \Omega^i B) \neq 0\), then \(\text{pd}(X, B) = \text{pd}(X, \Omega^1 B) + 1\).

To see this, consider the exact sequence \(0 \to \Omega^1 B \to P_0 \to B \to 0\). We can clearly assume that \(B\) has no nonzero projective summand, and hence \(P_0\) can have no summand isomorphic to \(S\). We then have \(\text{Ext}_\Lambda^1(X, P_0) = 0\) by Lemma 1.1, and consequently an exact sequence

\[0 \to (X, \Omega^1 B) \to (X, P_0) \to (X, B) \to \text{Ext}_\Lambda^1(X, \Omega^1 B) \to 0.\]

This gives rise to the exact sequences

\[0 \to (X, \Omega^1 B) \to (X, P_0) \to N \to 0\]

and

\[0 \to N \to (X, B) \to \text{Ext}_\Lambda^1(X, \Omega^1 B) \to 0.\]

Since by our assumption \((X, \Omega^1 B) \neq 0\), it is easy to see, using that \((X, \cdot) \to \text{mod} \Gamma\) is fully faithful, that \(0 \to (X, \Omega^1 B) \to (X, P_0)\) is not a split monomorphism, so that \(N\) is not projective, and hence \(\text{pd} N = \text{pd}(X, \Omega^1 B) + 1\). By Lemmas 1.1 and 1.6 we have that if \(\text{Ext}_\Lambda^1(X, \Omega^1 B) \neq 0\), then \(\text{pd} \text{Ext}_\Lambda^1(X, \Omega^1 B) = 1\). Since \(\text{pd} N > 1\), we get that \(\text{pd} N = \text{pd}(X, B)\), so that \(\text{pd}(X, B) = \text{pd}(X, \Omega^1 B) + 1\). If \((X, B) \neq 0\) and \((X, \Omega^1 B) = 0\), we would get \(\text{pd}(X, B) < 1\).

Assume now that \(M\) is an indecomposable \(\Lambda\)-module not isomorphic to \(S\). If \(M\) is projective we have \(\text{pd}(X, M) = 0 = \text{pd} M\). Assume now that \(\text{pd}_\Lambda M = n > 1\). For \(i < n\) \(\Omega^i M\) is then not projective, so that \((X, \Omega^i M) \neq 0\). By repeated application of the above we then get that \(\text{pd}(X, M) = \text{pd}(X, \Omega^{n-1} M) + n - 1\), and if also \((X, \Omega^n M) \neq 0\), we get \(\text{pd}(X, M) = \text{pd}(X, \Omega^n M) + n = 0 + n = n\). If \((X, \Omega^n M) = 0\), it follows from the above that \(\text{pd}(X, \Omega^{n-1} M) < 1\), so that \(n - 1 < \text{pd}(X, M) < n\). If \(\text{pd} M = \infty\), we clearly have \((X, \Omega^i M) \neq 0\) for all \(i\), so that \(\text{pd}(X, M) = \text{pd}(X, \Omega^i M) + i > i\) for all \(i\), and consequently \(\text{pd}(X, M) = \infty\). This finishes the proof of (a).

(b) Let now \(M\) be an indecomposable \(\Lambda\)-module not isomorphic to \(S\), so that \((X, M)\) is not zero. Assume that \(\text{pd} M = n\) and \(\text{pd}(X, M) \neq n\). By the above, we must then have \(n > 1\) and \((X, \Omega^n M) = 0\). Since \(\Omega^n M \neq 0\), we must then have \(S|\Omega^n M\), and hence \(\text{Ext}_\Lambda^n(M, S) \neq 0\). This shows that \(\text{id}_\Lambda S > n\).
Further, if $\text{pd}(A', \Omega^{-1}M) \neq n$, we also see by the above that we must have $\text{pd}(A', \Omega^{-1}M) = 0$. Since $\Omega^{-1}M$ is not projective, this means that $\text{Tr} | DS| \Omega^{-1}M$. If $n > 1$, $\text{Tr} | DS$ is a submodule of $P_{n-2}$, and hence $(\text{Tr} | DS)^* \neq 0$. If $n = 1$, $\text{Tr} | DS \approx M = \Omega^2M$. This finishes the proof of (b).

We use the above lemma to get the following relationship between the global dimensions of $\Lambda$ and $\Gamma$.

**Proposition 1.15.** Let $\Lambda$ be a basic artin algebra with a simple projective noninjective module $S$, and let $X$, $\Gamma$, $T$ and $F$ be as before.

(a) $\text{gl. dim. } \Lambda - 1 < \text{gl. dim. } \Gamma < \text{gl. dim. } \Lambda$.

(b) If $\text{id}_A S < \text{gl. dim. } \Lambda$ or if $(\text{Tr} | DS)^* = 0$, then $\text{gl. dim. } \Lambda = \text{gl. dim. } \Gamma$.

**Proof.** If $N$ is an indecomposable $\Gamma$-module, there is by Lemma 1.10 an exact sequence $0 \to T' \to T \to (X, M) \to 0$ with $M$ in mod $\Lambda$. Since $\text{pd}_T T = 1$, we have $\text{pd}_T N < \text{max}(1, \text{pd}_T (X, M))$, hence $\text{pd}_T N < \text{pd}_T (X, M)$, for if $(X, M)$ is projective, then $N = (X, M)$. The desired result is then a direct consequence of Lemma 1.14.

An example of an artin algebra $\Lambda$ such that $\text{gl. dim. } \Gamma = \text{gl. dim. } \Lambda - 1$ is

$$\Lambda = \begin{bmatrix} K & 0 & 0 \\ K & K & 0 \\ 0 & K & K \end{bmatrix},$$

where $K$ is a field. Here $\text{gl. dim. } \Lambda = 2$, $S$ is the unique simple projective $\Lambda$-module and

$$\Gamma = \begin{bmatrix} K & 0 & 0 \\ K & K & 0 \\ K & K & K \end{bmatrix}$$

which has global dimension 1.

We next study the relationship between $\Lambda$ and $\Gamma$ with respect to being factors of hereditary artin algebras. For this we shall use that $\Lambda$ is a factor of an hereditary algebra if and only if the following condition holds. Given an infinite chain $\cdots \to P_i \to P_{n-1} \to \cdots \to P_1 \to P_0$ of nonzero morphisms between indecomposable projective modules, there is some $i$ such that $f_n$ is an isomorphism for $n \geq i$ (see [19]).

**Proposition 1.16.** Let $\Lambda$ be a basic artin algebra with a simple projective noninjective module $S$, and let $X$, $\Gamma$, $T$ and $F$ be as before.

(a) If $\Gamma$ is a factor of an hereditary algebra, then $\Lambda$ is.

(b) If $(\text{Tr} | DS)^* = 0$ and $\Lambda$ is a factor of an hereditary algebra, then $\Gamma$ is.

**Proof.** (a) Assume that $\Gamma$ is a factor of an hereditary artin algebra, and consider a chain $\cdots \to P_n \to P_{n-1} \to \cdots \to P_1 \to P_0$ of nonzero maps between indecomposable projective $\Lambda$-modules. We can assume that no $P_i$ is
isomorphic to $S$, since otherwise $f_n$ would be an isomorphism for $n > i$. We then have a chain
\[
\cdots \to (X, P_n)^{(X, f_n)} \to (X, P_{n-1}) \to \cdots \to (X, P_i)^{(X, f_i)} \to (X, P_0)
\]
of nonzero maps between indecomposable projective $\Gamma$-modules. Since $\Gamma$ is a factor of an hereditary artin algebra, there is some $i$ such that $(X, f_n)$ is an isomorphism for $n > i$. Hence $f_n$ is an isomorphism for $n > i$. This finishes the proof of (a).

(b) Assume that $(\text{Tr } DS)^* = 0$ and that $\Lambda$ is a factor of an hereditary algebra. The proof of this part is similar, using now that there is no nonzero map from $(X, \text{Tr } DS)$ to $(X, Q)$ when $Q$ is an indecomposable projective $\Lambda$-module.

Let the notation be as before Lemma 1.1. It would be interesting to know the connection between the representation theory of $\Lambda$ and $\Gamma$. In particular, when does the fact that one of these algebras is of finite representation type imply that the other one also is. From Proposition 1.4 it follows that if $\Gamma$ is of finite representation type, then $\Lambda$ is, and it follows from Theorem 1.11 that the converse holds if $(\text{Tr } DS)^* = 0$. On the other hand, Bautista has given an example showing that $\Gamma$ may be of infinite representation type and $\Lambda$ of finite type.

Since a complete classification of when an hereditary artin algebra is of finite representation type is known [13], [3], it would also be interesting to know for which artin algebras $\Lambda$ we reach an hereditary algebra after applying our construction a finite number of times. By the above we know that it is necessary that $\Lambda$ is a factor of an hereditary artin algebra, and if $\Lambda$ is not hereditary it is necessary that there is a simple projective $\Lambda$-module $S$ whose injective dimension is equal to gl. dim. $\Lambda$.

We end this section with some comments on the possibility of generalizing the material in this section to arbitrary artin rings (i.e. left and right artin rings). One of the essential tools used is the existence of an almost split sequence $0 \to S \to Q \to K \to 0$, with $Q$ projective, when $S$ is a simple projective noninjective $\Lambda$-module. While in general almost split sequences may not exist in mod $\Lambda$, we can prove that an almost split sequence of the above type exists when $S$ is simple projective and not injective. Actually we show how to construct this almost split sequence, and this at the same time gives a direct approach in this special case also for artin algebras. For $S$ simple projective we denote $S^*/rS^*$ by $D'S$. Note that if $\Lambda$ is an artin algebra, then $D'S = DS$.

**Proposition 1.17.** Let $S$ be a simple projective noninjective module over an artin ring $\Lambda$, and let $Q^* \to S^* \to D'S \to 0$ be a minimal projective presentation
in mod \( \Lambda \op \), where \( Q \) is projective in mod \( \Lambda \). Then we get an almost split sequence \( 0 \to S \overset{t}{\to} Q \to \text{Tr } D'S \to 0 \).

**Proof.** The sequence \( 0 \to S \overset{t}{\to} Q \to \text{Tr } D'S \to 0 \) is clearly exact since \( t \) is not zero and hence a monomorphism. Also it is easy to see that it does not split. Let now \( j: S \to U \) be a map which is not a split monomorphism. Assume first that \( U \) is projective. Then \( j^*: U^* \to S^* \) is not a split epimorphism. Hence \( \text{Im}(j^*) \subseteq rS^* \), so there is a map \( q^*: U^* \to Q^* \) such that \( t^*q^* = j^* \), and consequently \( qt = j \). If \( U \) is not projective we have, since \( S \) is projective, a commutative diagram

\[
\begin{array}{ccc}
S & \overset{i}{\to} & P_U \\
| \downarrow j | & & | \downarrow p | \\
U & \underset{p}{\leftarrow} & & \end{array}
\]

where \( p: P_U \to U \) is a projective cover. Since \( j \) is not a split monomorphism, \( i \) is not, because \( S \) is simple projective. By the above we then have a map \( q: Q \to P_U \) such that \( qt = i \), so that \( pq: Q \to U \) verifies that \( (pq)t = j \). So \( t: S \to Q \) is left almost split. Since \( \text{Tr } D'S \) is indecomposable, it follows as in the proof of Proposition 4.1 in [6], that \( 0 \to S \overset{t}{\to} Q \to \text{Tr } D'S \to 0 \) is an almost split sequence.

On the basis of this proposition the Lemmas 1.1, 1.2 and 1.7 still hold if \( \Lambda \) is an artin ring which is not necessarily an artin algebra. We do not know exactly how many of the other results carry over. We would also like to know if \( \Gamma \) is necessarily left artin and if \( (\lambda, \lambda) \) takes mod \( \Lambda \) to mod \( \Gamma \). If \( (\text{Tr } D'S)^* = 0 \), we shall see as a consequence of our results in §4, where we consider related functors, that this turns out to be the case. Hence also Theorem 1.11 carries over to arbitrary artin rings.

2. **General study of partial Coxeter functors.** Let \( \Lambda \) be a basic left artin ring with a simple projective noninjective module \( S \), and \( \Gamma \) a basic left artin ring with a simple injective nonprojective module \( T \). Denote as before by \( \mathcal{C} = \mathcal{C}_S \) the full subcategory of mod \( \Lambda \) whose objects are the modules in mod \( \Lambda \) having no summand isomorphic to \( S \), and by \( \mathcal{D} = \mathcal{D}_T \) the full subcategory of mod \( \Gamma \) whose objects are the objects in mod \( \Gamma \) with no summand isomorphic to \( T \). We define a functor \( F = F_S: \text{mod } \Lambda \to \text{mod } \Gamma \) to be a *left partial Coxeter functor* if \( F(S) = 0 \) and \( F \) induces an equivalence between \( \mathcal{C}_S \) and \( \mathcal{D}_T \), for a simple projective noninjective \( \Lambda \)-module \( S \) and a simple injective nonprojective \( \Gamma \)-module \( T \). We also define a functor \( G = G_T: \text{mod } \Gamma \to \text{mod } \Lambda \) to be a right partial Coxeter functor if \( G(T) = 0 \) and \( G \) induces an equivalence of categories between \( \mathcal{D}_T \) and \( \mathcal{C}_S \) for a simple injective nonprojective \( \Gamma \)-module \( T \) and a simple projective noninjective \( \Lambda \)-module \( S \).
In §5 we shall study the connection with representations of diagrams, where these concepts were originally defined. In the notation of §1, we have seen there for an artin algebra that if \((\text{Tr } DS)^* = 0\), then \((X, \cdot)\) is a left partial Coxeter functor and that if \((\text{Tr } T)^* = 0\), then \(Y \otimes \cdot\) is a right partial Coxeter functor. So a study of left and right partial Coxeter functors in general will give in particular more information about these functors, and this will be used in §3.

In this section we show that a left and a right partial Coxeter functor between artin rings is uniquely determined up to "equivalence" of functors in the following sense. For left artin rings \(\Lambda, \Gamma, \Lambda', \Gamma'\) we say that two functors \(F: \text{mod } \Lambda \rightarrow \text{mod } \Gamma\) and \(F': \text{mod } \Lambda' \rightarrow \text{mod } \Gamma'\) are equivalent if there are equivalences of categories \(u: \text{mod } \Lambda \rightarrow \text{mod } \Lambda'\) and \(v: \text{mod } \Gamma \rightarrow \text{mod } \Gamma'\) such that \(vF = F'u\). To prove this uniqueness we shall need some preliminary results which will be useful also in §3. We further show that up to equivalence a left partial Coxeter functor \(F\) is of the following type if \(\Lambda\) is artin. \(F = (X, \cdot): \text{mod } \Lambda \rightarrow \text{mod } \Gamma\), where \(X = \Pi \text{Tr } D'S, \ P\) is given by \(\Pi \Pi P = \Lambda, \ \Gamma = \text{End}(\Lambda)^{\text{op}}\) and \(D'S\) is, as in §1, the simple \(\Lambda^{\text{op}}\)-module with the same annihilator as \(S\). We also show that the left partial Coxeter functors studied in §1 are essentially the only ones for artin algebras, and the same will be the case for right partial Coxeter functors. In §4 we shall show that for an artin ring \((X, \cdot)\) as defined above is a left partial Coxeter functor when \((\text{Tr } D'S)^* = 0\).

At the end of the section we get some more information about partial Coxeter functors for artin algebras, which we shall need in §3. The reason for the restriction to artin algebras is that we use the existence of almost split sequences and duality.

We start out with some preliminary results.

**Lemma 2.1.** Let \(\Lambda\) be a left artin ring, \(\mathcal{C}\) a full additive subcategory of \(\text{mod } \Lambda\). Let \(f: A \rightarrow B\) and \(g: B \rightarrow C\) be morphisms in \(\mathcal{C}\).

(a) If \(\mathcal{C}\) is closed under kernels, then \(0 \rightarrow A \rightarrow B \rightarrow C\) is exact in \(\text{mod } \Lambda\) if and only if \(0 \rightarrow (A, \mathcal{C})\rightarrow (B, \mathcal{C})\rightarrow (C, \mathcal{C})\) is exact, where \((A, \mathcal{C})\) denotes the restriction of the functor \((\cdot, \mathcal{C})\) to \(\mathcal{C}\).

(b) If \(\mathcal{C}\) is closed under cokernels, then \(A \rightarrow B \rightarrow C \rightarrow 0\) is exact if and only if \(0 \rightarrow (C, \mathcal{C})\rightarrow (B, \mathcal{C})\rightarrow (A, \mathcal{C})\) is exact.

(c) If \(\mathcal{C}\) is closed under submodules or under factor modules, then \(0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0\) is exact in \(\text{mod } \Lambda\) if and only if \(0 \rightarrow (A, \mathcal{C})\rightarrow (B, \mathcal{C})\rightarrow (C, \mathcal{C})\) is exact.

**Proof.** (a) Assume that \(0 \rightarrow (A, \mathcal{C})\rightarrow (B, \mathcal{C})\rightarrow (C, \mathcal{C})\) is exact. Consider the exact sequence of \(\Lambda\)-modules \(0 \rightarrow \text{Ker}(g) \rightarrow B \rightarrow C\), where by
assumption \( \ker(g) \) is in \( \mathcal{C} \). We then have the exact sequence \( 0 \rightarrow (\ker(g))|_{\mathcal{C}} \rightarrow (B)|_{\mathcal{C}} \rightarrow (C)|_{\mathcal{C}} \). Since also \( 0 \rightarrow (A)|_{\mathcal{C}} \rightarrow (B)|_{\mathcal{C}} \rightarrow (C)|_{\mathcal{C}} \) is exact, we get a commutative diagram

\[
\begin{array}{c}
0 & \rightarrow & A & \xrightarrow{f} & B & \xrightarrow{g} & C \\
& \downarrow & \| & \| & & \| & \\
0 & \rightarrow & \ker g & \rightarrow & B & \xrightarrow{g} & C
\end{array}
\]

which shows that \( 0 \rightarrow A \rightarrow B \rightarrow C \) is exact. The other implication is trivial.

(b) The proof is similar to the proof of (a).

(c) Assume that \( 0 \rightarrow (A)|_{\mathcal{C}} \rightarrow (B)|_{\mathcal{C}} \rightarrow (C)|_{\mathcal{C}} \) and \( 0 \rightarrow (C)|_{\mathcal{C}} \rightarrow (B)|_{\mathcal{C}} \rightarrow (A)|_{\mathcal{C}} \) are exact. Assume that \( \mathcal{C} \) is closed under submodules. Then it follows from (a) that \( 0 \rightarrow A \rightarrow B \rightarrow C \) is exact. Consider the exact sequence \( 0 \rightarrow f \rightarrow A \rightarrow \text{Im}(g) \rightarrow 0 \). Then \( 0 \rightarrow \text{Im}(g) \rightarrow (B)|_{\mathcal{C}} \rightarrow (A)|_{\mathcal{C}} \) is exact. Since \( \text{Im}(g) \) is contained in \( C \), \( \text{Im}(g) \) is in \( \mathcal{C} \). Using that \( 0 \rightarrow (C)|_{\mathcal{C}} \rightarrow (B)|_{\mathcal{C}} \rightarrow (A)|_{\mathcal{C}} \) is exact we get our desired conclusion. If \( \mathcal{C} \) is closed under factor modules, the proof is similar. The proof of the converse is trivial.

**Lemma 2.2.** Let \( \Lambda \) and \( \Lambda' \) be left artin rings, \( \mathcal{C} \) a full additive subcategory of \( \text{mod} \ \Lambda \), \( \mathcal{C}' \) a full additive subcategory of \( \text{mod} \ \Lambda' \). Assume that \( \mathcal{C} \) and \( \mathcal{C}' \) are closed under submodules or factor modules, and that there is an equivalence of categories \( \alpha: \mathcal{C} \rightarrow \mathcal{C}' \).

(a) Let \( f: A \rightarrow B \) and \( g: B \rightarrow C \) be morphisms in \( \mathcal{C} \). Then \( 0 \rightarrow A \xrightarrow{f} B \xrightarrow{g} C \rightarrow 0 \) is exact in \( \text{mod} \ \Lambda \) if and only if \( 0 \rightarrow \alpha A \xrightarrow{\alpha f} \alpha B \xrightarrow{\alpha g} \alpha C \rightarrow 0 \) is exact in \( \text{mod} \ \Lambda' \).

(b) Let \( C \) in \( \mathcal{C} \) be indecomposable.

(i) If \( \mathcal{C}' \) is closed under subobjects and projective covers then \( \alpha(C) \) is projective if \( C \) is projective.

(ii) If \( \mathcal{C} \) is closed under subobjects and projective covers, then \( C \) is projective if \( \alpha C \) is projective.

(c) If \( \mathcal{C} \) is closed under extensions and all the indecomposable nonprojective objects are in \( \mathcal{C} \), then \( C \) is injective if \( \alpha C \) is injective.

(d) If \( \mathcal{C} \) and \( \mathcal{C}' \) are closed under subobjects and projective covers, then \( \alpha \) can be extended to an equivalence \( \alpha_1: \mathcal{C}_1 \rightarrow \mathcal{C}'_1 \). Here the objects of \( \mathcal{C}_1 \) are the \( M \) in \( \text{mod} \ \Lambda \) such that there is an exact sequence \( P_1 \rightarrow P_0 \rightarrow M \rightarrow 0 \) with \( P_1, P_0 \) projective and in \( \mathcal{C} \), and the objects in \( \mathcal{C}'_1 \) are defined analogously.

**Proof.** (a) is an immediate consequence of Lemma 2.1.

(b) (i) Assume that \( C \) is indecomposable projective and in \( \mathcal{C} \). Since \( \mathcal{C}' \) is closed under subobjects and projective covers, we have an exact sequence \( 0 \rightarrow \alpha A \rightarrow \alpha B \rightarrow \alpha C \rightarrow 0 \), where \( \alpha B \) is projective in \( \text{mod} \ \Lambda' \). By (a) we then have an exact sequence \( 0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0 \), which must split since \( C \) is
projective. Hence \( \alpha B \to \alpha C \) is a split epimorphism, which shows that \( \alpha C \) is projective.

(ii) The proof is analogous to the proof of (i).

(c) Let \( C \) be in \( \mathcal{C} \) such that \( \alpha C \) is injective in \( \text{mod} \, A' \). Suppose \( K \) is indecomposable in \( \mathcal{C} \) and consider an exact sequence \( 0 \to C \to E \to K \to 0 \). By assumption \( E \) is in \( \mathcal{C} \), so that by (a) \( 0 \to \alpha C \to \alpha E \to \alpha K \to 0 \) is exact. This splits if \( C \) is injective, hence \( 0 \to C \to E \to K \to 0 \) splits. This shows that \( \operatorname{Ext}^1_{\Lambda}(K, C) = 0 \). Since every indecomposable object in \( \text{mod} \, \Lambda \) not in \( \mathcal{C} \) is projective, we conclude that \( \operatorname{Ext}^1_{\Lambda}(\mathcal{C}, C) = 0 \), which implies that \( C \) is injective.

(d) Assume that \( \mathcal{C} \) and \( \mathcal{C}' \) are closed under subobjects and projective covers. By (b) there is induced an equivalence between the full subcategory of projective objects in \( \mathcal{C} \) and in \( \mathcal{C}' \), which induces an equivalence \( \alpha_1: \mathcal{C}_1 \to \mathcal{C}'_1 \). Here \( \alpha_1 \) is defined in the following way. If \( M \) is indecomposable and in \( \mathcal{C}_1 \), we have by assumption an exact sequence \( P_1 \xrightarrow{f} P_0 \to M \to 0 \) with \( P_1, P_0 \) projective and in \( \mathcal{C} \). We then define \( \alpha_1(M) = \operatorname{Coker} \alpha(f) \). We now want to show that \( \alpha_1 \) extends \( \alpha \). Let \( C \) be indecomposable in \( \mathcal{C} \), and \( P_1 \xrightarrow{f} P_0 \to C \to 0 \) a minimal projective presentation. By the assumption on \( \mathcal{C} \) we know that \( P_1 \) and \( P_0 \) are in \( \mathcal{C} \). It is then not hard to see that \( \alpha P_1 \to \alpha P_0 \to \alpha C \to 0 \) is exact, and this finishes the proof.

We are now ready to deduce some properties about partial Coxeter functors, in particular, to get uniqueness and a description of what they look like up to equivalence.

We first recall that if \( t: \Lambda_1 \to \Lambda_2 \) is a ring isomorphism, then \( t \) induces naturally an equivalence of categories \( t^* : \text{mod} \, \Lambda_2 \to \text{mod} \, \Lambda_1 \) in the following way. For a \( \Lambda_2 \)-module \( M \), \( t^*(M) \) is the abelian group \( M \) with the \( \Lambda_1 \)-module structure induced by \( t \). That is, \( \lambda_1 m = t(\lambda_1)m \), for \( \lambda_1, m \) in \( M \).

**Theorem 2.3.** Let \( \Lambda \) and \( \Gamma \) be left artin rings, \( S \) a simple projective noninjective \( \Lambda \)-module, \( F = F_S: \text{mod} \, \Lambda \to \text{mod} \, \Gamma \) a left partial Coxeter functor, and let \( T \) denote the simple injective nonprojective \( \Gamma \)-module associated to \( F \).

(a) \( F \) is left exact and if \( 0 \to A \to B \to C \to 0 \) is exact with \( A \) in \( G = G_S \), then \( 0 \to F(A) \to F(B) \to F(C) \to 0 \) is exact.

(b) If \( F' = F_S' : \text{mod} \, \Lambda \to \text{mod} \, \Gamma' \) is a left partial Coxeter functor, then there is a ring isomorphism \( t: \Gamma' \to \Gamma \) such that we have a commutative diagram

\[
\begin{array}{ccc}
\text{mod} \, \Lambda & \xrightarrow{F} & \text{mod} \, \Gamma \\
\downarrow & & \downarrow t^* \\
\text{mod} \, \Gamma' & \xrightarrow{F'} & \text{mod} \, \Gamma
\end{array}
\]

where \( t^* \) is an equivalence of categories induced by \( t: \Gamma' \to \Gamma \).

(c) \( F \) has a left adjoint \( G \) which is a right partial Coxeter functor.
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(d) If \( \Lambda \) is artin, then \( F \) is equivalent to \((X, \cdot) : \text{mod } \Lambda \to \text{mod } \text{End}(X)^{\text{op}}, \) where \( P \) is given by \( \Lambda = S \oplus P, X = \text{PTr } D'S, \) and \((\text{Tr } D'S)^* = 0.\)

(e) Assume that the indecomposable injective modules over \( \Lambda \) and \( \Gamma \) are finitely generated. Let \( I \) denote the direct sum of one copy of each of the indecomposable injective \( \Lambda \)-modules and \( E \) the direct sum of one copy of each of the indecomposable injective \( \Gamma \)-modules. Let \( I_1 \) be an injective envelope of \( S, I = I_1 \oplus I_2, E = T \oplus E_1. \) Then \( F(I) = F(I_1) \oplus I_1, \) and \( E = T \oplus F(I_2).\)

**Proof.** (a) Let \( 0 \to A \to B \to C \to 0 \) be an exact sequence in \( \text{mod } \Lambda \). We want to show that \( 0 \to F(A) \to F(B) \to F(C) \to 0 \) is exact and that if \( A \) is in \( \mathcal{C} \), then \( 0 \to F(A) \to F(B) \to F(C) \to 0 \) is exact. We can clearly assume that the sequence has no split exact summands. Then it is not hard to see that \( B \) and \( C \) must be in \( \mathcal{C} \). Since \( \mathcal{C} \) is clearly closed under factor modules and \( \mathcal{D} = \mathcal{D}_T \) is closed under submodules, we conclude by Lemma 2.2 that if \( A \) is in \( \mathcal{C} \), then \( 0 \to F(A) \to F(B) \to F(C) \to 0 \) is exact. If \( A \) is not in \( \mathcal{C} \) we write \( A = A_1 \oplus A' \) for some \( t > 0 \). Since \( S \) is simple projective, \((A, S)|_\mathcal{C} \) is zero, so we get the exact sequence \( 0 \to (A_1)|_\mathcal{C} \to (B)|_\mathcal{C} \to (C)|_\mathcal{C}. \) Hence we get an exact sequence \( 0 \to (F(A_1)|_\mathcal{D}) \to (F(B)|_\mathcal{D}) \to (F(C)|_\mathcal{D}) \). Since \( \mathcal{D}_T \) is closed under submodules, it follows from Lemma 2.1 that \( 0 \to F(A_1) \to F(B) \to F(C) \) is exact. Since \( F(S) = 0 \) we then have that \( 0 \to F(A) \to F(B) \to F(C) \) is exact.

(b) Let \( F' = F_2^* : \text{mod } \Lambda \to \text{mod } \Gamma' \) be a left partial Coxeter functor. We want to show that there is a close connection between \( F' \) and the left partial Coxeter functor \( F: \text{mod } \Lambda \to \text{mod } \Gamma. \)

Denote by \( T' \) the simple injective nonprojective \( \Gamma'-\)module such that the left partial Coxeter \( F' \) induces an equivalence between \( \mathcal{C}_S \) and \( \mathcal{D}_T'. \) We have a commutative diagram

\[
\begin{array}{ccc}
\text{mod } \Lambda & \overset{F}{\longrightarrow} & \mathcal{D}_T \subset \text{mod } \Gamma \\
\downarrow{\alpha} & & \downarrow{\alpha'} \\
\text{mod } \Gamma' & \overset{F'}{\longrightarrow} & \mathcal{D}_T' \subset \text{mod } \Gamma'
\end{array}
\]

where \( \alpha \) is an equivalence of categories. Since \( \mathcal{D}_T \) and \( \mathcal{D}_T' \) are closed under submodules and contain all finitely generated projective modules, it follows from Lemma 2.2 that \( \alpha \) can be extended to an equivalence \( t^* : \text{mod } \Gamma \to \text{mod } \Gamma'. \) Since the rings are basic, \( t^* \) is induced by a ring isomorphism \( t: \Gamma' \to \Gamma. \)

(c) We want to show that the left partial Coxeter functor \( F \) has a left adjoint \( G \) which is a right partial Coxeter functor. Let \( \beta: \mathcal{D}_T \to \mathcal{C}_S \) be an inverse equivalence, and define \( G \) as an extension of \( \beta, \) by defining \( G(T) = 0. \) It is then easy to see that \( F \) and \( G \) are adjoint functors.
(d) We want to show that the left partial Coxeter functor $F$ is equivalent to $(X, \cdot)\colon \text{mod } \Lambda \to \text{mod } \text{End } (X)^{\text{op}}$. $F$ is isomorphic to $(G(\Gamma), \cdot)\colon \text{mod } \Lambda \to \text{mod } \Gamma$, where $G(\Gamma)$ is a $\Lambda$-$\Gamma$-bimodule in a natural way. Since $\Gamma \to \text{End}(G(\Gamma)^{\text{op}}) \to \text{End } G(\Gamma)^{\text{op}}$ is a ring isomorphism, we have a commutative diagram

$$
\begin{array}{ccc}
\text{mod } \Lambda & \xrightarrow{(G(\Gamma), \cdot)} & \text{mod } \Gamma \\
(G(\Gamma), \cdot) & \downarrow{\beta} & \text{mod } \text{End}(G(\Gamma))^{\text{op}} \\
\end{array}
$$

where $\beta$ is an equivalence of categories. Hence $F$ is equivalent to $(G(\Gamma), \cdot)\colon \text{mod } \Lambda \to \text{mod } \text{End}(G(\Gamma))^{\text{op}}$.

To get our desired result we want to show that $G(\Gamma)$ is isomorphic to $X$. To compute $G(\Gamma)$ we want to find the indecomposable $C$ in $\text{mod } \Lambda$ such that $F(C)$ is projective. Let $Q$ be indecomposable projective not isomorphic to $S$. Then it follows from Lemma 2.2(b) that $F(Q)$ is projective.

Write $\Lambda = PIS$. Then we can write $G(\Gamma) = PIY$. If $Y = 0$, $G(\Gamma)$ would be projective, and it is then not hard to see that every object in $\text{mod } \text{End } G(\Gamma)^{\text{op}}$ would be isomorphic to an object of the form $(G(\Gamma), U)$, for $U$ in $\text{mod } \Lambda$. We want to show that $Y = \text{Tr } D'S$. Let $Y_1$ be an indecomposable summand of $Y$. Since $(Y_1, S)$ is zero, $Y_1$ is not projective to $S$, and consequently $Y_1$ is not projective. We claim that $\text{Ext}^1(Y_1, A) = 0$ for each indecomposable $A$ in $\mathcal{C}$. For otherwise we would have a nonsplit exact sequence $0 \to A \to E \to Y_1 \to 0$. But since, by (a), $0 \to (Y_1, A) \to (Y_1, E) \to (Y_1, Y_1) \to 0$ would be exact, we would get a contradiction. Since $Y_1$ is not projective, we must then have $\text{Ext}^1(Y_1, S) \neq 0$. Consider now the almost split sequence $0 \to S \to Q \to \text{Tr } D'S \to 0$ (see Proposition 1.17). This gives rise to the exact sequence $0 \to (Y_1, S) \to (Y_1, Q) \to (Y_1, \text{Tr } D'S) \to \text{Ext}^1(Y_1, S) \to 0$. There is then a map $h\colon Y_1 \to \text{Tr } D'S$ which does not factor through $Q$. Since $0 \to S \to Q \to \text{Tr } D'S \to 0$ is almost split and $Y_1$ is indecomposable, $h\colon Y_1 \to \text{Tr } D'S$ must be an isomorphism. This shows that $G(\Gamma) = PI\text{Tr } D'S = X$. To finish the proof of (d) it only remains to show that $(\text{Tr } D'S)^*\text{ is zero.}$

To see this, consider again the almost split sequence $0 \to S \to Q \to \text{Tr } D'S \to 0$, and the minimal projective resolution $0 \to (X, Q) \to (X, \text{Tr } D'S) \to T_1 \to 0$ in $\text{mod } \Gamma$. We want to show that $T_1$ is isomorphic to the simple injective $\Gamma$-module $T$. We know that $T_1 = \text{Ext}^1_A(\text{Tr } D'S, S)$. To show that $T_1$ is simple, we first show that any nonzero element in $\text{Ext}^1_A(\text{Tr } D'S, S)$ is an almost split sequence. To see this, let $0 \to S \to E \to \text{Tr } D'S \to 0$ be a nonsplit exact sequence, and consider the commutative diagram
where \( t \) must clearly be an isomorphism, and hence also \( s \). Using this it is not hard to see that \( T_1 = \text{Ext}_A^1(\text{Tr} \ D', S) \) is a simple \( \Gamma \)-module. To show that \( T_1 \) is isomorphic to \( T \) it is then sufficient to show that \( (X, \text{Tr} \ D') \) is a projective cover for \( T \). Assume to the contrary that \( (X, P_1) \to T \) is a projective cover, where \( P_1 \) is an indecomposable projective \( \Lambda \)-module. Since every submodule of \( \langle X, P_1 \rangle \) is in \( \mathcal{D}_\Gamma \), we have an exact sequence \( 0 \to \langle X, K \rangle \to \langle X, P_1 \rangle \to \langle X, P \rangle \to 0 \), with \( K \in \text{mod} \ A \). Since \( F[G] \) is fully faithful, \( u = (X, u_1) \), for some \( u_1 : K \to P_1 \). Consider the exact sequence \( K \to P_1 \to C \to 0 \). We then get an exact sequence \( 0 \to \langle X, P_1 \rangle \to \langle X, K \rangle \), hence an exact sequence \( 0 \to \langle P_1 \rangle \to \langle C \rangle \to \langle K \rangle \). Since we also have the exact sequence \( 0 \to \langle C \rangle \to \langle P_1 \rangle \to \langle K \rangle \), \( C \) is obviously in \( C \), we conclude that \( C \) is zero, so that \( T = T' \). Since \( T \) is simple injective, \( T \) cannot occur in the composition series of any indecomposable projective \( \langle X, P_1 \rangle \), where \( P_1 \) is an indecomposable projective \( \Lambda \)-module. This implies that \( \text{Hom}(\langle X, \text{Tr} \ D' \rangle, \langle X, P \rangle) \) is zero, and consequently \( \text{Tr} \ D' \) is zero. This finishes the proof of (d).

(e) Assume that the indecomposable injective modules over \( \Lambda \) and \( \Gamma \) are finitely generated. We first want to show that if \( I \) is an injective envelope for \( S \), then \( F(I) \) is not injective. Consider the exact sequence \( 0 \to S \to I \to I_S \to 0 \). Since \( F \) is left exact, we get the exact sequence \( 0 \to F(I) \to F(I_S) \). This does not split since \( I \to I_S \) is not a split monomorphism. Hence \( F(I_S) \) is not injective. If \( C \) is indecomposable and \( F(C) \) is injective, we know by Lemma 2.2(c) that \( C \) is injective. Let now \( I \) denote the direct sum of the indecomposable injective \( \Lambda \)-modules not isomorphic to \( I_1 \). By (c) we know that \( \Lambda \) and \( \Gamma \) have the same number of indecomposable projective modules. Hence a counting argument implies that \( F(I_\lambda) \) is injective. The rest of (e) is now easy.

We get the following analogue for right partial Coxeter functors.

**Theorem 2.4.** Let \( \Gamma \) and \( \Lambda \) be left artin rings, \( T \) a simple injective nonprojective \( \Gamma \)-module, \( G = G_\Gamma : \text{mod} \ \Gamma \to \text{mod} \ \Lambda \) a right partial Coxeter functor, and \( S \) the associated simple projective noninjective \( \Lambda \)-module.

(a) \( G \) is right exact and if \( 0 \to A \to B \to C \to 0 \) is exact in \( \text{mod} \ \Gamma \) with \( C \) in \( \mathcal{D}_\Gamma = \mathcal{D}_\Gamma \), then \( 0 \to G(A) \to G(B) \to G(C) \to 0 \) is exact.

(b) If \( G' = G_\Gamma' : \text{mod} \ \Gamma \to \text{mod} \ \Lambda' \) is a right partial Coxeter functor and \( \Lambda \) and \( \Lambda' \) are artin, then there is a ring isomorphism \( t : \Lambda' \to \Lambda \) and a commutative diagram
where \( t^* \) is an equivalence of categories induced by \( t: \Lambda' \to \Lambda \).

(c) \( G \) has as an adjoint a left partial Coxeter functor \( F \).

PROOF. (a) and (c) follow as before.

(b) We have a commutative diagram

\[
\begin{array}{ccc}
\circlearrowleft_T & G & \circlearrowright_T \\
\downarrow & \downarrow & \downarrow \\
G' & \circlearrowright_T & G''
\end{array}
\]

where \( \alpha \) is an equivalence of categories. Let \( 0 \to S \to Q \xrightarrow{g} \text{Tr} D'S \to 0 \) be an almost split sequence. Then we have seen that \( 0 \to F(Q) \to F(\text{Tr} D'S) \to T \to 0 \) is a minimal projective presentation in \( \mod \Gamma \), where \( F \) denotes an inverse equivalence for \( G \). Using the converse result, we then get an almost split sequence \( 0 \to S' \to \alpha(Q) \xrightarrow{\alpha(g)} \alpha(\text{Tr} D'S) \to 0 \) in \( \mod \Lambda' \). Since \( 0 \to S \to Q \to \text{Tr} D'S \to 0 \) is almost split, we have for all \( K \) in \( \mathcal{G}_S \) an exact sequence \( 0 \to (\text{Tr} D'S, K) \to (Q, K) \to (S, K) \to 0 \). Hence \( 0 \to (\alpha(\text{Tr} D'S), \alpha(K)) \to (\alpha(Q), \alpha(K)) \to (S', \alpha(K)) \to 0 \) is also exact. This gives a natural isomorphism \( (S, K) \to (S', \alpha(K)) \). To define a map \((S, S) \to (S', S')\) consider for \( u: S \to S \) the diagram

\[
\begin{array}{ccc}
0 & \to & S' \\
\downarrow & & \downarrow \\
0 & \to & Q \xrightarrow{g} \text{Tr} D'S \to 0
\end{array}
\]

and the induced diagram:

\[
\begin{array}{ccc}
0 & \to & S' \\
\downarrow & \alpha(v) & \downarrow \\
0 & \to & \alpha(Q) \xrightarrow{\alpha(g)} \alpha(\text{Tr} D'S) \to 0
\end{array}
\]

We can now extend \( \alpha \) to an equivalence \( t^*: \mod \Lambda \to \mod \Lambda' \), by defining \( t^*(S) = S' \) and using the natural isomorphisms \((S, K) \to (S', \alpha(K))\) and \((S, S) \to (S', S')\) described above. Since the rings are basic, \( t^* \) is induced by a ring isomorphism \( t: \Lambda' \to \Lambda \).

We shall now get some additional information about partial Coxeter functors in the case of artin algebras, which will be useful in §3. Actually, for parts (a) and (b) it will be sufficient to assume that our artin rings have a
duality and that almost split sequences exist in \( \text{mod } \Lambda \) and \( \text{mod } \Gamma \). \( D \text{ Tr} \) would then be replaced by a map \( \gamma \) from the indecomposable nonprojective objects to the indecomposable noninjective objects in \( \text{mod } \Lambda \), given by the almost split sequence \( 0 \to \gamma(C) \to B \to C \to 0 \).

**Proposition 2.5.** Let \( F: \text{mod } \Lambda \to \text{mod } \Gamma \) be a left partial Coxeter functor, where \( \Lambda \) and \( \Gamma \) are artin algebras. Let \( S \) be the associated simple projective \( \Lambda \)-module and \( T \) the associated simple injective \( \Gamma \)-module. Then we have the following.

(a) If \( A \) is an indecomposable noninjective \( \Lambda \)-module not isomorphic to \( S \) and \( 0 \to A \to B \to C \to 0 \) is an almost split sequence, then \( 0 \to F(A) \to F(B) \to F(C) \to 0 \) is also an almost split sequence, \( F(\text{Tr } DA) \cong \text{Tr } DF(A) \), and \( F(D \text{ Tr } C) \cong D \text{ Tr } F(C) \).

(b) \( F(I_1) \cong D \text{ Tr } T \), where \( I_1 \) is an injective envelope for \( S \).

(c) \( \Lambda \cong \text{End}_T(Y) \), where \( Y = \text{Tr } T \text{II } D(I) \), and \( I \) is the sum of one copy of each of the indecomposable injective \( \Gamma \)-modules not isomorphic to \( T \).

**Proof.** Let \( A \) be an indecomposable \( \Lambda \)-module which is not injective and not isomorphic to \( S \), and let \( 0 \to A \to B \to C \to 0 \) be an almost split sequence. Since the sequence has no split exact summands, we know that \( B \) and \( C \) are in \( \mathcal{C} \), so that \( 0 \to F(A) \to F(B) \to F(C) \to 0 \) is exact by Theorem 2.3(a). It does not split since \( 0 \to A \to B \to C \to 0 \) does not split.

Let \( h: F(A) \to M \) be a map which is not a splittable monomorphism. If \( M \) is isomorphic to the simple injective \( \Gamma \)-module \( T \) then there is a map \( g: F(B) \to M \) such that \( gf = h \). If \( M \) is indecomposable and not isomorphic to \( T \) then \( M = F(N) \) for some \( \Lambda \)-module \( N \). Since \( F|\mathcal{C}: \mathcal{C} \to \mathcal{D} \) is an equivalence of categories, there is a map \( h_1: A \to N \) such that \( F(h_1) = h \). Then \( h_1 \) is not a splittable monomorphism, because \( h \) is not a splittable monomorphism. The sequence \( 0 \to A \to B \to C \to 0 \) is almost split, so there is some \( v: B \to N \) such that \( vf = h_1 \). Then \( F(v)F(f) = F(h_1) = h \), and therefore the sequence \( 0 \to F(A) \to F(B) \to F(C) \to 0 \) is almost split. The rest of (a) follows from the above and the fact that since \( 0 \to F(A) \to F(B) \to F(C) \to 0 \) and \( 0 \to A \to B \to C \to 0 \) are almost split, then \( A \cong D \text{ Tr } C \) and \( F(A) \cong D \text{ Tr } F(C) \).

(b) \( D \text{ Tr } T \) is not injective and is, therefore, in \( \mathcal{D} \). So there is some \( E \) in \( \mathcal{C} \) such that \( D \text{ Tr } T \cong F(E) \). If \( E \) is not injective then we know by (a) that \( F(\text{Tr } DE) \cong \text{Tr } DF(E) \). Hence we get \( T \cong F(\text{Tr } DE) \), and this is a contradiction. So \( E \) is injective and, since \( D \text{ Tr } T \cong F(E) \) is not injective, it follows from Theorem 2.3(b) that \( E = I_1 \) is the injective envelope of \( S \).

(c) Let \( \{ I_1, \ldots, I_n \} \) be a complete set of nonisomorphic injective \( \Lambda \)-modules. We know by Theorem 2.3(e) that the sum of one copy of each of the indecomposable injective \( \Gamma \)-modules not isomorphic to \( T \) is isomorphic to
$F(I_2)\Pi \cdots \Pi F(I_n)$. And by (b) we know that $F(I_i) \cong D \text{Tr} T$. Therefore for $Y = \text{Tr} T \Pi \Pi (I)$, where $I$ is the sum of one copy of each of the indecomposable injective $\Gamma$-modules not isomorphic to $T$, $D(Y) = D \text{Tr} T \Pi \Pi = F(I_2)\Pi F(I_n) = F(D(\Lambda))$. Then $\text{End}_A(Y) \cong \text{End}_A(DY)^{\text{op}} \cong \text{End}_A(D \Lambda)^{\text{op}} \cong (\text{End}_A(\Lambda_A)) = \Lambda$.

For right partial Coxeter functors we have the following result which is analogous to Proposition 2.5.

**Proposition 2.6.** Let $\Lambda$ and $\Gamma$ be artin algebras. Let $G$: mod $\Gamma \rightarrow$ mod $\Lambda$ be a right partial Coxeter functor. Then we have the following.

(a) If $C$ is an indecomposable nonprojective $\Gamma$-module not isomorphic to $T$ and the sequence $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ is almost split, then $0 \rightarrow G(A) \rightarrow G(B) \rightarrow G(C) \rightarrow 0$ is also an almost split sequence. Therefore $D \text{Tr} G(C) \cong G(D \text{Tr} C)$ and $\text{Tr} DG(A) \cong G(\text{Tr} DA)$.

(b) $G(D \text{Tr} T)$ is an injective $\Lambda$-module. If $\{T, I_2, \ldots, I_n\}$ is a complete set of nonisomorphic indecomposable injective $\Gamma$-modules, then $\{G(D \text{Tr} T), G(I_2), \ldots, G(I_n)\}$ is a complete set of nonisomorphic indecomposable injective $\Lambda$-modules.

(c) $\Lambda \cong \text{End}_A(Y)$, where $Y = \text{Tr} (T \Pi I)$, and $I$ is the sum of one copy of each of the indecomposable injective $\Gamma$-modules not isomorphic to $T$.

We now apply some of the above results to obtain more information about the partial Coxeter functors $F$ and $G$ studied in §1.

**Proposition 2.7.** Let $\Lambda$ be an artin algebra with a simple projective noninjective module $S$ and assume that $(\text{Tr} DS)^* = 0$. Let $\Gamma = \text{End}_A(X)^{\text{op}}$, where $X = \text{PIITr} DS$ and $P$ is determined by $\Lambda = \text{PIIS}$. Let $I$ be the sum of one copy of each of the indecomposable injective $\Gamma$-modules not isomorphic to $T = \text{Ext}^1(X, S)$, and let $Y = \text{Tr} (T \Pi \Pi I)$. Then we have the following.

(a) $X_\Gamma$ and $Y_\Gamma$ are isomorphic $\Lambda-\Gamma$-bimodules, where $X$ and $Y$ are considered as modules over their endomorphism rings in the usual way.

(b) The functors $F = \text{Hom}_A(X, \cdot)$: mod $\Lambda \rightarrow$ mod $\Gamma$ and $G = Y \otimes$ : mod $\Gamma \rightarrow$ mod $\Lambda$ are adjoint functors.

(c) Let $\mathcal{C}$ and $\mathcal{D}$ be the categories considered at the beginning of the section and let $F$ and $G$ be as in (b). Then $F|\mathcal{C}: \mathcal{C} \rightarrow \mathcal{D}$ and $G|\mathcal{D}: \mathcal{D} \rightarrow \mathcal{C}$ are inverse equivalences of categories.

**Proof.** (a) We have seen that $F$ is a left partial Coxeter functor, so applying Proposition 2.5 we have that $F(D \Lambda) \cong D \text{Tr} T \Pi I$. Then $Y = \text{Tr} T \Pi \Pi I = DF(D \Lambda) = D \text{Hom}_A(X, D \Lambda)$. Since there is an isomorphism $X \rightarrow D \text{Hom}_A(X, D \Lambda)$ functorial in $X$ (see [11, p. 119]), $X$ and $Y$ are isomorphic $\Lambda-\Gamma$-bimodules.

(b) is an immediate consequence of (a).
(c) follows from the fact that an inverse equivalence of $F: C \to D$ extends to a right partial Coxeter functor which is adjoint to $F$.

3. Hereditary artin algebras. In this section we study hereditary basic artin algebras. If $S$ is a simple projective noninjective module over an hereditary artin algebra $\Lambda$, then we have $(\text{Tr} DS)^* = 0$, so that any functor of the type $(\mathbb{X}, \mathbb{Y}): \text{mod} \Lambda \to \text{mod} \Gamma$, where $\mathbb{X} = \mathbb{P} \oplus \text{Tr} DS$ and as usual $\Lambda = \mathbb{P} \oplus S$, is a partial Coxeter functor. In the introduction we pointed out that for an hereditary artin algebra $\Lambda$, $D \text{Tr}$ is a functor from $\text{mod} \Lambda$ to $\text{mod} \Lambda$, taking projectives to zero and inducing an equivalence of categories between $\text{mod}_p \Lambda$ and $\text{mod}_f \Lambda$. Our main result in this section is that $D \text{Tr}$ can be written as a composition of partial Coxeter functors in a natural way.

We recall that all the artin algebras that we consider are basic. Throughout this section $\Lambda$ will denote an indecomposable hereditary basic artin algebra which is not simple.

Since $\Lambda$ is hereditary we can define a partial order in the set of indecomposable projective modules by writing $P < Q$ if and only if $\text{Hom}_\Lambda(P, Q) = 0$. In analogy with admissible sequences of simple modules (see [3, §3]) we say that $P_1, \ldots, P_n$ is an admissible sequence of projective $\Lambda$-modules if $P_1, \ldots, P_n$ is a complete set of nonisomorphic indecomposable projective $\Lambda$-modules such that $i < j$ implies $P_j \nleq P_i$, that is, $\text{Hom}_\Lambda(P_j, P_i) = 0$. When $\Lambda$ is hereditary admissible sequences always exist. For example if $P_1, \ldots, P_n$ are the nonisomorphic indecomposable projective $\Lambda$-modules and length $P_i < \text{length } P_j$ for $i < j$, then the sequence $P_1, \ldots, P_n$ is admissible.

We shall denote a pair consisting of an hereditary artin algebra $\Lambda$ and an admissible sequence $P_1, \ldots, P_n$ of projective $\Lambda$-modules by $(\Lambda; P_1, \ldots, P_n)$. We now describe a particular way of associating with a pair $(\Lambda; P_1, \ldots, P_n)$ another pair $(\Lambda'; P'_1, \ldots, P'_n)$, where $\Lambda'$ is an hereditary artin algebra and $P'_1, \ldots, P'_n$ is an admissible sequence of projective $\Lambda'$-modules.

The projective $\Lambda$-module $P_i$ is simple, because $(P_i, P_i) = 0$ for $i > 1$ and is, therefore, not injective since we have assumed that $\Lambda$ is indecomposable. Let $P = P_2 \Pi \cdots \Pi P_n$, let $X = P \Pi \text{Tr} DP_1$ and let $\Lambda'_1 = \text{End}_\Lambda(X)^{\text{op}}$. Then, by Proposition 1.13, $\Lambda'_1$ is an hereditary artin algebra. Let $F$ denote the partial Coxeter functor $(\mathbb{X}, \mathbb{Y}): \text{mod} \Lambda \to \text{mod} \Lambda'_1$. Then, because $F$ restricted to the full subcategory of $\text{mod} \Lambda$ whose objects do not contain a summand isomorphic to $P_1 = S$ is fully faithful (Proposition 1.4) and $(\text{Tr} DS)^* = 0$, we know that the sequence $P'_1, \ldots, P'_n$ of projective $\Lambda'$-modules, where $P'_i = F(P_i)$, $P'_2 = F(P_3), \ldots, P'_{n-1} = F(P_n)$, $P'_n = F(\text{Tr} DP_1)$, is an admissible sequence of nonisomorphic projective modules. Thus associated with the pair $(\Lambda; P_1, \ldots, P_n)$ there is the pair $(\Lambda'_1, P'_1, \ldots, P'_n)$.

Iterating this process we obtain from the pair $(\Lambda; P_1, \ldots, P_n)$ a sequence of pairs $(\Lambda_0; P_1^{(0)}, \ldots, P_n^{(0)}), (\Lambda_1; P_1^{(1)}, \ldots, P_n^{(1)}), \ldots, (\Lambda_n; P_1^{(n)}, \ldots, P_n^{(n)})$. 
where \((\Lambda_0; P_1^{(0)}, \ldots, P_n^{(0)}) = (\Lambda; P_1, \ldots, P_n)\). We denote by \(F_i\) the partial Coxeter functor
\[(X_i,); \text{mod} \Lambda_i \to \text{mod} \Lambda_{i+1},\]
where \(X_i = P_2^{(i)} \cdots P_n^{(i)} \Pi \text{Tr} DP_1^{(i)}\).

Before we state the main result of this section we need some preliminary results.

**Lemma 3.1.** Given \((\Lambda; P_1, \ldots, P_n)\) and the pair \((\Lambda_i; P_1^{(i)}, \ldots, P_n^{(i)})\) with \(i > 1\) we have that
\[P_i - F_i \cdots F_{i+1}(P_{i+1}), \ldots, P_{n-i} = F_i \cdots F_i(P_n), P_{n-i+1}^{(i)} = F_i \cdots F_i(\text{Tr} DP_1^{(i)}), \ldots, P_{n-i+j}^{(i)} = F_i \cdots F_j \text{Tr} DF_{j-1} \cdots F_1(P_j), \ldots, P_n^{(i)} = F_i \text{Tr} DF_{i-1} \cdots F_1(P_i).\]

**Proof.** Follows from the definition.

**Lemma 3.2.** Given the pair \((\Lambda; P_1, \ldots, P_n)\) the composition \(F_n \cdots F_1\) of the functors \(F_i; \text{mod} \Lambda_i \to \text{mod} \Lambda_{i+1}\) restricted to \(\text{mod} P A\) induces an equivalence of categories between \(\text{mod} P A\) and \(\text{mod} A^{(i)}\).

**Proof.** We know that \(F_i|_{C_{P_i^{(i-1)}}: C_{P_i^{(i-1)}} \to \text{mod} \Lambda_i}\) is an equivalence of categories, where \(C_{P_i^{(i-1)}}\) and \(\text{mod} \Lambda_i\) are, respectively, the full subcategories of \(\text{mod} \Lambda_{i-1}\) and \(\text{mod} \Lambda_i\) whose objects do not contain \(P_i^{(i-1)}\) and \(T_i\) as a summand, respectively. Since \(F_i(P_i^{(i-1)}) = 0\), the module \(F_n \cdots F_1(P_i) = F_n \cdots F_1(F_{i-1} \cdots F_1(P_i))\) which by Lemma 3.1 is equal to \(F_n \cdots F_1(P_i^{(i-1)})\), is zero. So \(F_n \cdots F_1\) vanishes on projectives and the composition \(F_n \cdots F_1|_{\text{mod} \Lambda}\) is fully faithful. We know by Theorem 2.3 that the modules \(F_n \cdots F_1(T_1), F_n \cdots F_1(T_2), \ldots, T_n\) are injective. Since there are \(n\) indecomposable injective \(\Lambda_n\)-modules, and these are exactly the indecomposable \(\Lambda_n\)-modules that are not of the form \(F_n \cdots F_1(X)\), for some \(X\) in \(\text{mod} \Lambda\), we have that \(F_n \cdots F_1|_{\text{mod} \Lambda}\) is an equivalence of categories.

**Proposition 3.3.** Let \(\Lambda\) be an indecomposable hereditary artin ring, \(\alpha; \text{mod} \Lambda \to \text{mod} A\) an equivalence of categories. If the restriction of \(\alpha\) to \(\text{mod} \Lambda\) is isomorphic to the identity, then \(\alpha\) is isomorphic to the identity.

**Proof.** It has been proven in [5, Chapter III, Propositions 1.1 and 1.3], that if \(\Lambda\) is an indecomposable hereditary artin algebra either \(\Lambda\) has no projective injectives or is isomorphic to the lower triangular matrix ring \(T_n(K)\) over a division algebra \(K\). It is not hard to see that the same is true for an hereditary ring.

This remark enables us to divide the proof into two cases. The proof in both cases is based on the fact that \(\alpha\) is isomorphic to the identity if it carries projectives to projectives and restricted to the full subcategory of projective modules is isomorphic to the identity. Since \(\text{mod} \Lambda\) is closed under submod-
ules and projective covers, we are done by Lemma 2.2 when $\Lambda$ has no nonzero projective injectives.

Assume now that $\Lambda = T_n(K)$, for a division ring $K$. Then $\Lambda$ has only one indecomposable projective injective module $P_\alpha$, and the other indecomposable projective modules are $P_i = r^{-1}P_\alpha$, $i = 1, \ldots, n - 1$. Then $P_i$ is in $\text{mod}_\alpha \Lambda$, for $i < n$. As already remarked, it is enough to show that the restriction of $\alpha$ to the full subcategory of projective objects is isomorphic to the identity. Let $\mu: \text{id}|\text{mod}_\alpha \Lambda \rightarrow \alpha|\text{mod}_\alpha \Lambda$ be an isomorphism. Consider the inclusion $i: P_{n-1} \rightarrow P_n$, and the diagram:

\[
\begin{array}{ccc}
\text{id}(P_{n-1}) & \xrightarrow{\mu_{P_{n-1}}} & \alpha(P_{n-1}) \\
\downarrow\text{id}(i) & & \downarrow\alpha(i) \\
\text{id}(P_n) & \xrightarrow{\mu_{P_n}} & \alpha(P_n)
\end{array}
\]

Choose $\mu_{P_n}: \text{id}(P_n) \rightarrow \alpha(P_n)$ such that $\mu_{P_n}\text{id}(i) = \alpha(i)\mu_{P_{n-1}}$. This is possible, because $\alpha(P_n)$ is injective. Now any map $f: P_j \rightarrow P_n$ factors as $P_j \rightarrow P_{n-1} \rightarrow P_n$, so $\alpha(f)\mu_{P_j} = \mu_{P_n}\text{id}(f)$. Let now $f: P_n \rightarrow P_n$ be a map. One can prove that the diagram

\[
\begin{array}{ccc}
\text{id}(P_n) & \xrightarrow{\mu_{P_n}} & \alpha(P_n) \\
\downarrow\text{id}(f) & & \downarrow\alpha(f) \\
\text{id}(P_n) & \xrightarrow{\mu_{P_n}} & \alpha(P_n)
\end{array}
\]

commutes, using the following facts: $\mu_{P_n}\text{id}(i) = \alpha(i)\mu_{P_{n-1}}$, $\mu: \text{id}|\text{mod}_\alpha \Lambda \rightarrow \alpha|\text{mod}_\alpha \Lambda$ is a morphism of functors, and $\text{End}_\Lambda(P_n)$ is a division ring.

We have the following consequence of the above proposition.

**Corollary 3.4.** Let $K$ be a division ring. Then all the automorphisms of $T_n(K)$ are inner.

**Proof.** Let $\Phi: T_n(K) \rightarrow T_n(K)$ be a ring isomorphism. Then the equivalence of categories $\Phi_\alpha: \text{mod}_\alpha T_n(K) \rightarrow \text{mod}_\alpha T_n(K)$ induced by $\Phi$ is isomorphic to the identity if and only if $\Phi$ is inner (see [15, pp. 454–456]). So it is enough to prove that every equivalence $\sigma: \text{mod}_\alpha T_n(K) \rightarrow \text{mod}_\alpha T_n(K)$ is isomorphic to the identity. To prove this we proceed by induction on $n$. The result is true if $n = 1$. If $n > 1$, the restriction of $\Phi$ to $\text{mod}_\alpha \Lambda$ induces an equivalence $\Phi|\text{mod}_\alpha \Lambda: \text{mod}_\alpha \Lambda \rightarrow \text{mod}_\alpha \Lambda$. Since $\text{mod}_\alpha \Lambda$ is equivalent to $\text{mod}_\alpha T_{n-1}(K)$ we have a commutative diagram

\[
\begin{array}{ccc}
\text{mod}_{\alpha} \Lambda & \xrightarrow{\Phi|\text{mod}_\alpha \Lambda} & \text{mod}_{\alpha} \Lambda \\
\alpha\downarrow & & \downarrow\alpha \\
\text{mod} T_{n-1}(K) & \xrightarrow{\Phi'} & \text{mod} T_{n-1}(K)
\end{array}
\]
where $\alpha$ and $\Phi'$ are equivalences. By the induction hypothesis $\Phi'$ is isomorphic to the identity, so $\Phi|_{\text{mod}_1 \Lambda}$ is also isomorphic to the identity. Then it follows, by Proposition 3.3, that $\sigma$ is isomorphic to the identity. This ends the proof of the corollary.

**Lemma 3.5.** Let $\Lambda_1$, $\Lambda_2$ be indecomposable hereditary artin rings which are not simple and let $\tau: \text{mod}_1 \Lambda_1 \to \text{mod}_1 \Lambda_2$ be an equivalence of categories. Then there is an equivalence $\alpha: \text{mod}_1 \Lambda_1 \to \text{mod}_1 \Lambda_2$ whose restriction to $\text{mod}_1 \Lambda_1$ is $\tau$.

**Proof.** Since $\text{mod}_1 \Lambda$ is closed under submodules we know by Lemma 2.2 that a $\Lambda_1$-module $P$ is projective noninjective if and only if $\alpha(P)$ is projective. Since $\tau$ has an inverse, it follows that the number of indecomposable projective noninjective $\Lambda_1$-modules is the same as the number of indecomposable projective noninjective $\Lambda_2$-modules, and the restriction of $\tau$ to the full subcategory $\mathcal{P}_1$ of projective noninjective $\Lambda_1$-modules induces an equivalence of categories between $\mathcal{P}_1$ and the full subcategory $\mathcal{P}_2$ of projective noninjective $\Lambda_2$-modules.

To prove the lemma it is enough, as before, to consider the case when $\Lambda_1$ has no nonzero projective injectives and the case when $\Lambda_1 = T_n(K)$.

**Case 1.** There are no nonzero projective injective $\Lambda_1$-modules. If $\Lambda_2$ has a nonzero projective injective module, then $\Lambda_2 \cong T_m(K)$, for a division ring $K$. Then $\mathcal{P}_2$ is equivalent to the full subcategory of mod $T_{m-1}(K)$ of projective modules, and $\alpha: \mathcal{P}_1 \to \mathcal{P}_2$ induces an equivalence of categories between mod $\Lambda$ and mod $T_{m-1}(K)$. Therefore $\Lambda$ is isomorphic to $T_{m-1}(K)$, because both rings are basic, and this contradicts the assumption that there are no nonzero projective injective $\Lambda_1$-modules. This proves that there are no nonzero projective injective $\Lambda_2$-modules, so $\tau|_{\mathcal{P}_1}: \mathcal{P}_1 \to \mathcal{P}_2$ induces an equivalence $\alpha: \text{mod}_1 \Lambda_1 \to \text{mod}_1 \Lambda_2$. If $M$ is in $\text{mod}_1 \Lambda$ and $0 \to P_1 \to P_0 \to M \to 0$ is a projective resolution of $M$, we have that $\tau(P_1) \to \tau(P_0) \to \tau(M) \to 0$ is exact by Lemma 2.2. This shows that $\alpha$ extends $\tau$ and finishes the proof of the lemma in this case.

**Case 2.** Assume now that $\Lambda_1 = T_n(K)$, for a division ring $K$. If $\Lambda_2$ has no nonzero projective injective modules then we know by the first case that $\Lambda_1$ and $\Lambda_2$ are isomorphic, and this is a contradiction. So $\Lambda_2 \cong T_m(K')$, where $K'$ is a division ring. We will see now that $K \cong K'$. We recall that $K$ is the endomorphism ring of an arbitrary indecomposable $\Lambda_1$-module, $K'$ is the endomorphism ring of an arbitrary indecomposable $\Lambda_2$-module. So let $A$ be a nonzero indecomposable noninjective $\Lambda_1$-module. Since $\tau: \text{mod}_1 \Lambda \to \text{mod}_1 \Lambda_2$ is an equivalence of categories, then $\text{End}_A(A) \cong \text{End}_A(\tau A)$, so $K \cong K'$. Since $\alpha|_{\mathcal{P}_1}: \mathcal{P}_1 \to \mathcal{P}_2$ is an equivalence and every ring has only one indecomposable projective injective module, then $n-1 = m-1$, so $n = m$. The map $\varphi: T_n(K) \to T_{n-1}(K)$ defined by
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induces a fully faithful functor \( \varphi: \text{mod} \ T_{n-1}(K) \to \text{mod} \ T_n(K) \) whose image is \( \text{mod}_j(T_n(K)) \). So it is enough to prove that given any equivalence \( \beta: \text{mod} \ T_{n-1}(K) \to \text{mod} \ T_n(K) \) there is an equivalence \( \tilde{\beta}: \text{mod} \ T_n(K) \to \text{mod} \ T_n(K) \) such that \( \tilde{\beta} \varphi = \varphi \beta \). So let \( \beta: \text{mod} \ T_{n-1}(K) \to \text{mod} \ T_{n-1}(K) \) be an equivalence, and let \( \rho: T_{n-1}(K) \to T_{n-1}(K) \) be the ring isomorphism defining \( \beta \), that is, such that \( \rho = \beta \). We know by Corollary 3.4 that \( \rho \) is inner. So \( \rho(x) = AxA^{-1} \), for some \( A \in T_{n-1}(K) \), and for all \( x \in T_{n-1}(K) \). Let \( \rho': T_n(K) \to T_n(K) \) be the automorphism defined by conjugation by \( (\rho \varphi) \). Then the equivalence \( \tilde{\beta} = \rho' \): mod \( T_n(K) \) \to mod \( T_n(K) \) verifies the required condition.

We can now prove the following result.

**Proposition 3.6.** Let \( \Lambda, \Lambda_1, \Lambda_2 \) be hereditary artin rings with no semisimple ring summands, let \( G: \text{mod}_p \Lambda \to \text{mod}_j \Lambda_1, H: \text{mod}_p \Lambda \to \text{mod}_j \Lambda_2 \) be equivalences of categories. Then:

(a) There is a ring isomorphism \( \phi: \Lambda_2 \to \Lambda_1 \) such that \( \phi G = H \).

(b) \( \phi': \Lambda_2 \to \Lambda_1 \) is a ring isomorphism such that \( \phi' G \) is isomorphic to \( H \) if and only if \( \phi' = \alpha \phi \), where \( \alpha \) is an inner automorphism of \( \Lambda_2 \).

**Proof.** (a) Follows from Lemma 3.5.

(b) Follows from Proposition 3.3 and from the fact that if \( \alpha: \Lambda \to \Lambda \) is a ring isomorphism, then the equivalence \( \alpha: \text{mod} \Lambda \to \text{mod} \Lambda \) defined by \( \alpha \) is isomorphic to the identity if and only if \( \alpha \) is inner.

As an easy consequence of Proposition 3.6 we obtain the following important result.

**Theorem 3.7.** We use the notations of the beginning of this section. Given a pair \( (\Lambda; P_1, \ldots, P_n) \) where \( n > 1 \) there is a ring isomorphism \( \phi: \Lambda_n \to \Lambda \) such that the functors \( \phi F_n \ldots F_1 \) and \( D \text{ Tr} \) are isomorphic. Moreover, \( \phi': \Lambda_n \to \Lambda \) is another ring isomorphism such that \( \phi' F_n \ldots F_1 \) and \( D \text{ Tr} \) are isomorphic if and only if \( \phi' = \alpha \phi \), where \( \alpha \) is an inner automorphism of \( \Lambda \).

**Proof.** By Lemma 3.2 we know that \( F_n \ldots F_1: \text{mod}_p \Lambda \to \text{mod}_j \Lambda \) is an equivalence of categories. We also know that \( D \text{ Tr}: \text{mod}_p \Lambda \to \text{mod}_j \Lambda \) is an equivalence of categories. Then Theorem 3.7 is obtained by applying Proposition 3.6 to these two equivalences.

In view of this result, in order to describe the isomorphisms \( \phi: \Lambda \to \Lambda_n \) which have the property that \( \phi F_n \ldots F_1 = D \text{ Tr} \) it is enough to give one
isomorphism from $\Lambda$ to $\Lambda_n$ with this property.

To do this it is enough, as we remarked above, to consider the case when $\Lambda$ has no indecomposable projective injective modules and the case when $\Lambda \cong T_n(K)$.

Case 1. $\Lambda$ has no indecomposable projective injective modules.

If $U$ is an indecomposable noninjective $\Lambda_{i-1}$-module not isomorphic to the simple projective $\Lambda_{i-1}$-module $F_{i-1} \cdot \cdots \cdot F_1(P_i)$, then we know by Proposition 2.1 that $F_{i}(U)$ is not injective and $F_{i}(\text{Tr } DU) \cong \text{Tr } DF_{i}(U)$. Although these isomorphisms are not natural, once they have been chosen the rest of the construction of the isomorphism $\psi: \Lambda \rightarrow \Lambda_n$ is natural. Iterating this argument we have, since $P_1, \ldots, P_n$ are not injective, that $\text{Tr } DF_j \cdot \cdots \cdot F_1(P_{j+1}) \cong F_j \cdot \cdots \cdot F_1(\text{Tr } DP_{j+1})$, $j = 1, \ldots, n - 1$. From this and Lemma 3.1 we have that the nonisomorphic projective indecomposable $\Lambda_n$-modules are $F_j \cdot \cdots \cdot F_1(\text{Tr } DP_i)$, $i = 1, \ldots, n$. Since $\Lambda_n$ is basic, $\Lambda_n$ is isomorphic, as a $\Lambda_n$-module, to $F_n \cdot \cdots \cdot F_1(\text{Tr } D\Lambda)$. Let $\psi$ be the composition of the natural ring isomorphisms

$$\Lambda_n \cong \text{End}_{\Lambda_n}(\Lambda_n)^{\text{op}} \cong \text{End}_{\Lambda_n}(F_n \cdot \cdots \cdot F_1(\text{Tr } D\Lambda))$$

$$\cong \text{End}_{\Lambda}(\text{Tr } D\Lambda) \cong \text{End}_{\Lambda}(\Lambda),$$

where the last map is an isomorphism because $\Lambda$ is in mod$_\Lambda$ and $D\Lambda: \text{mod}_\Lambda \Lambda \rightarrow \text{mod}_\Lambda \Lambda$ is an equivalence of categories.

Both $\overline{\varphi} F_n \cdot \cdots \cdot F_1$ and $D\Lambda$ are functors from mod$_\Lambda$ to itself that are zero on projectives, so to prove that they are isomorphic we consider $M$ in mod$_\Lambda \Lambda$. There are functorial group isomorphisms

$$F_n \cdot \cdots \cdot F_1(M) \cong \text{Hom}_{\Lambda_n}(\Lambda_n, F_n \cdot \cdots \cdot F_1(M))$$

$$\cong \text{Hom}_{\Lambda_n}(F_n \cdot \cdots \cdot F_1(\text{Tr } D\Lambda), F_n \cdot \cdots \cdot F_1(M)).$$

Since $\text{Tr } D\Lambda$, and $M$ are in mod$_\Lambda \Lambda$ and $F_n \cdot \cdots \cdot F_1|\text{mod}_\Lambda \Lambda$ is fully faithful we have that

$$\text{Hom}_{\Lambda_n}(F_n \cdot \cdots \cdot F_1(\text{Tr } D\Lambda), F_n \cdot \cdots \cdot F_1(M))$$

$$\cong \text{Hom}_{\Lambda}(\text{Tr } D\Lambda, M) \cong \text{Hom}_{\Lambda}(\Lambda, D\Lambda M) \cong D\Lambda M.$$ 

With a straightforward verification using the definition of $\overline{\varphi}$ one can now check that the composition $\delta(M): \overline{\varphi} F_n \cdot \cdots \cdot F_1(M) \rightarrow D\Lambda M$ of the isomorphisms described above is a $\Lambda$-module homomorphism. Since $\delta$ is functorial in $M$, we have that $\psi$ verifies the desired conditions.

Case 2. $\Lambda \cong T_n(K)$. Then $P_n$ is the only indecomposable projective injective module, and is the injective envelope of the simple projective module $P_1$. So $F_1(P_n) \cong \text{Tr } DT$, where $T$ is the simple injective $\text{End}_\Lambda(\bigotimes_2 P_I \bigotimes \text{Tr } DP_I)^{\text{op}}$-module that is not in the image of $F_1$ (see Proposition 2.1). Therefore $F_1(P_n)$ is
not injective. Since the modules $P_1, \ldots, P_{n-1}$ are not injective either, we
know that $\text{Tr} DF_j \cdots F_i (P_{j+1}) \cong F_j \cdots F_i (\text{Tr} DF_{j+1})$, $j = 1, \ldots, n - 2$, and $\text{Tr} DF_j \cdots F_i (P_n) \cong F_j \cdots F_i (\text{Tr} DF_i (P_n))$, for $j < n$. To prove this we
use, as in Case 1, Proposition 2.1. $\Lambda_n$ is isomorphic, as a $\Lambda_n$-module, to the
sum of one copy of each of the indecomposable projective $\Lambda_n$-modules. That
is,
$$
\Lambda_n \cong \prod_{i=1}^{n-1} F_n \cdots F_1 (\text{Tr} DF_i (P_n)) \amalg F_n \cdots F_2 \text{Tr} DF_i (P_n).
$$
We write $Q = \bigcup_{i=1}^{n-1} P_i$. Then $\Lambda \cong P_n \amalg Q$,
$$
\Lambda_n \cong F_n \cdots F_2 \text{Tr} DF_i (P_n) \amalg F_i (\text{Tr} DQ),
$$
and there is a natural ring isomorphism
$$
\varphi: \text{End}_A(Q) \rightarrow \text{End}_{\Lambda_n} (F_n \cdots F_1 \text{Tr} DQ),
$$
defined by $\varphi(f) = F_n \cdots F_1 \text{Tr} D(f)$. By hypothesis, the ring $\Lambda$ is isomor-
phic to $T_n(K)$, so $\Lambda_n$ is also isomorphic to $T_n(K)$, by Theorem 3.6. There are
then ring isomorphisms $\pi: \Lambda \rightarrow T_n(K)$, $\pi': \Lambda_n \rightarrow T_n(K)$ such that
$$
\pi(\text{End}_A(Q)^{op}) = \pi'(\text{End}_{\Lambda_n}(Q)^{op}) = \left\{ \begin{pmatrix} A & 0 \\
0 & 0 \end{pmatrix}, A \in T_{n-1}(K) \right\}.
$$
Then $\pi' \varphi \pi^{-1}$ can be considered as an automorphism of $T_{n-1}(K)$ and is,
therefore, inner, by Corollary 3.4, and is given by conjugation by some
element $A \in T_{n-1}(K)$. Let $\alpha$ be the inner automorphism of $T_n(K)$ defined by
conjugation by the matrix $(\alpha_i^j)$. We will now prove that $\alpha F_n \cdots F_1 \cong D$ Tr.
As we recalled above, $\text{Tr} DF_i (P_n) \cong T$ is simple injective. Therefore,
$\text{Hom}_{\Lambda_n}(\text{Tr} DF_i (P_n), F_i(M)) = 0$, because $F_i(M) \cong T$. On the other hand,
$\text{Hom}_{\Lambda_n}(P_n, \text{Tr} M) = 0$, because $P_n$ is injective and therefore all its factors
are injective. So $F_n \cdots F_1 (M)$ and $\text{D} \text{Tr} M$ are, respectively, modules over
$\text{End}_{\Lambda_n}(F_n \cdots F_1 (Q))^{op}$ and $\text{End}_A(Q)^{op}$, and we can proceed as in Case 1.
$\delta(M)$ is the composition of the group isomorphisms
$$
\text{Hom}_{\Lambda_n}(\text{Tr} DQ, F_i(M)) \cong \text{Hom}_A(\text{Tr} DQ, M)
$$
$$
= \text{Hom}_A(Q, \text{Tr} DM) = \text{Hom}_A(\Lambda, \text{D} \text{Tr} M) = \text{D} \text{Tr} M.
$$
One can again verify that $\delta(M): \tilde{\psi} F_n \cdots F_1 (M) \rightarrow \text{Tr} D M$ is a $\Lambda$-homo-
morphism. Since $\delta$ is functorial in $M$, this ends our discussion.

4. Functors between modules over triangular matrix rings. In this section we
study certain functors $F'$, $G'$ between modules over triangular matrix rings,
which induce equivalences between subcategories of module categories. Spec-
ializing our assumptions, our functors $F'$ and $G'$ will be partial Coxeter
functors between left artin rings. We show that if $\Lambda$ is a basic artin ring with a
simple projective noninjective $\Lambda$-module $S_\nu$, $\Lambda = PI(S_1), X = PI(\text{Tr} D'S_1)$,
where $D'S_1 = S_1^*/rS_1^*$ and $(\text{Tr} D'S_1)^* = 0$, then our functor $F'$ will be
equivalent to $(X, :) \colon \text{mod } \Lambda \to \text{mod } \text{End}_{\Lambda}(X)^{\text{op}}$, so that in particular $(X, :)$ is a partial Coxeter functor.

We study functors between modules over triangular matrix rings of the form $(R, S)$, where $R$ and $S$ are rings and $R^S_R$ is an $S$-$S$-bimodule. We consider the (left) $(R, S)$-modules as triples $(A, B, f)$, where $A$ is an $S$-module, $B$ is an $S$-module and $f: M \otimes A \to B$ is an $S$-homomorphism. A morphism between two objects $(A, B, f)$ and $(A', B', f')$ is a pair $(\alpha, \beta)$, where $\alpha: A \to A'$ is an $S$-homomorphism and $\beta: B \to B'$ is an $S$-homomorphism such that the diagram

\[
\begin{array}{ccc}
M \otimes A & \xrightarrow{1_M \otimes \alpha} & M \otimes A' \\
\downarrow f & & \downarrow f' \\
B & \xrightarrow{\beta} & B'
\end{array}
\]

commutes. When it is more convenient we consider the $(R, S)$-modules as triples $(g, U, V)$, where $U$ is an $R$-module, $V$ an $S$-module and $g: U \to \text{Hom}_S(M, V)$ is an $R$-homomorphism (see [16]). A morphism between two objects $(g, U, V)$ and $(g', U', V')$ is then a pair $(\alpha, \beta)$, where $\alpha: U \to U'$ is an $R$-homomorphism, $\beta: V \to V'$ is an $S$-homomorphism such that the diagram

\[
\begin{array}{ccc}
U & \xrightarrow{\alpha} & U' \\
\downarrow g & & \downarrow g' \\
\text{Hom}_S(M, V) & \xrightarrow{\text{Hom}_S(1_M, \beta)} & \text{Hom}_S(M, V')
\end{array}
\]

commutes. If $R^S_S$ is finitely generated projective, then there is an isomorphism $\varphi$ between the functors $\text{Hom}_S(M, S) \otimes$ and $\text{Hom}_S(M, S)$ from $\text{Mod } S$ to $\text{Mod } R$, where $\varphi_X: \text{Hom}_S(M, S) \otimes X \to \text{Hom}_S(M, X)$ is given by $(\varphi_X(h \otimes x))(m) = h(m)x$, for $m \in M$, $h \in \text{Hom}_S(M, S)$ and $x \in X$. Hence the modules can be considered as triples $(g, U, V)$, where $g: U \to M^S \otimes_S V$ is an $R$-map. Here $M^S$ denotes the $R$-$S$-bimodule $\text{Hom}_S(M, S)$, and for a ring $\Delta$, $\text{Mod } \Delta$ denotes the category of all (left) $\Delta$-modules. A morphism between two objects $(g, U, V)$ and $(g', U', V')$ is then a pair of morphisms $(\gamma, \delta)$, where $\gamma: U \to U'$ is an $R$-homomorphism and $\delta: V \to V'$ is an $S$-homomorphism such that the diagram

\[
\begin{array}{ccc}
U & \xrightarrow{\gamma} & U' \\
\downarrow g_1 & & \downarrow g' \\
M^S \otimes_S V & \xrightarrow{1_{M^S} \otimes \delta} & M^S \otimes_S V'
\end{array}
\]
commutes. It will be clear from the context which description of the modules we use in each case.

Let now $R$ and $S$ be rings and $S_{MR}$ a bimodule such that $M_{R}$ is finitely generated and projective. Then $R_{N_{S}^{*}} = M_{R}^{*}$ is a finitely generated projective (left) $R$-module and $N_{S}^{*}$ is isomorphic to $S_{MR}$.

Let $\Lambda = (\begin{array}{cc} R & 0 \\ M_{S} & 0 \end{array})$ and $\Gamma' = (\begin{array}{cc} 0 & 0 \\ N_{S} & R \end{array})$. We shall now define a functor $F'$: Mod $\Lambda \rightarrow$ Mod $\Gamma'$, which for artin rings will be closely related to the functor $F$ we studied in §1. We shall also define a functor $G'$: Mod $\Gamma' \rightarrow$ Mod $\Lambda$ which will be related to the functor $G$ defined in §1.

For an $(A_{B},f)$-module $(A, B, f)$, define $F'(A, B, f)$ to be $(j, \text{Ker}(f), A)$, where $j$: Ker$(f) \rightarrow M \otimes A \rightarrow B$. For a morphism $(\alpha, \beta)$: $(A, B, f) \rightarrow (A', B', f')$, we define $F'(\alpha, \beta) = (\gamma, \alpha)$, where $\gamma$: Ker$(f) \rightarrow$ Ker$(f')$ is induced by $1_{M} \otimes \alpha: M \otimes A \rightarrow M \otimes A'$.

We define the functor $G'$: Mod$(\begin{array}{cc} 0 & 0 \\ N_{S} & 0 \end{array})$ as follows, $G'(g, U, V)$ = $(V, \text{Coker}(g), p)$, where $p$: $M \otimes V \rightarrow$ Coker$(g)$ is the natural morphism such that $U \rightarrow M \otimes V \rightarrow \text{Coker}(g) \rightarrow 0$ is exact. For a morphism $(\gamma, \delta)$: $(g, U, V) \rightarrow (g', U', V')$, we define $G'(\gamma, \delta) = (\delta, \beta)$: $(V, \text{Coker}(g), p) \rightarrow (V', \text{Coker}(g'), p')$, where $\beta$: Coker$(g) \rightarrow$ Coker$(g')$ is induced by $1_{M} \otimes \delta: M \otimes V \rightarrow M \otimes V'$.

We denote by $C$ the full subcategory of Mod$(\begin{array}{cc} 0 & 0 \\ M_{S} & 0 \end{array})$ whose objects are the $(A, B, f)$, where $f$: $M \otimes A \rightarrow B$ is an epimorphism, and by $D$ the full subcategory of Mod$(\begin{array}{cc} 0 & 0 \\ N_{S} & 0 \end{array})$ whose objects are the $(g, U, V)$ where $g$: $U \rightarrow M \otimes V$ is a monomorphism.

We have the following relationship between the functors $F'$ and $G'$.

**Proposition 4.1.** Let the notation and assumptions be as above.
(a) $F'$ is a right adjoint functor to $G'$, hence $F'$ is left exact and $G'$ is right exact.
(b) The natural transformation $G'F' \rightarrow I$ given by the adjointness of $F'$ and $G'$ is an isomorphism on an object $(A, B, f)$ if and only if $f$: $M \otimes A \rightarrow B$ is an epimorphism, and the natural transformation $I \rightarrow F'G'$ is an isomorphism on an object $(g, U, V)$ if and only if $g$: $U \rightarrow M \otimes V$ is a monomorphism.
(c) $F'$: $C \rightarrow D$ and $G'$: $D \rightarrow C$ are inverse equivalences of categories.
(d) If $0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$ is an exact sequence in Mod$(\begin{array}{cc} 0 & 0 \\ M_{S} & 0 \end{array})$, where $X$ lies in $C$, then $0 \rightarrow F'(X) \rightarrow F'(Y) \rightarrow F'(Z) \rightarrow 0$ is exact, and if $0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$ is an exact sequence in Mod$(\begin{array}{cc} 0 & 0 \\ N_{S} & 0 \end{array})$ where $Z$ lies in $D$, then $0 \rightarrow G'(X) \rightarrow G'(Y) \rightarrow G'(Z) \rightarrow 0$ is exact.

**Proof.** (a) Let $(A, B, f)$ be in Mod $\Lambda$ and $(g, U, V)$ in Mod $\Gamma'$. We want to define a natural isomorphism between Hom$G'(g, U, V), (A, B, f))$ and
Hom((g, U, V), F'(A, B, f)). A morphism from \( G'(g, U, V) = (V, \text{Coker}(g), f') \) to \((A, B, f)\) is a pair \((\alpha, \beta)\), where \(\alpha: V \to A, \beta: \text{Coker}(g) \to B\) are such that the diagram

\[
\begin{array}{c}
\begin{array}{ccc}
0 & & \\
\downarrow & & \\
U & \downarrow g & \\
\downarrow & & \\
M \otimes V & \xrightarrow{1_M \otimes \alpha} & M \otimes A \\
\downarrow & \downarrow f & \\
\text{Coker}(g) & \xrightarrow{\beta} & B \\
\downarrow & & \\
0
\end{array}
\end{array}
\]

commutes. There is induced a morphism \(\gamma: U \to \text{Ker}(f)\) such that \((\gamma, \alpha)\) is a morphism from \((g, U, V)\) to \((g', \text{Ker}(f), A) = F'(A, B, f)\). It is not hard to see that in this way we get a natural isomorphism, so that \(F'\) is a right adjoint functor to \(G'\). Hence \(F'\) is left exact and \(G'\) is right exact.

(b) It is easy to see that \(G'F'(A, B, f) = (A, \text{Im}(f), f)\), and the natural morphism \((A, \text{Im}(f), f) \to (A, B, f)\) is \((1_A, j)\), where \(j: \text{Im}(f) \to B\) is the inclusion morphism. From this it follows that the natural morphism \(G'F'(A, B, f) \to (A, B, f)\) is an isomorphism if and only if \(f: M \otimes A \to B\) is an epimorphism. Similarly \(F'G'(g, U, V) = (g', \text{Im}(g), V)\), where \(g': \text{Im}(g) \to M \otimes V\) is the natural morphism induced by \(g: U \to M \otimes V\), such that the diagram

\[
\begin{array}{ccc}
U & \xrightarrow{g} & M \otimes V \\
\downarrow p & & \downarrow g' \\
\text{Im}(g)
\end{array}
\]

commutes. We then have the natural morphism \((p, 1_{g'})\) from \((g, U, V)\) to \((g', \text{Im}(g), V)\), which is clearly an isomorphism if and only if \(g: U \to M \otimes V\) is a monomorphism.

(c) Follows directly from (b), observing in addition that \(F'(A, B, f)\) is always in \(\mathfrak{Q}\) and \(G'(g, U, V)\) is always in \(\mathfrak{C}\).

(d) Let \(0 \to (A', B', f') \to (A, B, f) \to (A'', B'', f'') \to 0\) be an exact sequence in \(\text{Mod} \Lambda\), where \(f': M \otimes A' \to B'\) is an epimorphism. That the above sequence is exact means that \(0 \to A' \to A \to A'' \to 0\) and \(0 \to B' \to B \to B'' \to 0\) are exact sequences. Using that \(M_R\) is projective and using the snake lemma, we get the following commutative diagram:
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This shows that we get an exact sequence

\[ 0 \to F'(A', B', f') \to F'(A, B, f) \to F''(A'', B'', f'') \to 0. \]

The second part of (d) follows similarly.

Assume now that \( R \) and \( S \) are basic artin rings, not necessarily artin algebras, and that \( _SM_R \), in addition to being a finitely generated projective \( R \)-module, is a finitely generated \( S \)-module. Then \( \Lambda = (\begin{pmatrix} R & 0 \\ 0 & S \end{pmatrix}) \) is an artin ring, and \( \Gamma' = (\begin{pmatrix} R & 0 \\ 0 & S \end{pmatrix}) \) is a left artin ring. In this case it is easy to see that if \( (A, B, f) \) is finitely generated, then \( F'(A, B, f) \) is finitely generated, so that \( F' \) induces a functor from \( \text{mod } \Lambda \) to \( \text{mod } \Gamma' \). If we assume that \( S \) is a division ring and \( Af \) is not zero, \( F \) will be a (left) partial Coxeter functor in the sense of §2, as follows from Proposition 4.1. For it is not hard to see that in this case the only indecomposable \( \Lambda \)-module not in \( \mathcal{C} \) is \( S_1 = (0, S, 0) \), which is simple projective noninjective, and the only indecomposable \( \Gamma' \)-module not in \( \mathcal{D} \) is \((S, 0, 0)\), which is a simple injective nonprojective \( \Gamma' \)-module.

If we start with a basic artin ring \( \Lambda \) with a simple projective module \( S_1 \) and we write \( \Lambda = S_1IP \), then \( \Lambda \) is isomorphic to the triangular matrix ring \( (\begin{pmatrix} R & 0 \\ 0 & S \end{pmatrix}) \) where \( R = \text{End}_A(P)^{op} \), \( S = \text{End}_A(S_1)^{op} \) and \( M = \text{Hom}_A(S_1, P) \). Since we get a partial Coxeter functor when \( M_R \) is finitely generated projective, we shall investigate when this condition is satisfied.

**Proposition 4.2.** Let \( \Lambda \) be a basic artin ring with a simple projective noninjective module \( S_1 \) and let \( P \) be given by \( \Lambda = S_1IP \). Then \( M = (S_1, P) \) is a right projective \( \text{End}(P)^{op} \)-module if and only if \( (\text{Tr } D'S_1)^* = 0 \), where as in §1, \( D'S_1 = S_1^*/rS_1^* \). In particular, \( M \) is a projective \( \text{End}(P)^{op} \)-module if \( \Lambda \) is hereditary.

**Proof.** Let \( 0 \to S_1 \to Q \to \text{Tr } D'S_1 \to 0 \) be an almost split sequence, as described at the end of §1. Consider the exact sequence

\[ 0 \to (\text{Tr } D'S_1, P) \to (Q, P) \to (S_1, P) \to \text{Ext}_A^1(\text{Tr } D'S_1, P) \to 0. \]

Since \( S_1 \) is simple and not isomorphic to a summand of \( P \), it follows, as for algebras in Lemma 1.1, that \( \text{Ext}_A^1(\text{Tr } D'S, P) \) is zero. Assume now that
(\text{Tr } D'S_1)^* = 0. \text{ Then we have an isomorphism } (Q, P) \rightarrow (S_1, P). \text{ Since every indecomposable summand of } Q \text{ is a summand of } P, \text{ we conclude that } (Q, P), \text{ and hence } (S_1, P), \text{ is a projective } \text{End}(P)-\text{module.}

Assume conversely that \((S_1, P)\) is a projective \text{End}(P)-\text{module}. \text{ Then there is a map } \nu: (S_1, P) \rightarrow (Q, P) \text{ such that } (Q, P) = \text{Im}(\iota)\text{Im}(\nu). \text{ Since } Q \text{ is in } \text{add}(P) \text{ and } (\ , P) \text{ induces an equivalence of categories between } \text{add}(P) \text{ and the finitely generated projective } \text{End}(P)-\text{modules}, \text{ there is a decomposition } Q = Q_1 \amalg Q_2 \text{ inducing the decomposition } (Q, P) = (Q_1, P)\text{End}(Q_2, P), \text{ where } (Q_1, P) = \text{Im}(\iota) \text{ and } (Q_2, P) = \text{Im}(\nu). \text{ But then the induced morphism } (Q_1, P) \rightarrow (S_1, P) \text{ is zero. Since } Q_1 \text{ is in } \text{add}(P) \text{ this implies that the map } S_1 \rightarrow Q_1 \text{ is zero. This is a contradiction since the map } S_1 \rightarrow Q_1 \text{ is irreducible, because } Q_1 \text{ is a summand of } Q, \text{ and } 0 \rightarrow S_1 \rightarrow Q \rightarrow \text{Tr } D'S_1 \rightarrow 0 \text{ is an almost split sequence [7, Theorem 2.4]. Hence } (\text{Tr } D'S_1, P) \text{ is zero, and since obviously } (\text{Tr } D'S_1, S_1) \text{ is zero, we conclude that } (\text{Tr } D'S_1)^* = 0.

We can now combine our results so far in this section to get the following proposition, which in particular gives us examples of Coxeter functors between left artin rings which are not necessarily artin algebras.

**Proposition 4.3.** Let \(A\) be a basic artin ring with a simple projective noninjective module \(S_1\), let \(A = S_1 \amalg P\), and assume that \((\text{Tr } D'S_1)^*\) is zero. \text{ Then } \Lambda = (\mathbb{R} \amalg S, 0), \text{ where } R = \text{End}(P)^\text{op}, S = \text{End}(S_1)^\text{op} \text{ and } M_R = (S_1, P)_R \text{ is finitely generated projective. Let } \Gamma' = (\mathbb{R}, 0, 0). \text{ Then the functors } F': \text{mod } A \rightarrow \text{mod } \Gamma' \text{ and } G': \text{mod } \Gamma' \rightarrow \text{mod } A \text{ are adjoint partial Coxeter functors which induce inverse equivalences of categories between } \mathcal{C}_{S_1} \text{ and } \mathcal{C}_T, \text{ where } S_1 = (0, S, 0) \text{ and } T = (S, 0, 0).

**Corollary 4.4.** Let \(A\) be a basic artin ring and \(S_1\) a simple projective noninjective \(A\)-module such that \((\text{Tr } D'S_1)^*\) is zero, \(A = P \amalg S_1, \ X = P \amalg \text{Tr } D'S_1, \ \Gamma = \text{End}(X)^\text{op}. \text{ Then } (X,): \text{mod } A \rightarrow \text{mod } \Gamma \text{ is a left partial Coxeter functor.}

**Proof.** By Proposition 4.3 there is some left partial Coxeter functor \(F = F_S: \text{mod } A \rightarrow \text{mod } \Lambda\), which is by Theorem 2.3 equivalent to \((X, ),\) which is then a left partial Coxeter functor.

**5. Connections with diagrams.** For a certain class of hereditary artin tensor rings, namely hereditary rings with duality conditions, partial Coxeter functors and Coxeter functors have been studied in [9] and [13], as a tool for studying the representation theory of these rings. Actually, these functors are defined between categories of representations of diagrams, but can be interpreted to give functors between module categories. They are left or right partial Coxeter functors in the sense of §2, and are by our uniqueness results from §2, closely related to the functors studied in §§1 and 4. We shall see here
that the connection with the triangular matrix case studied in §4 is particularly natural. A Coxeter functor \( C^+ \) in the diagram case is defined to be a composite of partial Coxeter functors defined for diagrams, and is, by our results in §2, closely related to \( D \, Tr \) in the case of artin algebras. However, we cannot conclude in general that \( C^+ \) is isomorphic to \( D \, Tr \). In particular, \( C^+ \) is not uniquely defined up to isomorphism of functors, and we include a discussion of this problem. However, it has been shown in [10] that for an artin tensor algebra \( \Lambda \) there is some Coxeter functor \( C^+ \) which is isomorphic to \( D \, Tr \). Here we show that for an arbitrary tensor ring with duality conditions, a given Coxeter functor \( C^+_1 \) is isomorphic to \( D_1 \, Tr \) for some duality \( D_1 \).

For the convenience of the reader, we start out by recalling some background material from [9], [13].

A valued graph \((\Gamma, d)\) is a finite set \( \Gamma \) of vertices together with pairs of nonnegative integers \((d_{ij}, d_{ji})\) with \( d_{ii} = 0 \) for all \( i \in \Gamma \), and such that there exist natural numbers \( f_i \) satisfying \( d_{ij} f_j = d_{ji} f_i \) for all \( i, j \in \Gamma \). We shall assume that \((\Gamma, d)\) is connected, in the sense that for every \( k, \ell \in \Gamma \) there is a sequence \( k, \ldots, i, j, \ldots, \ell \) of vertices of \( \Gamma \) such that \( d_{ij} \neq 0 \) for each pair of subsequent vertices \( i, j \). Pairs \((i, j)\) where \( d_{ij} \neq 0 \) are the edges and \( i \) and \( j \) are said to be neighbors.

An orientation \( \Omega \) of a valued graph \((\Gamma, d)\) is given by prescribing for each edge \( i, j \) of \((\Gamma, d)\) an order, indicated by an arrow \( i \rightarrow j \). Given an orientation \( \Omega \) and a vertex \( k \) in \( \Gamma \), we get a new orientation \( s_k \Omega \) of \((\Gamma, d)\) by reversing the direction of arrows along all edges containing \( k \). A vertex \( k \) in \( \Gamma \) is said to be a sink with respect to \( \Omega \) if \( k \leftarrow i \) for all neighbors \( i \in \Gamma \) of \( k \), and a source if \( k \rightarrow i \) for all neighbors \( i \in \Gamma \) of \( k \). An orientation \( \Omega \) of \((\Gamma, d)\) is said to be admissible if there is an ordering \( k_1, \ldots, k_n \) of the vertices of \( \Gamma \) such that each vertex \( k_r \) is a sink with respect to the orientation \( s_{k_{r-1}} \cdots s_{k_1} \Omega \) for all \( r, 1 < r < n \). Such an ordering of the \( k_r \) is called an admissible ordering for \( \Omega \).

A modulation \( M \) of a valued graph \((\Gamma, d)\) is a set of division rings \( F_i, i \in \Gamma \), together with finite dimensional \( F_i F_j \)-bimodules \( jM_i \) and \( jM_j \) for all edges \((i, j)\) of \((\Gamma, d)\) such that

1. there are \( F_j F_i \)-bimodule isomorphisms \( jM_i \cong \text{Hom}_{F_i}(iM_j, F_i) \cong \text{Hom}_{F_j}(jM_i, F_j) \),
2. \( \dim(iM_j)_{F_i} = d_{ij} \).

A realization \((M, \Omega)\) of a valued graph \((\Gamma, d)\) is a modulation \( M \) of \((\Gamma, d)\) together with an admissible orientation \( \Omega \).

A representation \( X = (iX, \varphi_i) \) of a realization \((M, \Omega)\) of \((\Gamma, d)\) is a set of finite dimensional left \( F_i \)-spaces \( iX, i \in \Gamma \), together with \( F_j \)-linear maps \( \varphi_i: jM_i \otimes_{F_i} X \rightarrow iX \) for all oriented edges \( i \rightarrow j \). A morphism from a representation \( X = (iX, \varphi_i) \) to a representation \( X' = (iX', \varphi'_i) \) is a set \( \alpha = (\alpha_i) \) of
$F$-linear maps $\alpha_i: iX \to X'$ for $i \in \Gamma$, such that $j\varphi_i(1_{M_i} \otimes \alpha_i) = \alpha_i \cdot j\varphi_i$. The representations of $(M, \Omega)$ form an abelian category which we denote by $\mathcal{L}(M, \Omega)$.

For a sink $k$ of the realization $(M, \Omega)$ there is a partial Coxeter functor $S_k^+: \mathcal{L}(M, \Omega) \to \mathcal{L}(M, s_k\Omega)$ defined as follows. Let $X = (iX, j\varphi_i)$ be an object in $\mathcal{L}(M, \Omega)$. Then $S_k^+(X)$ is defined to be $Y = (iY, j\psi_i)$, where $jY = iX$ for all $i \neq k$ and $kY$ is the kernel in the sequence

$$0 \to kY \to \bigoplus_{j \in \Gamma} kM_j \otimes jX \to kX.$$

Further $j\psi_i = j\varphi_i$ for $i \neq k$, and $j\psi_k: M_k \otimes kY \to jY$ is determined by $j\psi_k: kY \to kM_j \otimes jY$, using the natural isomorphism

$$\text{Hom}_{F_j}(M_k \otimes kY, jY) \to \text{Hom}_{F_j}(kY, \text{Hom}_{F_j}(M_k, jY))$$

and the inverse of the natural isomorphism

$$\text{Hom}_{F_j}(M_k, jY) \to \text{Hom}_{F_j}(M_k, F_k) \otimes jY,$$

together with the given isomorphism $\text{Hom}_{F_j}(M_k, F_k) \to kM_j$. $S_k^+$ is defined on morphisms in a natural way. Now a Coxeter functor $C^+: \mathcal{L}(M, \Omega) \to \mathcal{L}(M, s_k\Omega)$ is defined to be the composite functor $S_k^+ \circ \cdots \circ S_k^+$, where $k_1, \ldots, k_n$ is an admissible ordering with respect to the orientation $\Omega$. The definition of $C^+$ depends on the choice of bimodule isomorphisms. We shall see later in this section that different choices may give rise to nonisomorphic Coxeter functors.

For the convenience of the reader we also recall the connection between the categories $\mathcal{L}(M, \Omega)$ and the categories of finitely generated modules over certain hereditary artin rings. (See [12], [18].) Assume that $(\Gamma, d)$ is a graph with no oriented cycles, and let $(M, \Omega)$ be a realization of $(\Gamma, d)$. Then there is a natural equivalence of categories between $\mathcal{L}(M, \Omega)$ and $\text{mod } \Lambda$, where $\Lambda$ is the following hereditary basic artin ring. Let $i = 1, \ldots, m$ be the vertices of $\Gamma$ and $F_i$ the corresponding division rings. Let $\Sigma = \prod_{i=1}^m F_i$, and let $r = \prod jM_i$, where $jM_i$ runs through all modules where there is an arrow $i \to j$. Since $(\Gamma, d)$ has no oriented cycles, the $n$-fold tensor product of $r$ is zero for some smallest $n$. $\Lambda$ is then the ring $\Sigma + r + r \otimes r + \cdots + r \otimes \cdots \otimes r$, where the last term is an $(n - 1)$-fold tensor product. Conversely, let $\Lambda$ be a basic hereditary artin ring of this form, where $\Sigma = \prod_{i=1}^m F_i$, and where we have a two-sided decomposition of $r$ over $\Sigma$ as $\prod jM_i$, where we mean that for $jM_i$ only $F_j$ has a nonzero action on the left and only $F_i$ has a nonzero action on the right. Assuming that $\text{Hom}_{F_j}(M_i, F_j)$ is isomorphic to $\text{Hom}_{F_j}(M_i, F_j)$, we get a realization of a valued graph $(\Gamma, d)$, where $1, 2, \ldots, m$ are the vertices of $\Gamma$, and there is an arrow $i \to j$ if and only if there is some module $jM_i \neq 0$ in the two-sided decomposition of $r$. When an hereditary artin ring
is of this type, we say that it is a tensor ring with duality conditions.

If $X = (iX, \varphi_j)$ is in $\mathcal{E}(M, \Gamma)$, then the corresponding $\Lambda$-module is $\Pi_i X$ as $\Sigma$-module, and the action of $r = \Pi_i M_i$ on $\Pi_i X$ is given via the morphisms $i\varphi_j$.

If $\Lambda'$ denotes the hereditary artin ring associated with $(M, s_\kappa \Omega)$, where $k$ is a sink for $\Omega$, then the partial Coxeter functor $S_k^+$ defines a functor from $\text{mod } \Lambda$ to $\text{mod } \Lambda'$. And for fixed bimodule isomorphisms the corresponding Coxeter functor $C^+$ defines a functor from $\text{mod } \Lambda$ to $\text{mod } \Lambda$. By the properties of $S_k^+$ listed in [13, §2], we know that $S_k^+$ is a left partial Coxeter functor in the sense defined in §2. Hence we know by Theorem 2.3 that $S_k^+$ is equivalent to the other left partial Coxeter functors we have studied in this paper. We shall see here that we have a particularly natural connection between $S_k^+$ and the left partial Coxeter functor defined for triangular matrix rings in §4.

Let now $(M, \Omega)$ be a realization of a valued graph $(\Gamma, d)$ with no oriented cycles, let $k$ be a sink and let $1, 2, \ldots, k - 1$ be the other vertices. Let $R$ be the hereditary ring determined by the realization $(M', \Omega')$ of the valued graph $(\Gamma', d')$ which we get by removing the vertex $k$ and the bimodules of the form $kM_i$ and $iM_k$. Let $K = \Pi_{i<k} X_i$, $M = \Sigma R$ and $S = F_k$. Let $X = (iX, \varphi_j)$ be a representation of $(M, \Omega)$. Then $X$ determines in a natural way a module $(A, B, f)$ over the triangular matrix ring $(R_{M_{\kappa}}, S)$, where the $R$-module $A$ is $\Pi_{i<k} X_i$ as a $\Sigma$-module and the $R$-action is given by the $\varphi_j$, $B = kX$, and the morphisms $k\varphi_i: kM_i \otimes_i X \to kX$ determine a unique $S$-morphism $K \otimes_S A \to B$, hence a morphism $f: M \otimes_R A \to B$, since we have a natural isomorphism $K \otimes_S R \otimes_R A \to K \otimes_S A$. It is not hard to see that we get a natural equivalence of categories $H_1: \mathcal{E}(M, \Omega) \to \text{mod}(R_{M_{\kappa}}, S)$.

Let now $Y = (iY, \varphi_j)$ be a representation of $(M, s_\kappa \Omega)$. Let $C = kY$, $D$ the $R$-module which is $\Pi_{i<k} Y_i$ as a $\Sigma$-module and the $R$-action is given by the $\varphi_j$. Then $(g, C, D)$ is a module over $(R_{M^*}, S)$, where $g: C \to M \otimes D$ is given as follows. The morphisms $j\psi_k: jM_k \otimes_k jY \to jY$, and hence determine morphisms $g: C \to \Pi_j kM_j \otimes jY = K \otimes_S D = M \otimes_R D$. It is not hard to see that we get a natural equivalence of categories

$$H_2: \mathcal{E}(M, s_\kappa \Omega) \to \text{mod} \begin{pmatrix} S & 0 \\ M^* & R \end{pmatrix}.$$  

Considering the definition of the functors $S_k^+: \mathcal{E}(M, \Omega) \to \mathcal{E}(M, s_\kappa \Omega)$ and

$$F': \text{mod} \begin{pmatrix} R & 0 \\ M & S \end{pmatrix} \to \text{mod} \begin{pmatrix} S & 0 \\ M^* & R \end{pmatrix},$$

it is not hard to see that we have a commutative diagram:
Let \( \Lambda \) be a tensor ring with duality conditions, and \( S_1 \) a simple projective noninjective \( \Lambda \)-module. Then the corresponding partial Coxeter functors \( S_1^+ \) and \( F' \) from \( \$4 \) are equivalent functors in a natural way.

Let \( \Lambda \) be an hereditary tensor algebra. Then we know that a given Coxeter functor \( C^+ : \text{mod} \Lambda \to \text{mod} \Lambda \), which is by definition a composite of partial Coxeter functors, is equivalent to \( D \text{ Tr} \) by Theorem 3.6. For we know from [13, \$2] that \( C^+ \) takes projectives to zero and induces an equivalence of categories \( \text{mod}_P \Lambda \to \text{mod}_I \Lambda \). However, this does not necessarily mean that \( D \text{ Tr} \) and \( C^+ \) are isomorphic functors. In fact, the definition of \( C^+ \) was made using fixed bimodule isomorphisms \( \text{Hom}_F(\Lambda M_f, F) \to \text{Hom}_F(\Lambda M_f, F) \).

As remarked in [13], the theory in [13] is independent of this choice. We shall see that different choices may give rise to nonisomorphic Coxeter functors. We shall, in fact, devote some time to a discussion of what this depends on.

Choosing bimodule isomorphisms \( \text{Hom}_F(iM_f, F) \to \text{Hom}_F(iM_f, F) \) is equivalent to choosing bimodule isomorphisms \( \text{Hom}_F(iM_f, F) \to \text{Hom}_F(iM_f, F) \). Two different choices of these isomorphisms give rise to bimodule isomorphisms \( iM_f \to iM_f \), which induce a ring isomorphism \( t : \Lambda \to \Lambda \) by using the identity on the \( F_i \). It is then not hard to see that if \( C_1^+ \) and \( C_2^+ \) are two Coxeter functors, then \( C_1^+ = t^*C_2^+ \), where \( t^* : \text{mod} \Lambda \to \text{mod} \Lambda \) is an equivalence of categories induced by a ring isomorphism which is given by bimodule isomorphisms \( iM_f \to iM_f \). Since \( C_1^+ \) and \( C_2^+ \) both induce equivalences of categories between \( \text{mod}_P \Lambda \) and \( \text{mod}_I \Lambda \), it is easy to see that \( C_1^+ \) and \( C_2^+ \) are isomorphic if and only if the restriction of \( t^* \) to \( \text{mod}_I \Lambda \) is isomorphic to the identity.

We can then get the following result.

**Proposition 5.2.** Let \( \Lambda \) be an artin hereditary tensor ring with duality conditions. Then the isomorphism classes of Coxeter functors are in one to one correspondence with the elements of the quotient group \( G/H \), where \( G \) is the group of automorphisms induced by bimodule isomorphisms \( iM_f \to iM_f \), and \( H \) the subgroup consisting of those of this type which are inner.

**Proof.** Since an isomorphism \( t : \Lambda \to \Lambda \) induces a functor \( t^* : \text{mod} \Lambda \to \text{mod} \Lambda \) which is isomorphic to the identity if and only if \( t \) is an inner
automorphism [15, pp. 454–456], this is a direct consequence of Proposition 3.3 and the above remarks.

As an immediate consequence we have the following.

**Corollary 5.3.** Let \( \Lambda \) be an artin hereditary tensor ring with duality conditions. Then all Coxeter functors are isomorphic if and only if every ring isomorphism \( \Lambda \to \Lambda \) induced by bimodule isomorphisms \( _{ij}M_{ij} \to _{ij}M_{ij} \) is an inner automorphism.

To give a concrete example for when not all Coxeter functors are isomorphic consider \( \Lambda = (K \mathbb{Z} \mathbb{Z}) \), for a field \( K \), where the \( K\mathbb{Z} \mathbb{Z} \)-bimodule structure of \( K\mathbb{Z} \mathbb{Z} \) is given by \( a(b, c) = (ab, ac) \), \( (b, c)d = (bd, cd) \). Then the isomorphism \( t \) defined by

\[
   t\left(\begin{array}{cc}
   a & 0 \\
   (b, c) & d
   \end{array}\right) = \left(\begin{array}{cc}
   a & 0 \\
   (c, b) & d
   \end{array}\right)
\]

is induced by a bimodule isomorphism \( K\mathbb{Z} \mathbb{Z} \to K\mathbb{Z} \mathbb{Z} \), which is easily checked not to be inner. Hence by the above there are two Coxeter functors \( C_1^+ \) and \( C_2^+ \) which are not isomorphic.

Let

\[
P = \left(\begin{array}{cc}
   K & 0 \\
   K\mathbb{Z} \mathbb{Z} & 0
   \end{array}\right), \quad N_1 = \left(\begin{array}{cc}
   0 & 0 \\
   K\mathbb{Z} \mathbb{Z} & 0
   \end{array}\right), \quad N_2 = \left(\begin{array}{cc}
   0 & 0 \\
   0\mathbb{Z} \mathbb{Z} & 0
   \end{array}\right).
\]

Since \( t^*(P/N_1) = P/N_2 \) and \( P/N_1, P/N_2 \) are obviously not isomorphic, \( C_1^+ \) and \( C_2^+ \) are also not isomorphic on objects.

We shall now give a direct interpretation of what a Coxeter functor \( C^+ \) for an artin hereditary tensor ring \( \Lambda \) looks like.

We have already seen that for artin algebras there is a close relationship between a given \( C^+ \) and \( D \text{ Tr} \).

We shall now see that if \( C_1^+ \) is a Coxeter functor for an arbitrary hereditary tensor ring \( \Lambda \) with duality conditions, then there is some duality \( D_1: \text{mod} \Lambda^\text{op} \to \text{mod} \Lambda \) such that \( C_1^+ \) is isomorphic to \( D_1 \text{ Tr} \). In particular, this shows that the hereditary tensor rings \( \Lambda \) with duality conditions have a duality. Our result will be a consequence of the following more general result.

**Theorem 5.4.** Let \( \Lambda \) and \( \Lambda' \) be indecomposable hereditary artin rings and \( \alpha: \text{mod}_\rho \Lambda \to \text{mod}_\rho \Lambda' \) an equivalence of categories. Then \( \alpha = D_1 \text{ Tr}_1 \text{mod}_\rho \Lambda \) for some duality \( D_1: \text{mod} \Lambda^\text{op} \to \text{mod} \Lambda' \).

**Proof.** Since \( \text{Tr}: \text{mod} \Lambda^\text{op} \to \text{mod} \Lambda \) induces a duality \( \text{Tr}: \text{mod}_\rho \Lambda^\text{op} \to \text{mod}_\rho \Lambda \) we get a duality \( \beta: \text{mod}_\rho \Lambda^\text{op} \text{ Tr}_1 \text{mod}_\rho \Lambda \to \text{mod}_\rho \Lambda' \). Since \( \text{mod}_\rho \Lambda^\text{op} \) is closed under factors and \( \text{mod}_\rho \Lambda' \) is closed under subobjects, we can use Lemma 2.1 to conclude that a sequence \( 0 \to A \to B \to C \to 0 \) with \( A, B \) and \( C \) in \( \text{mod}_\rho \Lambda^\text{op} \) is exact if and only if \( 0 \to \beta C \to \beta B \to \beta A \to 0 \) is exact.
Let $A$ be indecomposable and not projective in $\text{mod} \Lambda^\text{op}$. If $A$ is injective, we can show as in Lemma 2.2 that $\beta(A)$ is projective since $\text{mod} \Lambda'$ is closed under subobjects and projective covers, using that $\Lambda'$ is hereditary. Assume next that $\beta(A)$ is projective. We will prove that then $A$ is injective. Let $i: A \rightarrow B$ be a monomorphism where $B$ is in $\text{mod}_p \Lambda^\text{op}$, and consider the exact sequence $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$. Since $A$, $B$ and $C$ are in $\text{mod}_p \Lambda^\text{op}$, we know that $\beta(i): \beta(B) \rightarrow \beta(A)$ is an epimorphism, which splits since $\beta(A)$ is projective. Hence $i: A \rightarrow B$ is a split monomorphism. Using now the fact that all monomorphisms $i: A \rightarrow B$ in $\text{mod}_p \Lambda^\text{op}$ split we will prove that $A$ is injective.

Let $j: K \rightarrow L$ be an arbitrary monomorphism in $\text{mod} \Lambda^\text{op}$, and $t: K \rightarrow A$ a morphism. Consider the pushout diagram:

\[
\begin{array}{cccccc}
0 & \rightarrow & K & \xrightarrow{j} & L & \xrightarrow{t} & L/K & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & A & \xrightarrow{s} & E & \xrightarrow{t} & L/K & \rightarrow & 0 \\
\end{array}
\]

Since $A$ is not projective and $\Lambda^\text{op}$ is hereditary, there is a decomposition $E = E_1 \oplus E_2$ such that $\text{Im}(s) \subset E_1$ and $E_1$ has no nonzero projective summands. Since $E$ and hence $E_1$ is finitely generated, we know that $A \rightarrow E_1$, and hence $s: A \rightarrow E$ is a split monomorphism. This shows that there is a map $u: L \rightarrow A$ such that $u \circ j = t$, and it follows that $A$ is injective.

We point out that the above also shows that all indecomposable injectives in $\text{mod} \Lambda^\text{op}$ are finitely generated. For let $A$ be indecomposable and not projective, and consider $0 \rightarrow \beta(K) \rightarrow \beta(B) \rightarrow \beta(A) \rightarrow 0$, where $\beta(B) \rightarrow \beta(A)$ is a projective cover. Then $0 \rightarrow A \rightarrow B$ is exact, and we have just seen that $B$ is then injective, so the injective envelope of $A$ is finitely generated. Let now $S$ be simple. If the injective envelope $I(S)$ of $S$ is not finitely generated then there is a finitely generated nonprojective module $E$ such that $S \subset E \subset I(S)$. By the above we know that the injective envelope of $E$, which is $I(S)$, is finitely generated, and this is a contradiction. So for every simple module $S$ the injective envelope of $S$ is finitely generated.

We can now conclude from the above that $\beta$ induces a duality between the finitely generated injective nonprojective $\Lambda^\text{op}$-modules and the finitely generated projective noninjective $\Lambda$-modules. If $\Lambda$ and $\Lambda'$ have no projective injectives, this can be extended to a duality $D_1: \text{mod} \Lambda^\text{op} \rightarrow \text{mod} \Lambda'$. $D_1$ extends $\beta$ since $\beta$ preserves exact sequences $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ with $A$, $B$ and $C$ in $\text{mod}_p \Lambda^\text{op}$. This shows that $\alpha = D_1 \text{Tr}$ in this case.

If $\Lambda$ has a nonzero projective injective, we know that $\Lambda^\text{op} = T_n(K)$ for a division ring $K$. Then $\text{mod}_p \Lambda^\text{op}$ is equivalent to $\text{mod} T_{n-1}(K)$, and we would get a duality between the finitely generated injective $T_{n-1}(K)$-modules and the finitely generated projective noninjective $\Lambda'$-modules. If $\Lambda'$ had no projective injectives we would get a duality between $\text{mod} T_{n-1}(K)$ and $\text{mod} \Lambda'$, and...
get a contradiction. Hence we get that $\Lambda' = T_n(K')$, where clearly $n = m$ and $K' = K^{op}$. Let $Q$ be the projective injective indecomposable $\Lambda'$-module and let $P$ be the projective injective indecomposable $\Lambda^{op}$-module. We define $\beta(P) = Q$. Using an argument similar to that used in Proposition 3.3 one can extend the restriction of $\beta$ to the full subcategory of finitely generated injective nonprojective $\Lambda^{op}$-modules to a duality $\beta$ from the full subcategory of finitely generated projective $\Lambda^{op}$-modules to the full subcategory of finitely generated projective $\Lambda'$-modules. Then, as in the first case, one can extend $\beta$ to a duality $D_1$; mod $\Lambda^{op} \to$ mod $\Lambda'$.

**Corollary 5.5.** Let $\Lambda$ be an hereditary artin tensor ring with duality conditions, and $C^+_1$ a Coxeter functor. Then $C^+_1 = D_1^4$ for some duality $D_1$.

**Proof.** This follows directly from Theorem 5.4, using that $C^+_1$ and $D_1^4$ take projectives to zero.

Clearly we can not expect more specific information about the duality $D_1$ unless we have more information about the Coxeter functor $C^+_1$. It would be interesting to know in general how to describe the duality $D_1$ such that $C^+_1 = D_1^4$ directly. Actually, the following gives a natural candidate for this duality $D_1$.

Let $(M, \omega)$ be a realization corresponding to an hereditary tensor ring $\Lambda$ with duality conditions. As before, we denote by $F_i$ the associated division rings. Then the graph corresponding to $\Lambda^{op}$ has the same number of edges and arrows, all arrows have opposite direction, and the bimodules are the same, if we consider a representation as a collection of right $F_i$-spaces. Let $X = (\mathcal{X}, \mathcal{Q}, \mathcal{P})$ be a representation of $(M, \omega)$. We define $Y = D_1^4 X$ to be the representation $(Y_1, \mathcal{Q}_1, \mathcal{P}_1)$, where $Y_1 = \text{Hom}_{F_i}(\mathcal{X}, F_i)$, and $\psi_i : \text{Hom}_{F_i}(\mathcal{X}, F_i) \otimes F_j \to \text{Hom}_{F_i}(\mathcal{X}, F_j)$ is the map that we will describe now. The given map $\psi_i : \text{Hom}_{F_i}(\mathcal{X}, F_j) \otimes \text{Hom}_{F_i}(\mathcal{X}, F_j)$ gives by adjointness a map $\mathcal{X} \to \text{Hom}_{F_i}(\mathcal{X}, \mathcal{X})$. Let then $f \in \text{Hom}_{F_i}(\mathcal{X}, F_j)$, $m \in \mathcal{M}_i$. Then we get the following map from $\mathcal{X}$ to $F_j$:

$$j \mathcal{X} \to \text{Hom}_{F_i}(\mathcal{M}_i, \mathcal{X}) \to \text{Hom}_{F_i}(\mathcal{M}_i, F_j) \to F_j,$$

where $m_\ast$ is the image of $m$ under the bimodule isomorphism $\mathcal{M}_i \to \text{Hom}_{F_i}(\mathcal{M}_i, F_j)$. There is also a natural definition on morphisms, in such a way that we get a duality $D_1$.

We conjecture that $C^+_1 = D_1^4$, where $D_1$ is defined as above. In fact, if $\Lambda$ is an artin algebra, this turns out to be the case. To see this we use that Brenner and Butler have shown that for a particular choice of bimodule isomorphisms the corresponding Coxeter functor $C^+$ is isomorphic to $D^4$. We recall which $C^+$ they consider in [10]. With the previous notation we assume that the hereditary artin tensor ring $\Lambda$ is an algebra over the field $K$.  
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and we fix $F_i$-bimodule isomorphisms $t_i: \text{Hom}_K(F_i, K) \to F_i$. Consider the natural induced isomorphism

$$\text{Hom}_K(i_M, K) \to \text{Hom}_{F_i}(i_M, \text{Hom}_K(F_i, K)) \to \text{Hom}_{F_i}(i_M, F_i)$$

and $\text{Hom}_K(i_M, K) \to \text{Hom}_{F_i}(i_M, F_i)$. Then the Coxeter functor defined using the induced isomorphisms $\text{Hom}_{F_i}(i_M, F_i) \to \text{Hom}_{F_i}(i_M, F_i)$ is isomorphic to $D \text{ Tr} [10]$.

It is not hard to see that the duality determined by the above bimodule isomorphisms is in fact isomorphic to the ordinary duality $D$ for artin algebras. Since changing a bimodule isomorphism amounts to composing $D \text{ Tr}$ and $C^+$ with the same equivalence of categories, we have the claimed result for artin algebras.

We point out that for hereditary tensor rings with duality conditions, the collection of isomorphism classes of functors of the form $D_1 \text{ Tr}$ for some duality $D_1$ can be larger than the collection of isomorphism classes of functors $C^+_1$. This will be the case for $\Lambda$ if there is an isomorphism $t: \Lambda \to \Lambda$ such that the induced equivalence $t^*: \text{mod } \Lambda \to \text{mod } \Lambda$ is not the identity on simples, because if $C^+_1$ and $C^+_2$ are Coxeter functors then $C^+_1(\Lambda)$ and $C^+_2(\Lambda)$ clearly have the same composition factors. For example, consider a field $K$ and the ring

$$\Lambda = \begin{bmatrix} K & 0 & 0 \\ K & K & 0 \\ K & 0 & K \end{bmatrix},$$

and let $t: \Lambda \to \Lambda$ be given by

$$t = \begin{bmatrix} a & 0 & 0 \\ b & c & 0 \\ d & 0 & e \end{bmatrix} = \begin{bmatrix} a & 0 & 0 \\ d & e & 0 \\ b & 0 & c \end{bmatrix}.$$ 

It is not hard to see that $t$ is a ring isomorphism with the required property.

We also point out that for any duality $D_1$ there is an isomorphism $s: \Lambda_n \to \Lambda$ (in the notation of §3) such that $D_1 \text{ Tr}$ is isomorphic to a composition of partial Coxeter functors $F_n \cdots F_1$ with the equivalence of categories $\text{mod } \Lambda_n \to \text{mod } \Lambda$ induced by $s$. This follows from Theorem 3.6. Further we point out that in the more general case of an hereditary ring with a duality $D_1$, we still have the functors $D_1 \text{ Tr}: \text{mod } \Lambda \to \text{mod } \Lambda$, even though the Coxeter functors $C^+$ may not be defined, since their definition is dependent on a diagramatic description of the rings. In this case, $D_1 \text{ Tr}$ still has the property that it takes projectives to zero and induces an equivalence of categories $\text{mod}_p \Lambda \to \text{mod}_j \Lambda$.

More generally, for an artin ring $\Lambda$, not necessarily hereditary, with some duality $D_1$, $D_1 \text{ Tr}$ is still defined on objects, but is not in general an equivalence between $\text{mod}_p \Lambda$ and $\text{mod}_j \Lambda$, but between $\text{mod} \Lambda$ and $\overline{\text{mod}} \Lambda$. 
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For an artin algebra \( \Lambda \), the ordinary duality \( D \) plays a particularly important role in the theory of almost split sequences, since all almost split sequences are of the form \( 0 \rightarrow D \ Tr \ C \rightarrow E \rightarrow C \rightarrow 0 \). If \( \Lambda \) is an artin ring, not much is known about almost split sequences unless \( \Lambda \) is of finite type. It would be interesting to know when almost split sequences exist for hereditary tensor rings with duality conditions, and if when they do there is a particular duality \( D_1 \) such that the almost split sequences are of the form \( 0 \rightarrow D_1 \ Tr \ C \rightarrow E \rightarrow C \rightarrow 0 \). We point out that Ringel has shown that there are hereditary tensor rings with duality conditions \( \Lambda \) having an indecomposable module \( C \) in \( \text{mod} \ \Lambda \) such that there is no almost split sequence \( 0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0 \) in \( \text{mod} \ \Lambda \) (see [20]).

To get some more information about what the hereditary tensor rings with duality conditions look like, we prove the following preliminary result.

**Lemma 5.6.** Let \( \Lambda \) be a basic artin ring with a duality \( D_1 \) and let \( _\Lambda I_\Lambda \) be a two-sided injective \( \Lambda \)-module such that \( D_1 \) is isomorphic to \( \text{Hom}_\Lambda( , I) \) (see [1, Chapter 6]). Let \( \Lambda/r = F_1 \times \cdots \times F_n \), and let \( r/r^2 = \Pi J_i \) be a decomposition into indecomposable bimodules, with notation as before. If \( \text{soc}(I) \) and \( \Lambda/r \) are isomorphic bimodules, then \( \text{Hom}_{F_i}(J_i, F_i) \) and \( \text{Hom}_{F_i}(J_i, F_i) \) are isomorphic bimodules.

**Proof.** Since \( D_1 = \text{Hom}_\Lambda( , I) \) is a duality, it takes simple modules to simple modules, and consequently modules of Loewy length 2 to modules of Loewy length 2. Hence we get that \( \text{soc}(\Lambda I) = \text{Hom}_\Lambda(\Lambda/r, I) \) is a semisimple \( \Lambda^\text{op} \)-module, and consequently \( \text{soc}(\Lambda I) = \text{soc}(I_\Lambda) \). Similarly, \( \text{Hom}_\Lambda(\Lambda/r, I) \) is isomorphic as a bimodule to the submodule \( L \) of \( I \) consisting of those elements \( y \) in \( I \) such that \( r^2 y = 0 \). Since \( \Lambda/r^2 \) has Loewy length 2, then \( D_1(\Lambda/r^2) = \text{Hom}_\Lambda(\Lambda/r^2, I) \) is a \( \Lambda^\text{op} \)-module of Loewy length 2. Thus \( L \) is contained in the submodule \( L' \) of \( I \) consisting of those elements \( y' \) such that \( y'r^2 = 0 \). With a dual argument we prove that \( L' \subset L \), and we have then a natural isomorphism \( \text{Hom}_\Lambda(\Lambda/r^2, I) \rightarrow \text{Hom}_\Lambda(\Lambda/r^2, I_\Lambda) \). Consider now the exact sequence of bimodules \( 0 \rightarrow r/r^2 \rightarrow \Lambda/r^2 \rightarrow \Lambda/r \rightarrow 0 \). This gives rise to the exact sequences

\[
0 \rightarrow \text{Hom}(\Lambda/r, I_\Lambda) \rightarrow \text{Hom}(\Lambda/r^2, I) \rightarrow \text{Hom}(\Lambda/r^2, I_\Lambda) \rightarrow 0
\]

and

\[
0 \rightarrow \text{Hom}(\Lambda/r, I_\Lambda) \rightarrow \text{Hom}(\Lambda/r^2, I_\Lambda) \rightarrow \text{Hom}(r/r^2, I_\Lambda) \rightarrow 0.
\]

From the above remarks we get induced an isomorphism of bimodules between \( \text{Hom}_{F_i}(J_i, F_i) \) and \( \text{Hom}_{F_i}(J_i, F_i) \).

For hereditary tensor rings we now get the following description of when the duality condition holds.
Proposition 5.7. Let $\Lambda$ be an artin hereditary tensor ring. Then $\Lambda$ satisfies the duality conditions if and only if there is a duality $D_1 : \text{mod } \Lambda \to \text{mod } \Lambda^{\text{op}}$ such that $D_1(\Lambda/\tau)$ and $\Lambda/\tau$ are isomorphic bimodules.

Proof. Assume that $\Lambda$ satisfies the duality conditions. For fixed bimodule isomorphisms between the $\mathcal{M}_j$ let $D_1$ be the duality after Corollary 5.5. Then $D_1(\mathcal{M}_j) = \text{Hom}_{\mathcal{M}_j}(\mathcal{F}_j, \mathcal{F}_j)$ and $\mathcal{F}_j$ are isomorphic bimodules, so $D_1(\Lambda/\tau)$ and $\Lambda/\tau$ are isomorphic bimodules.

Assume conversely that $D_1(\Lambda/\tau)$ and $\Lambda/\tau$ are isomorphic bimodules. Write $D_1 = \text{Hom}_{\Lambda}(\cdot, I)$, for a two-sided injective $\Lambda$-module $I$. $D_1(\Lambda/\tau) = \text{soc}_{\Lambda}(I)$, so $\text{soc}_{\Lambda}(I)$ and $\Lambda/\tau$ are isomorphic bimodules. Our desired result then follows from Lemma 5.6.

It is proven in [9], [13] that the composition factors for the partial Coxeter functors applied to modulus are given by the symmetries of the Weyl group. We end this section with a direct proof of this fact, proving that this is the case for partial Coxeter functors defined on an hereditary algebra $\Lambda$, even when $\Lambda$ is not a tensor algebra.

Let $\Lambda$ be an hereditary artin algebra and let $S_1, \ldots, S_n$ be an admissible indexing of the simples of $\Lambda$. Let $\text{Gr} \Lambda$ denote the Grothendieck group of $\Lambda$ and let $[M]$ denote the class of the module $M$ in $\text{Gr} \Lambda$. There is a bilinear form $B : \text{Gr} \Lambda \times \text{Gr} \Lambda \to \mathbb{Q}$, where $\mathbb{Q}$ denotes the field of rational numbers, defined as follows. We assume that $\Lambda$ is indecomposable, so the center of $\Lambda$ is a field $K$.

Then $B([M], [N]) = \frac{1}{2} (\text{dim}_K(M, N) + \text{dim}_K(N, M) - \text{dim}_K \text{Ext}^1_{\Lambda}(M, N) - \text{dim}_K \text{Ext}^1_{\Lambda}(N, M))$.

(See [20, §2], [3, §3].) $\text{Gr} \Lambda$ is a free abelian group, and we fix the basis $[S_1], [S_2], \ldots, [S_n]$. We will then identify $\text{Gr} \Lambda$ with $\mathbb{Z}^n$, where $\mathbb{Z}$ denotes the ring of integers. One can then uniquely extend $B$ to a map from $\mathbb{Q}^n \times \mathbb{Q}^n$ to $\mathbb{Q}$. Let $\sigma : \mathbb{Q}^n \to \mathbb{Q}^n$ be the symmetry defined by

$$\sigma(x) = x - 2 \frac{B(x, [S_1])}{B([S_1], [S_1])} [S_1].$$

Let $P_i$ denote the projective cover for $S_i$, and let as in §1 $X = \text{Tr } DS_1P_2P_3 \cdots P_n$, $\Gamma = \text{End}_{\Lambda}(X)^{\text{op}}$ and $F = (X, \cdot) : \text{mod } \Lambda \to \text{mod } \Gamma$. We now prove the following result.

Proposition 5.8. We keep the above notations. We identify $\text{Gr} \Lambda$ and $\text{Gr} \Gamma$ by means of the map transforming the basis $[S_1], \ldots, [S_n]$ of $\text{Gr} \Lambda$ onto the basis $[F(\text{Tr } DS_1)], \ldots, [F(P_n)]$. Then $[F(M)] = \sigma_i([M])$. 
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PROOF. We assume that $\Lambda$ is an indecomposable algebra over the field $K$. It is easy to see that we have the following formula:

$$[M] = \sum_{i=1}^{n} \frac{\dim_K(P_i, M)}{\dim_K(S_i, S_i)} [S_i].$$

We know from Proposition 2.1 that the indecomposable projective $\Lambda$-modules are $F(\text{Tr } DS_1)$, $F(P_2)$, ..., $F(P_n)$, and that $T = F(\text{Tr } DS_1)/rF(\text{Tr } DS_1)$ is simple injective.

Since $\text{Tr } D: \text{mod}_\Lambda \rightarrow \text{mod}_\Gamma \Lambda$ is an equivalence of categories and $S_1$ is not injective we have that $\dim_K(S_1, S_1) = \dim_K(\text{Tr } DS_1, \text{Tr } DS_1) = \dim_K(F(\text{Tr } DS_1), F(\text{Tr } DS_1)) = \dim_K(T, T)$.

On the other hand, $\dim_K(F(P_i), F(P_i)) = \dim_K(P_i, P_i)$ for $i = 2, \ldots, n$. Hence we have

$$[F(M)] = \sum_{i=2}^{n} \frac{\dim_K(F(P_i), F(M))}{\dim_K(F(S_i)/rF(S_i), F(S_i)/rF(S_i))} [S_i]$$

$$+ \frac{\dim_K(F(\text{Tr } DS_1), F(M))}{\dim_K(T, T)} [S_1]$$

$$= \sum_{i=1}^{n} \frac{\dim_K(P_i, M)}{\dim_K(S_i, S_i)} [S_i] + \frac{\dim_K(\text{Tr } DS_1, M)}{\dim_K(S_1, S_1)} [S_1].$$

Hence

$$[F(M)] - [M] = \frac{\dim_K(\text{Tr } DS_1, M) - \dim_K(S_1, M)}{\dim_K(S_1, S_1)} [S_1].$$

Using that $D(\text{Tr } DS_1, M) = \text{Ext}_\Lambda^1(M, S_i)$ (see [6, Theorem 3.3], [3, §1]) we have that

$$[F(M)] = [M] - \frac{B([S_1], [M])}{B([S_1], [S_1])} [S_1] = \sigma_1(M).$$

This finishes the proof of the proposition.

Note. In the above proposition we dealt with the functor $F = (X, \ast)$. Using the results of the end of §2 about the uniqueness of the partial Coxeter functor up to equivalence, one can prove that Proposition 5.8 holds for an arbitrary partial Coxeter functor $F$. But we observe that this does not mean that if $F$, $F'$: $\text{mod } \Lambda \rightarrow \text{mod } \Gamma$ are two partial Coxeter functors, then $F(M)$ and $F'(M)$ have the same composition factors. It means that there is a permutation $\beta$ of the simples of $\Lambda$ such that if $[F(M)] = \Sigma_{i=1}^{n} n[i][S_i]$, then $[F'(M)] = \Sigma_{i=1}^{n} n[i][\beta(S_i)].$
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