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ABSTRACT. Let $H$ be a class of measures or functions. An element $h$ of $H$ is minimal if the relation $h = h_1 + h_2$, $h_1, h_2 \in H$ implies that $h_1, h_2$ are proportional to $h$. We give a limit procedure for computing minimal excessive measures for an arbitrary Markov semigroup $T_t$ in a standard Borel space $E$. Analogous results for excessive functions are obtained assuming that an excessive measure $\gamma$ on $E$ exists such that $T_tf = 0$ if $f = 0$ $\gamma$-a.e. In the Appendix, we prove that each excessive element can be decomposed into minimal elements and that such a decomposition is unique.

1. Introduction.

1.1. In 1941 R. S. Martin [13] published a paper where positive harmonic functions in a domain $D$ of a Euclidean space were investigated. Let $H$ stand for the class of all such functions subject to condition $f(a) < \infty$ where $a$ is a fixed point of $D$. Martin has proved that:

(a) each element of $H$ can be decomposed in a unique way into minimal elements normalized by the condition $f(a) = 1$;

(b) if the Green function of the Laplacian in $D$ is known, then all minimal elements can be computed by a certain limit process.

J. L. Doob [2] has discovered that the Martin decomposition of harmonic functions is closely related to the behaviour of Brownian paths at the first exit time from $D$. G. A. Hunt [9] has shown that, using these relations, it is possible to get Martin's results by probabilistic considerations. Actually only discrete Markov chains were treated in [1] and [5], however, the methods are applicable to Brownian motion as well.

In [10] Hunt has studied Markov processes with a continuous time parameter on a separable locally compact space and he has proved results of Martin type under certain regularity conditions for the transition functions. The regularity conditions were relaxed by H. Kunita and T. Watanabe [11] and by the author [3], [4]. Now we are able to eliminate them completely and to develop a theory applicable to arbitrary Markov processes in standard Borel spaces. In particular, the theory is easy to apply to general diffusion processes without any restrictions on diffusion.
and drift coefficients. (In the case of Brownian motion we get in this way a new proof of Martin's results.)

The decomposition of excessive measures and functions into minimal elements was studied in [6] and [7]. In the present paper we concentrate on computation of minimal elements. In the Appendix, we give a new proof of existence and uniqueness of the decomposition into minimal elements. This proof is based on constructing sufficient statistics for certain classes of Markov processes.

1.2. We say that a function \( f \) is positive if it takes values from the extended real half-line \([0, +\infty]\). We write \( f \in \mathcal{B} \) if \( f \) is a positive function measurable with respect to a \( \sigma \)-algebra \( \mathcal{B} \). If \( m \) is a measure on \( \mathcal{B} \), we write \( f \in L^1(m) \) if \( f \) is \( \mathcal{B} \)-measurable and \( m \)-integrable, and we write \( f \in L^1_+(m) \) if in addition \( f > 0 \) \( m \)-a.e. We denote by \( m(f) \) the integral of \( f \) with respect to \( m \).

2. Discussion of results.

2.1. Let \((E, \mathcal{B})\) be a measurable space. A function \( p_t(x, B) \), \( t > 0 \), \( x \in E \), \( B \in \mathcal{B} \) is called a stationary transition function if it is \( \mathcal{B} \)-measurable in \( x \), is a measure with respect to \( B \) and if
\[
p_t(x, E) < 1 \quad \text{for all } s, x; \tag{2.1}
\]
\[
\int_E p_s(x, dy)p_t(y, B) = p_{s+t}(x, B) \quad \text{for all } 0 < s < t, x \in E, B \in \mathcal{B}. \tag{2.2}
\]

If (2.2) but not necessarily (2.1) holds, we call \( p \) a generalized stationary transition function.

We put
\[
mT_t(B) = \int_E m(dx)p_t(x, B) \tag{2.3}
\]

and
\[
T_t h(x) = \int_E p_t(x, dy)h(y). \tag{2.4}
\]

These formulae are meaningful for all measures \( m \) on \( \mathcal{B} \) and all functions \( h \in \mathcal{B} \). We say that \( m \) is an excessive measure if it is \( \sigma \)-finite and if, for each \( B \in \mathcal{B} \),
\[
mT_t(B) \uparrow m(B) \quad \text{as } t \downarrow 0. \tag{2.5}
\]
A function \( h \in \mathcal{B} \) is called excessive\(^3\) if it is finite a.s. with respect to all measures \( p_t(x, \cdot) \) and if, for every \( x \in E \),
\[
T_t h(x) \uparrow h(x) \quad \text{as } t \downarrow 0. \tag{2.5a}
\]

2.2. Throughout this paper we assume that:

2.2.A. \((E, \mathcal{B})\) is a standard Borel space.

2.2.B. For each \( B \in \mathcal{B} \), \( p_t(x, B) \) is a \( \mathcal{B}_R \times \mathcal{B} \)-measurable function (\( \mathcal{B}_R \) denotes the \( \sigma \)-algebra of all Borel subsets of the real line \( R \)).

\(^3\)Hunt's definition of excessive functions requires measurability with respect to the completion of \( \mathcal{B} \) relative to an arbitrary probability measure. This looks less restrictive than \( \mathcal{B} \)-measurability. However, under the assumption 2.2.B, both conditions are equivalent for functions \( h \) with the property (2.5.a).
In all propositions on excessive functions we assume in addition that:
2.2.C. All the measures \( p_i(x, \cdot) \) are absolutely continuous with respect to a \( \sigma \)-finite measure \( \gamma \).

The role of this condition is revealed by the following lemma.

**Lemma 2.1.** Under condition 2.2.C, a Radon-Nikodym derivative
\[
\rho_i(x, y) = \frac{p_i(x, dy)}{\gamma(dy)} \tag{2.6}
\]

can be chosen to be measurable in \( x, y \) and to satisfy the relation
\[
\int_E \rho_i(x, y) \gamma(dy)p_i(y, z) = \rho_{i+1}(x, z) \tag{2.7}
\]

for all \( x, z \in E, s, t > 0 \). If the measure \( \gamma \) is excessive, then we can assume in addition, that
\[
\int_{E} \gamma(dx)\rho_i(x, y) < 1 \tag{2.8}
\]

for all \( t, y \).

We say that \( \gamma \) is a reference measure if \( \gamma(B) = 0 \) if and only if \( p_i(x, B) = 0 \) for all \( t \) and \( x \). If a measure \( \gamma \) satisfies condition 2.2.C, then
\[
\gamma_1(B) = \int_{0}^{\infty} dt \ e^{-t} \int_{E} \gamma(dx)p_i(x, B) \tag{2.9}
\]

is a reference measure. Obviously all reference measures are equivalent, and each excessive measure \( \gamma \) satisfying 2.2.C is a reference measure.

2.3. We fix a stationary transition function \( p \) and we denote by \( M \) the set of all excessive measures and by \( H \) the set of all excessive functions.

All minimal elements of \( M \) can be obtained by passage to a limit from the Green measure \( g_x, x \in E \), and the truncated Green measure \( g_x^u, x \in E, u > 0 \), which are defined by the following formulae
\[
g_x(B) = \int_{0}^{\infty} p_i(x, B) \ dt, \tag{2.10}
g_x^u(B) = \int_{0}^{u} p_i(x, B) \ dt. \tag{2.11}
\]

We say that an element \( m \) of \( M \) is conservative and we write \( m \in M_c \) if \( g_x(l) = \infty \) a.s. \( m \) for all strictly positive measurable \( l \). We say that \( m \in M \) is dissipative and we write \( m \in M_d \) if \( g_x(l) < \infty \) a.s. \( m \) for all \( m \)-integrable positive \( l \).

**Lemma 2.2.** Each minimal element \( m \) of \( M \) belongs either to \( M_c \) or to \( M_d \). If \( m \in M_c \) then \( mT_t = m \) for all \( t > 0 \).

**Theorem 2.1.** Let a minimal element \( m \) of \( M \) belong to \( M_c \). If \( \varphi, \psi \in L^1(m) \), \( m(\psi) \neq 0 \), then
\[
m(\varphi)/m(\psi) = \lim_{u \to \infty} \left( g_x^u(\varphi)/g_x^u(\psi) \right) \tag{2.12}
\]

for \( m \)-almost all \( x \).

Theorem 2.1 is true for all generalized stationary transition functions.
Theorem 2.2. Let a minimal element \( m \) of \( M \) belong to \( M_d \). There exists a probability measure \( P \) on the space \( E^{\infty} \) of all sequences \( x_1, x_2, \ldots, x_k, \ldots \in E \) such that, if \( \varphi, \psi \in L^1(m) \), \( m(\psi) \neq 0 \), then
\[
m(\varphi)/m(\psi) = \lim \left( g_{x_k}(\varphi)/g_{x_k}(\psi) \right)
\] (2.13)
for \( P \)-almost all sequences \( \{x_k\} \).

2.4. The following implications of Theorems 2.1–2.2 rather than the theorems themselves are useful for practical computation of minimal elements.

Corollary. Let \( S \) be a countable family of positive \( \mathcal{B} \)-measurable functions. We write \( m = S\text{-}\lim m_k \) if \( m_k(\varphi) \to m(\varphi) \) for all \( m \)-integrable functions \( \varphi \in S \). Let \( m \) be a minimal element of \( M \). If \( m \) is conservative, then
\[
m = S\text{-}\lim_{u \to \infty} c(u)g_x^u \quad \text{for some } x \in E.
\]
If \( m \) is dissipative, then
\[
m = S\text{-}\lim c_kg_x \quad \text{for some } x_1, x_2, \ldots \in E.
\]
Here \( c \) are constants (which can be expressed by formulae
\[
c(u) = m(\varphi)/g_x^u(\varphi), \quad c_k = m(\psi)/g_{x_k}(\psi)
\]
for an arbitrary function \( \varphi \in L^1_+(m) \).

2.5. Now let \( \gamma \) be a reference measure and let
\[
g^\gamma(x) = \int_0^\infty \rho_t(x, \gamma) dt,
\]
(2.14)
\[
g^\gamma_u(x) = \int_0^u \rho_t(x, \gamma) dt
\]
(2.15)
where \( \rho \) is described in Lemma 2.1. We call \( g^\gamma \) the Green function and \( g^\gamma_u \) the truncated Green function.

Put \( \gamma^h(dx) = h(x)\gamma(dx) \), \( \gamma^\varphi(dx) = g^\varphi(x)\gamma(dx) \). An element \( h \) of \( H \) is called conservative if \( \gamma^h(\varphi) = \infty \gamma^h\text{-}a.e. \) for each strictly positive \( \varphi \), and it is called dissipative, if \( \gamma^h(\varphi) < \infty \gamma^h\text{-}a.e. \) for each \( \gamma^h \)-integrable positive \( \varphi \). These definitions are independent of the choice of reference measure. The set of all conservative elements of \( H \) is denoted by \( H_c \) and the set of all dissipative elements by \( H_d \).

Lemma 2.3. Suppose that condition 2.2.C holds for an excessive measure \( \gamma \). Then each minimal element \( h \) of \( H \) belongs either to \( H_c \) or to \( H_d \). If \( h \in H_c \) then \( T_th = h \) for all \( t > 0 \).

Theorem 2.3. Suppose that \( h \) is a conservative minimal element of \( H \). If \( h \) is integrable relative to measures \( \xi \) and \( \eta \) and if \( \eta(h) \neq 0 \), then
\[
\xi(h)/\eta(h) = \lim_{u \to \infty} \left( (\xi(g^\gamma_u))/\eta(g^\gamma_u) \right)
\]
(2.16)
for \( \gamma^h\text{-}almost all } y.
Theorem 2.4. Let $h$ be a dissipative minimal element of $H$. Then there exists a probability measure $P$ on the space $E^\infty$ such that, if $h$ is integrable with respect to $\xi$ and $\eta$ and if $\eta(h) \neq 0$, then

$$\frac{\xi(h)}{\eta(h)} = \lim(\frac{\xi(g_{x^n})}{\eta(g_{x^n})})$$

(2.17)

for almost all sequences $\{y_k\}$.

Corollary. Let $S$ be a countable family of measures on $(E, \mathfrak{R})$. We write $f = S\text{-}\lim f_k$ if $\xi(f_k) \to \xi(f)$ for all $\xi \in S$ such that $f$ is $\xi$-integrable. Let $h$ be a minimal element of $H$. If $h \in H^d$, then

$$h = S\text{-}\lim c(u)g^\gamma_u$$

for some $\gamma \in E$.

If $h \in H^d$, then

$$h = S\text{-}\lim c_k g^{x_k}$$

for some $\gamma_1, \gamma_2, \ldots \in E$.

(Constants $c$ can be calculated by the formulae

$$c(u) = \frac{\eta(h)}{\eta(g^x_u)}, \quad c_k = \frac{\eta(h)}{\eta(g^{x_k})}$$

(2.18)

where $\eta$ is an arbitrary measure such that $\eta(h) < \infty$.

Remark. For $\xi(B) = 1_B(x)$, formulae (2.16) and (2.17) can be rewritten in the following form

$$h(x) = \lim_{u \to \infty} c(u)g^\gamma_u(x),$$

(2.16a)

$$h(x) = \lim c_k g^{x_k}(x)$$

(2.17a)

where $c$ are given by formulae (2.18). Let $\nu$ be a $\sigma$-finite measure such that $\nu\{h = \infty\} = 0$. By Fubini's theorem, for $\gamma^\nu$-almost all $y$, formula (2.16a) is true for $\nu$-almost all $x$. Analogously, for $\nu$-almost all sequences $y_k$, formula (2.17a) holds for $\nu$-almost all $x$.

2.6. Theorem 2.4 implies immediately Martin's results on minimal positive harmonic functions. The condition 2.2.C is satisfied for Lebesgue measure $\gamma$. The density $\rho_\gamma(x, y)$ is symmetric and

$$\int_D g^\nu(x)\gamma(dx) = \int_D \int_0^\infty \gamma(dx)\rho_\gamma(x, y) dt = \int_0^\infty \rho_\gamma(y, D) dt = E_\beta$$

where $\beta$ is the first exit time of Brownian motion from the domain $D$. For a bounded domain $D$, the right side is finite and therefore all elements of $H$ are dissipative. Suppose that $h$ is a minimal element and that $h(a) = 1$. According to the remark at the end of Subsection 2.5, there exists a sequence $y_k \in E$ such that

$$h(x) = \lim(g^{x_k}(x)/g^{x_k}(a))$$

(2.19)

for $\gamma$-almost all $x \in D$.

Take a convergent subsequence and, changing notations, denote it $y_k$ again. If $\lim y_k = y \in D$, then $h(x) = g^\gamma(x)/g^\gamma(a)$ $\gamma$-a.e., hence everywhere in $D$ (because both functions are superharmonic). If $y \in D$, then the limit in the right side of (2.19) is a harmonic function ($g^\gamma$ is a harmonic in $D \setminus \{y\}$ and Harnack's inequality implies uniform convergence on each compact subset of $D$). The sequence $y_k$
corresponds to a point of the Martin boundary and the function defined by (2.19) is the minimal harmonic function associated with this point.\textsuperscript{3}

We see how small the part of this picture which depends on the analytic properties of classical harmonic functions is.

2.7. Although an explicit description of the measure $P$ in Theorems 2.2 and 2.4 is not important for computing minimal elements, it is instructive from the point of view of stochastic processes.

Consider a decreasing sequence $t_n$, $n = 0, 1, \ldots$, and a sequence of $\sigma$-finite measures $\nu_n$ subject to the condition

\begin{equation}
\nu_{n-1}T_n = \nu_n, \quad n = 1, 2, \ldots \tag{2.20}
\end{equation}

Let $l$ be a positive function and $\nu_0(l) = 1$. Formulae

\begin{align*}
m_{n}(dx_0) &= \nu_0(dx_0)l(x_0), \tag{2.21} \\
m_{n-1} \cdots t_0(dx_n, dx_{n-1}, \ldots, dx_0) &= \nu_n(dx_n)p_{n-1}(x_n, x_{n-1}) \cdots p_{t_0}(x_1, dx_0)l(x_0)
\end{align*}

define a compatible family of finite-dimensional distributions, and by Kolmogorov's theorem, there exists a sequence $X_n$ of random variables taking values in $E$ such that $m_{n-1} \cdots t_0$ is the probability distribution of $X_n$, $X_{n-1}, \ldots, X_{t_0}$. In other words, there exists a measure $P$ in $E^\infty$ such that $m_{n-1} \cdots t_0(\Gamma_n \times \cdots \times \Gamma_0)$ is the measure of the cylinder with the base $\Gamma_n \times \cdots \times \Gamma_0$.

Now each minimal element $m$ of $M$ is either invariant, i.e., $mT_t = m$ for all $t$, or $mT_{t_0} = m$ as $t \to \infty$ (in the second case we call $m$ null-excessive).

If $m$ is invariant, then (2.20) is satisfied for $\nu_0 = \nu_1 = \cdots = \nu_n = \cdots = m$. For $m \in M$, Theorem 2.2 holds for every measure $P$ corresponding to a sequence $\nu_n = m$, $t_n \downarrow 0$.

If $m$ is null-excessive, then it can be represented in the form

\begin{equation}
m = \int_0^\infty \nu_t \, dt \tag{2.22}
\end{equation}

where

\[ \nu_sT_{t-s} = \nu_t \quad \text{for all } 0 < s < t. \]

Theorem 2.2 holds for every measure $P$ corresponding to a sequence $\nu_n$, $t_n \downarrow 0$.

The random variables $X_n$ form a Markov process. It is natural to interpret the set of minimal elements of $M$ (with proportional elements identified) as the entrance space for this process. This space consists of two parts: the entrance space at time $0$ corresponding to the null-excessive elements and the entrance space at $-\infty$ corresponding to the invariant elements.

\textsuperscript{3}The points corresponding to the minimal harmonic functions form only a part of the Martin boundary. The fundamental results on minimal positive harmonic functions described in Subsection 1.1 have been obtained originally by using a representation of harmonic functions as integrals over all the boundary. The subsequent development has shown that not the entire boundary but only its minimal part is of real importance.
Using (2.21) for a fixed \( t_0 \) and variable \( t_1, t_2, \ldots \), it is possible to define a Markov process \( X_t \) for all \( t \leq t_0 \). The statement of Theorem 2.2 remains true if \( t \) tends to 0 or \(-\infty\) over any countable subset of \((-\infty, t_0)\). It can take all real values if the paths of \( X_t \) have certain regularity properties (as in the case of Brownian motion).

2.8. To construct a measure \( P \) mentioned in Theorem 2.4, we consider an increasing sequence \( t_n, n = 0, 1, \ldots \), a sequence of positive measurable functions \( \varphi \) subject to conditions

\[
T_{n-1} \varphi = \varphi^{n-1}, \quad n = 1, 2, \ldots ,
\]

and a measure \( \nu \) such that \( \nu(\varphi^0) = 1 \). Let \( P \) be a measure on \( E^\infty \) corresponding to the finite-dimensional distributions

\[
m_{t_0}(dx_0) = \nu(dx_0) \varphi^{t_0}(x_0),
\]

\[
m_{t_1}(dx_0, dx_1, \ldots, dx_n) = \nu(dx_0) p_{t_1-1}(x_0, dx_1) \cdots p_{t_n-1}(x_{n-1}, dx_n) \varphi^{t_n}(x_n).
\]

If a minimal element \( h \) of \( H \) is invariant (i.e., \( T_{t} h = h \) for all \( t \)), then Theorem 2.4 holds for a measure \( P \) corresponding to \( \varphi = h, t_n \uparrow + \infty \). If \( h \) is null-excessive (i.e., \( T_{t} h \downarrow 0 \) as \( t \to \infty \)), then

\[
h = \int_{-\infty}^{0} \varphi^t \, dt \tag{2.23}
\]

where

\[
T_{t-s} \varphi = \varphi^s \quad \text{for all} \quad s < t < 0,
\]

and we can use any measure \( P \) corresponding to \( \varphi^t \) and \( t_n \uparrow 0 \).

The set of minimal elements of \( H \), with the identification of proportional elements, can be interpreted as the exit space at time 0 for null-excessive elements, and at time \( + \infty \) for invariant elements. (Time 0 can be replaced with any other finite time \( t_0 \).)

From a probabilistic point of view, it is more natural to consider a stochastic process with random birth time \( \alpha \) and death time \( \beta \) and to interpret elements of the entrance and exit spaces as possible birth and death places (cf. Theorems 7.2 and 7.4).

3. Conservative minimal elements.

3.1. A function \( \nu(x, B) \), \( x \in E, B \in \mathfrak{B} \), is called a kernel if it is a \( \mathfrak{B} \)-measurable function of \( x \) for each \( B \in \mathfrak{B} \), and is a measure relative to \( B \) for each \( x \in E \). A kernel \( \nu(x, B) \) defines a transformation of measures

\[
m\nu(B) = \int_{E} m(dx) \nu(x, B)
\]

and a transformation of positive measurable functions

\[
V \varphi(x) = \int_{E} \nu(x, dy) \varphi(y).
\]
Two kernels $v$ and $v^*$ are dual relative to a measure $m$ if
\[
\int \varphi(x) V^* \psi(x) m(dx) = \int \psi(x) V^* \varphi(x) m(dx)
\]
for all $\varphi$ and $\psi$.

To each $V$ there correspond the Green operator
\[
G\varphi(x) = \sum_{k=0}^{\infty} V^k \varphi(x) \quad (3.1)
\]
and the truncated Green operator
\[
G_n \varphi(x) = \sum_{k=0}^{n-1} V^k \varphi(x). \quad (3.2)
\]

The following proposition is one form of the Chacon-Ornstein ergodic theorem.

**Theorem 3.1.** Let $v$ be a kernel on $(E, \mathcal{B})$ and let a $\sigma$-finite measure $m$ on $\mathcal{B}$ satisfy the condition
\[
m V(B) \leq m(B) \quad \text{for all } B \in \mathcal{B}. \quad (3.3)
\]

Then $m = m_c + m_d$ where

3.1.A. The measures $m_c$ and $m_d$ are singular with respect to each other,

3.1.B. $G\varphi = 0$ or $+\infty$ $m_c$-a.e. for each $\varphi \in \mathcal{B}$,

3.1.C. $G\varphi < \infty$ $m_d$-a.e. for each $\varphi \in L^1_v(m)$.

These properties define the measures $m_c$ and $m_d$ uniquely. For each $l \in L^1_v(m)$, we have $m_c(B) = m(B \cap E_c)$, $m_d(B) = m(B \cap E_d)$ where $E_c = \{x: G_l(x) = \infty\}$, $E_d = \{x: G_l(x) < \infty\}$.

The measures $m_c$ and $m_d$ are called the conservative and dissipative parts of $m$ relative to $V$.

The following statements hold.

3.1.D. If $\varphi = 0$ $m_d$-a.e., then $V\varphi = 0$ $m_e$-a.e. and $m(V\varphi) = m(\varphi)$.

3.1.E. If $V 1 < 1$ $m$-a.e., then the equality $\varphi = 0$ $m_c$-a.e. implies the equality $V\varphi = 0$ $m_e$-a.e.

3.1.F. Suppose that $m_d = 0$. Put $B \in \mathcal{B}_m$ if $B \in \mathcal{B}$ and if
\[
\int_B \varphi dm = \int_B V\varphi dm \quad \text{for all } \varphi \in \mathcal{B}.
\]
The class $\mathcal{B}_m^V$ is a $\sigma$-algebra in $\mathcal{B}$ and
\[
\lim(G_n \varphi(x)/G_n \psi(x)) = m^V\left(\frac{\varphi}{\psi}\right)^V_{\mathcal{B}_m} \quad (3.4)
\]
for $m$-almost all $x$ if $\varphi \in L^1(m)$, $\psi \in L^1_v(m)$. (Here $m^V(dx) = \psi(x) m(dx)$.)

All these statements, except 3.1.E, are proved, e.g., in [14] (§§V.5 and V.6).

Let us prove 3.1.E. If $V 1 < 1$, $m$-a.e., then $m(V^* \varphi) = m(\psi V 1) < m(\psi)$ for all $\psi \in \mathcal{B}$, and $V^*$ satisfies condition (3.3). Let $G^*$ be the corresponding Green operator. Take $l \in L^1_v(m)$. As we know, $m_c$ and $m_d$ are the restrictions of $m$ to $E_c = \{G_l = \infty\}$ and $E_d = \{G_l < \infty\}$. Because of 3.1.C, there exists a function $\tilde{l} \in L^1(m)$ such that $\tilde{l} = 0$ on $E_c$, $\tilde{l} > 0$ on $E_d$ and $m(\tilde{G}l) = m_d(\tilde{G}l) < \infty$. We
have $m(G^*l) < \infty$, hence $m(G^*l = \infty) = 0$. Let $\hat{m}_c$ and $\hat{m}_d$ be the conservative and dissipative parts of $m$ relative to $V^*$. By 3.1.B $\hat{m}_c(0 < G^*l < \infty) = 0$ and $\hat{m}_c(0 < G^*l) = 0$. However $G^*l \geq l > 0$ on $E_d$. Hence $\hat{m}_c(E_d) = 0$ and, for all $B \in \mathcal{B}$, $m_d(B) = m(B \cap E_d) = \hat{m}_c(B \cap E_d) < \hat{m}_d(B)$. Because the roles of $V$ and $V^*$ are symmetric, we also have $\hat{m}_d < m_d$. Hence $\hat{m}_d = m_d$, $\hat{m}_c = m_c$.

Now let $\varphi = 0$ $m_d$-a.e., $\psi = 0$ $m_c$-a.e. Then, by 3.1.D, $V^*\varphi = 0$, $\hat{m}_d = m_d$-a.e. and $m_c(\varphi V\psi) = m(\psi V^*\varphi) = 0$. Hence $V\psi = 0$ $m_c$-a.e.

**Remark.** Using the relation $G_n \downarrow \varphi = G_n V\varphi + \varphi$, it is easy to prove that the limit (3.4) coincides $m_c$-a.e. with the limits

$$
\lim_{n \to \infty} \left( G_n \varphi(x) / G_n \psi(x) \right) = \lim_{n \to \infty} \left( G_n \varphi(x) / G_n \psi(x) \right) .
$$

(3.5)

3.2. Now we apply Theorem 3.1 to investigating the class $M$ of all excessive measures associated with a stationary transition function $p_t(x, B)$. Let $T_t$ be operators defined by formulas (2.3) and (2.4). Consider the Green measure $g_x$ and the truncated Green measure $g_x^\ast$ introduced by (2.10) and (2.11).

We put

$$E_0 = \{ x: p_t(x, B) = 0 \text{ for all } t, B \}$$

and we notice that, if $l$ is strictly positive, then

$$g_x(l) > 0 \text{ on } E \setminus E_0. \quad (3.6)$$

Indeed, if $g_x(l) = 0$, then $p_t(x, E) = 0$ for almost all $t$, and $x \in E_0$ because of (2.2).

**Lemma 3.1.** Fix a strictly positive function $l \in \mathcal{B}$ and consider, for each measure $m$ on $\mathcal{B}$, its restrictions $m_c$ and $m_d$ to the sets

$$E_c = \{ x: g_x(l) = \infty \}, \quad E_d = \{ x: g_x(l) < \infty \}.$$

If $m \in M$ and $m(l) < \infty$, then $m_c \in M_c$ and $m_d \in M_d$. Moreover $m_c$ is invariant with respect to operators $T_t$.

**Proof.** 1°. Since (3.3) holds for $V = T_t$, we have a decomposition $m = m'_c + m'_d$ where $m'_c$ and $m'_d$ satisfy conditions 3.1.A, B, C. For each $\varphi \in \mathcal{B}$

$$g_x(\varphi) = G\tilde{\varphi}(x) \quad \text{where} \quad \tilde{\varphi}(x) = g_x^\ast(\varphi). \quad (3.7)$$

It follows from 3.1.B and (3.7) that $m'_c(E_c) = 0$, $m'_c(E_d \setminus E_0) = 0$. Besides $GT_t l(x) = l(x)$ on $E_0$ and, since $0 < l < \infty$ $m$-a.e., we have $m'_c(E_0) = 0$ by 3.1.B. Let $B_c, B_d$ stand for the intersections of $B \in \mathcal{B}$ with $E_c$ and $E_d$. We have $m_c(B) = m(B_c) = m'_c(B_c)$. Thus $m_c = m'_c$. Analogously $m_d = m'_d$.

2°. Let $\varphi_c, \varphi_d$ be the restrictions of $\varphi \in \mathcal{B}$ to $E_c, E_d$. By 3.1.D and 3.1.E, we have

$$m_c(T_t \varphi) = m_c(T_t \varphi_c) = m(T_t \varphi_c) = m_c(\varphi),$$

$$m_d(T_t \varphi) = m_d(T_t \varphi_d) = m(T_t \varphi_d) = m_d(\varphi) \quad \text{as } t \downarrow 0.$$ 

Hence $m_c$ and $m_d$ belong to $M$ and $m_c$ is invariant with respect to $T_t$.

3°. It follows from 3.1.B, C, (3.6) and (3.7), that $g_x(\varphi) = \infty$, $m_c = m'_c$ a.e. if $\varphi > 0$, and $g_x(\varphi) < \infty$, $m_d = m'_d$ a.e. if $\varphi > 0$, $m(\varphi) < \infty$. Hence $m_c \in \mathcal{M}_c$, $m_d \in \mathcal{M}_d$. 
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3.3. Evidently Lemma 3.1 implies Lemma 2.2. Theorem 2.1 follows from the following result.

**THEOREM 3.2.** Let \( m \in M_c \). Put \( B \in \mathcal{B}_m^T \) if \( B \in \mathcal{B} \) and
\[
\int_B \varphi dm = \int_B T_t \varphi dm \quad \text{for all } t > 0, \varphi \in \mathcal{B}.
\] (3.8)
The class \( \mathcal{B}_m^T \) is a \( \sigma \)-algebra in \( E \). If \( \varphi \in L^1(m), \psi \in L^1_+(m) \), then
\[
\lim_{u \to \infty} \left( \frac{g_x^u(\varphi)}{g_x^u(\psi)} \right) = m^\psi \left( \frac{\varphi}{\psi} \big| \mathcal{B}_m^T \right)
\] (3.9)
for \( m \)-almost all \( x \). If \( m \) is a minimal element of \( M \), then the right side of (3.9) is equal to \( m(\varphi)/m(\psi) \).

**PROOF.** We apply part 3.1.F of Theorem 3.1 to \( V = T_t \). Notice that \( G_n \) in formula (3.4) and \( g_x^u \) in (2.11) are connected by the relation
\[
G_n \varphi(x) \leq g_x^u(\varphi) \leq G_{n+1} \varphi(x) \quad \text{for } nt < u < (n + 1)t
\] (3.10)
where \( \varphi(x) = g_x^u(\varphi) \). We can write (3.10) in the following form
\[
G_n \varphi / c_x(u) \leq g_x^u(\varphi) / c_x(u) \leq G_{n+1} \varphi / c_x(u)
\] (3.11)
for \( nt < u < (n + 1)t \) where \( c_x(u) = G_x \psi(x) \) for \( nt < u < (n + 1)t \). Since \( m(\varphi) = tm(\varphi) < \infty \), it follows from (3.4), (3.5) and (3.11) that
\[
\lim_{u \to \infty} \left( \frac{g_x^u(\varphi)}{c_x(u)} \right) = m^\varphi \left( \frac{\varphi}{\psi} \big| \mathcal{B}_m^T \right), \quad m\text{-a.e.}
\] (3.12)
It is easy to check that the right side of (3.12) equals \( tm^\psi(\varphi / \psi \big| \mathcal{B}_m^T \right) \). Since this expression is equal to \( t \) for \( \varphi = \psi \), we have from (3.12)
\[
\lim_{u \to \infty} \left( \frac{g_x^u(\varphi)}{g_x^u(\psi)} \right) = m^\psi \left( \frac{\varphi}{\psi} \big| \mathcal{B}_m^T \right), \quad m\text{-a.e.}
\] (3.13)
Denote by \( F \) the left side of (3.13) (on the set where the limit does not exist, we replace it by \( \limsup \)). It follows from (3.13) that \( F \in \mathcal{B}_m^T \) for all \( V = T_t \). Hence \( F \in \mathcal{B}_m^T \) and (3.13) implies (3.9).

It is easy to see that if \( m \in M_c \), then its restriction \( m_B \) to any set \( B \in \mathcal{B}_m^T \) belongs to \( M \). If \( m \) is minimal then \( m_B \) is proportional to \( m \), hence \( m(B) = 0 \) or \( m(E \setminus B) = 0 \). Therefore each \( \mathcal{B}_m^T \)-measurable function is constant a.s. \( m \). The last statement of Theorem 3.2 follows easily from this observation.

**REMARK.** In Subsections 3.2, 3.3, only the proof of Lemma 3.1 makes use of 3. LE and therefore depends on the part (2.1) of the definition of a stationary transition function. The rest is valid for generalized transition functions as well.

3.4. **PROOF OF LEMMA 2.1.** We start from any version \( \bar{p}_r(x, y) \) of the Radon-Nikodym derivative \( p_r(x, \, dy) / \gamma(dy) \) measurable in \( x, y \) and we put
\[
\rho^r_s(x, z) = \int \bar{p}_{s-r}(x, y) \gamma(dy) \bar{p}_r(y, z)
\]
\[
= \int p_{s-r}(x, \, dy) \bar{p}_r(y, z), \quad 0 < r < s.
\]
We set \( z \in E' \) if, for all rational \( s > r > 0 \),

\[
\rho'_r(x, z) = \bar{\rho}_s(x, z) \quad \text{for \( \gamma \)-almost all } x. \tag{3.14}
\]

It is easy to check that

\[
\int_{B_1} \int_{B_2} \gamma(dx) \rho'_r(x, z) \gamma(dz) = \int_{B_1} \int_{B_2} \gamma(dx) \bar{\rho}_s(x, z) \gamma(dz)
\]

for all \( B_1, B_2 \in \mathcal{B} \). Hence (3.14) holds for \( \gamma \)-almost all \( z \), and \( \gamma(E \setminus E') = 0 \).

Now if \( z \in E' \) and \( 0 < r_1 < r_2 < s \) are rational, then

\[
\rho'_{r_2}(x, z) = \int p_{s-r_2}(x, dy_1) \bar{\rho}_{r_1}(y_1, z) = \int p_{s-r_2}(x, dy_1) \rho_{r_1}(y_1, z)
\]

\[
= \int p_{s-r_1}(x, dy_1) p_{r_2-r_1}(y_1, dy_2) \bar{\rho}_{r_1}(y_2, z)
\]

\[
= \int p_{s-r_1}(x, dy_1) \rho_{r_2}(y_2, z) = \rho'_{r_1}(x, z),
\]

and we can define \( \rho_r(x, z) \) for \( z \in E' \) by the formula \( \rho_r(x, z) = \rho'_r(x, z) \) for any rational \( r \in (0, s) \). For \( z \in E' \) we put \( \rho_{r_0}(x, z) = \rho_s(x, z_0) \) where \( z_0 \) is a fixed element of \( E' \). Obviously \( \rho \) satisfies (2.6) and (2.7).

If \( \gamma \) is excessive, then, for each \( B \in \mathcal{B}, s > r > 0 \)

\[
\int \gamma(dx) \int_B \rho'_r(x, z) \gamma(dz) = \int \gamma(dx) p_s(x, B) < \gamma(B)
\]

hence for \( \gamma \)-almost all \( z \)

\[
\int \gamma(dx) \rho_s(x, z) < 1. \tag{3.15}
\]

Put \( z \in E'' \) if \( z \in E' \) and (3.15) holds. Since \( \gamma(E' \setminus E'') = 0 \), we can replace \( E' \) with \( E'' \) in the definition of \( \rho \), and we get a function which satisfies (2.8) as well as (2.6) and (2.7).

3.5. The investigation of excessive functions associated with a stationary transition function \( p \) can be reduced to investigating excessive measures associated with another stationary transition function \( \hat{p} \).

Suppose that \( \gamma \in M \) is a reference measure for \( p \) and let \( \rho_\gamma(x, y) \) be the function defined in Lemma 2.1. Then the formula

\[
\hat{\rho}_\gamma(x, y) = \gamma(dy) \rho_\gamma(y, x) \tag{3.16}
\]

defines a stationary transition function. Let \( \hat{T}_t \) be the operators corresponding to \( \hat{p} \). For all \( \varphi, \psi \in \mathcal{B}, t > 0 \)

\[
\gamma(\varphi T_t \psi) = \gamma(\psi \hat{T}_t \varphi). \tag{3.17}
\]

Hence

\[
\gamma(\varphi g^x_u) = \hat{g}^x_u(\varphi), \quad \gamma(\varphi g^x) = \hat{g}_x(\varphi) \tag{3.18}
\]

where \( g^x_u \) and \( g^x \) are defined by (2.14), (2.15), and

\[
\hat{g}^x_u(B) = \int_0^u \hat{\rho}_t(x, B) dt = \int_E \gamma(dy) \int_B g^x_u(x) \gamma(dx),
\]

\[
\hat{g}_x(B) = \hat{g}^x(B) \tag{3.19}
\]
are the truncated Green measure and the Green measure for \( \hat{\rho} \). Denote by \( \hat{\mathcal{M}} \) the class of excessive measures for \( \hat{\rho} \). Put

\[
\gamma^h(dy) = h(y)\gamma(dy). \tag{3.20}
\]

By (3.17) \( \gamma^h(\hat{T}_t, \varphi) = \gamma(\varphi T_t h) \). Hence if \( h \in H \), then \( \gamma^h \in \hat{\mathcal{M}} \). Now suppose that \( m \in \mathcal{M} \). Then \( (m\hat{T}_t)(B) = \int_a(\varphi T_t h)\gamma(dy)\uparrow m(B) \) as \( t \downarrow 0 \) where \( a_r(y) = \int m(dx)p_r(x,y) \). This implies the existence of a function \( h \in H \) such that \( a_r(y)\uparrow h(y) \) \( m \)-a.e. as \( t \downarrow 0 \) (see [6, §§4 and 5] for details). Obviously \( m = \gamma^h \). Hence the mapping \( h \rightarrow \gamma^h \) defined by (3.20) is a 1-1-splitting of \( H \) onto \( \hat{\mathcal{M}} \). It is easy to see that under this mapping the sets of minimal, conservative and dissipative elements of \( H \) correspond to analogous subsets of \( \hat{\mathcal{M}} \). Hence Lemma 2.3 follows from Lemma 2.2.

3.6. Now we prove Theorem 2.3. Let \( h \) be a conservative minimal element of \( H \). Then \( \gamma^h \) is a conservative minimal element of \( \hat{\mathcal{M}} \). By Theorem 2.1, if \( \varphi, \psi \in L^1(\gamma^h) \) and \( \gamma^h(\psi) \neq 0 \), then

\[
\gamma^h(\varphi)/\gamma^h(\psi) = \lim_{t \to \infty} \left( \hat{g}^+_s(\varphi)/\hat{g}^+_s(\psi) \right), \quad \gamma^h \text{-a.e.} \tag{3.21}
\]

(Since Theorem 2.1 holds for generalized stationary transition functions, we do not need an assumption that the reference measure \( \gamma \) is excessive.)

Let \( h \) be integrable with respect to a measure \( \xi \). Put \( \varphi(y) = \int \xi(dx)p_t(z,y) \). We have

\[
\gamma^h(\varphi) = \xi(T_t h) = \xi(h) < \infty \tag{3.22}
\]

\[
\hat{g}^+_s(\varphi) = \int T_t \xi(dx)p_t(z,x) = \xi(g^+_s) - \xi(g^{-}_s). \tag{3.23}
\]

Here \( \xi(g^+_s) < \infty \gamma^h \text{-a.e. since}

\[
\int T_t hds = \xi(T_h) < \infty. \tag{3.24}
\]

It follows from (3.21), (3.22), (3.23) and (3.24) that

\[
\xi(h)/\gamma^h(\psi) = \lim \xi(g^+_s)/c(u), \quad \gamma^h \text{-a.e.}
\]

where \( c(u) = \hat{g}^+_s(\psi) \). This implies Theorem 2.3.

4. Time-dependent excessive measures and functions.
4.1. The space \( M \) of excessive measures associated with a stationary transition function is a subset of a larger space \( TM \) of time-dependent excessive measures. Put

\[
p(s, x; t, B) = p_{t-s}(x, B),
\]

\[
T_t\varphi(x) = \int p(s, x; t, dy)\varphi(y),
\]

\[
(nT_t')(B) = \int n(dx)p(s, x; t, B).
\]

Suppose that for each \( t \in R \) a \( \sigma \)-finite measure \( n_t \) on \( (E, \mathcal{B}) \) is given and let \( n_tT_t' \uparrow n \) as \( s \uparrow t \). Then we say that \( n \) is a time-dependent excessive measure and we write \( n \in TM \).
An important example of time-dependent excessive measures are entrance laws. We say that an element \( n \neq 0 \) of \( TM \) is an **entrance law** at time \( s_0 (\infty < s_0 < + \infty) \) if \( n_t = 0 \) for \( t < s_0 \), \( n_s T_t^s = n_t \) for \( s_0 < s < t \).

4.2. Let a positive measurable function \( f' \) on \( E \) be given for each \( t \in R \) and let \( f' \) be finite a.e. with respect to all measures \( p(s, x; t, \cdot) \). We say that \( f \) is a **time-dependent excessive function** and we write \( f \in TH \) if \( f' < \infty \) a.s. with respect to all measures \( p(s, x; t, \cdot) \) and \( T_{f'} f' f' \) as \( t \downarrow \). An element \( f \neq 0 \) of \( TH \) is called an exit law at time \( u_0 (\infty < u_0 < + \infty) \), if \( f' = 0 \) for \( t > u_0 \), \( T_{f'} f' = f' \) for \( s < t < u_0 \). It is easy to see that \( f' < \infty \) a.s. \( n \) for every \( f \in TH, n \in TM \).

4.3. All these definitions are applicable also to nonstationary transition functions \( p(s, x; t, \cdot) \). (In the nonstationary case, the state space \( (E_i, \mathcal{B}_i) \) can depend on \( t \) and \( p(s, x; t, B) \) is defined for \( s < t < R, x \in E_s, B \in \mathcal{B}_i \)). To get the definition of such functions, we replace conditions (2.1)–(2.2) by

\[
\begin{align*}
 p(s, x; t, E) &< 1 \quad \text{for all } s < t < R, x \in E, \\
 \int_E p(s, x; t, dy)p(t, y; u, B) & = p(s, x; u, B)
\end{align*}
\]  

(4.1) (4.2)

for all \( s < t < u < R, x \in E, B \in \mathcal{B} \).

We put \( p(s, x; t, B) = 0 \) for \( s > t \). Obviously \( n_i(B) = p(s, x; t, B) \) is an entrance law at time \( s \), and \( f'(x) = p(s, x; t, B) \) is an exit law at time \( t \).

4.4. Condition 2.2.B implies that, for each \( n \in TM \) and every \( \psi \in \mathcal{B} \), \( n_i(\psi) \) is measurable in \( t \). Indeed, for every finite set \( \Lambda = \{t_1 < t_2 < \cdots < t_n\} \), the function

\[
F_\Lambda(t) = 0 \quad \text{for } t < t_1 \text{ and } t > t_n,
\]

\[
F_\Lambda(t) = n_k(T_{t_k}^t \psi) \quad \text{for } t_k < t < t_{k+1}
\]
is measurable in \( t \), and \( F_\Lambda(t) \rightarrow n_i(\psi) \) if \( \Lambda_k \) is an increasing sequence with the union everywhere dense in \( R \). The same arguments show that if, for each \( t \), \( n_i(\psi) \) is a measurable function of a parameter \( \omega \), then it is measurable in \( t, \omega \).

4.5. Let \( c(t), t \in R \), and \( l(x), x \in E \), be positive measurable functions and \( \gamma \) be a measure on \( E \). Then

\[
n_i(B) = \int_{-\infty}^t ds c(s) \int_E \gamma(dx)p(s, x; t, B)
\]
is a time-dependent excessive measure, and

\[
f'(x) = \int_{-\infty}^t dt c(t) \int_E p(s, x; t, dy)l(y)
\]
is a time-dependent excessive function.

4.6. Let \( p(s, x; t, B) \) be a nonstationary transition function. Put \( x \in E_s^0 \) if \( p(s, x; t, B) = 0 \) for all \( t, B \). (For a stationary transition function, \( E_s^0 \) does not depend on \( s \) and coincides with \( E^0 \) defined in Subsection 3.2.) If \( f \in TH \), then \( f'(x) = 0 \) for all \( x \in E_s^0 \). We set \( f \in TH^+ \) if \( f'(x) > 0 \) outside \( E_s^0 \).

For each \( q \in TH^+ \), the formula

\[
p^q(s, x; t, dy) = q^q(x)^{-1} p(s, x; t, dy) q^q(y) \quad \text{for } 0 < q^q(x) < \infty,
\]

\[
= 0 \quad \text{if } q^q(x) = 0 \text{ or } q^q(x) = \infty
\]

(4.5)
defines a new transition function. A function $f$ is a time-dependent excessive function for $p$ if and only if

$$f'_n(x) = f'(x)/q'(x) \text{ for } 0 < q'(x) < \infty,$$

$$= 0 \text{ otherwise}$$

is a time-dependent excessive function for $p^q$. Analogously $n$ is a time-dependent excessive measure for $p$ if and only if $n'_n(dx) = q'(x)n_n(dx)$ is a time-dependent excessive measure for $p^q$.

5. Markov processes.
5.1. A stochastic process on a random time interval is determined by the following elements:

(i) a measure: $(\Omega, \mathcal{F}, \mathbb{P})$,

(ii) two measurable functions $\alpha(\omega) < \beta(\omega)$ on $\Omega$ with values in the extended real line $[-\infty, +\infty]$,

(iii) for each $t \in R$, a measurable mapping $x_t(\omega)$ of the set $\{\omega; \alpha(\omega) < t < \beta(\omega)\}$ into a measurable space $(E_t, \mathcal{B}_t)$.

The moments $\alpha$ and $\beta$ are called the birth time and the death time.

We say that a path $\omega$ is given if a point $x_t(\omega)$ of $E_t$ is fixed for each $t$ of an open interval $I \subset R$, and we say that a process $x_t$ is canonical if $\Omega$ coincides with the space of all paths, if $x_t(\omega) = \omega(t)$, $t \in I = (\alpha(\omega), \beta(\omega))$, and if $\mathcal{F}$ is the minimal $\sigma$-algebra in $\Omega$ which contains the sets

$$\{\alpha < t\}, \{\beta > t\}, \{\alpha < t, x_t \in B, \beta > t\} \quad (5.1)$$

for all $t \in R, B \in \mathcal{B}$.

**Theorem 5.1.** Let $p$ be a transition function on a standard Borel space $(E, \mathcal{B})$ and let $n \in TM, f \in TH$. Then there exists a canonical stochastic process $(x, P_n)$ such that

$$P_n^I\{\alpha < t_1, x_{t_1} \in B_1, \ldots, x_{t_k} \in B_k, t_k < \beta\}$$

$$= \int_{B_1} \cdots \int_{B_k} n_t(dx_1)p(t_1, x_1, t_2, dx_2) \cdots p(t_{k-1}, x_{k-1}, t_k, dx_k)f^k(x_k) \quad (5.2)$$

for all $k = 1, 2, \ldots$, all $t_1 < t_2 < \cdots < t_k \in R$ and $B_1, \ldots, B_k \in \mathcal{B}$. We have

$$P_n^I(\Omega) = \langle n, f \rangle \quad (5.3)$$

where $\langle n, f \rangle$ is the supremum, over all finite sets $\Lambda = \{t_1 < \cdots < t_k\}$, of expressions

$$c_\Lambda = \sum_{i=1}^{k} n_{t_i}(f^i) - \sum_{i=2}^{k} n_{t_{i-1}}(T_{t_i}^t f^i). \quad (5.4)$$

(We put $c_\Lambda = \infty$ if $n_{t_i}(f^i) = \infty$ for some $i$.) Also $\langle n, f \rangle = \lim c_\Lambda$ for every increasing sequence $\Lambda_j$ with the union everywhere dense in $R$.

Theorem 5.1 has been proved in [6] for the case $\langle n, f \rangle = 1$ and in [12] for the general case. (An even more general situation has been discussed in [8].)
5.2. Evidently $\langle n, f \rangle$ is linear in $n$ and $f$. We remark that $\alpha = s_0$ a.s. $P^f_n$ if and only if $n$ is an entrance law at time $s_0$, and, in this case,
\[ n_t(f') \uparrow \langle n, f \rangle \quad \text{as} \quad t \downarrow s_0. \tag{5.5} \]
Analogously $\beta = u_0$ a.s. $P^f_n$ if and only if $f$ is an exit law at time $u_0$. In this case,
\[ n_t(f') \uparrow \langle n, f \rangle \quad \text{as} \quad t \uparrow u_0. \tag{5.5a} \]
A measure $P^f_m$ corresponding to $m_t(B) = p(s, x; t, B)$ is denoted by $P^f_{s,x}$. It follows from (5.5) and (2.5a) that $P^f_{s,x}(\Omega) = f(x)$.

A simple calculation shows that
\[ \langle n, f \rangle = \int_{\mathbb{R}} \gamma(f')c(s) \, ds \tag{5.6} \]
if $n$ is defined by (4.3), and
\[ \langle n, f \rangle = \int_{\mathbb{R}} n_t(l)c(t) \, dt \tag{5.7} \]
if $f$ is defined by (4.4).

5.3. With each interval $I$, we associate a sub-$\sigma$-algebra $\mathcal{F}(I)$ of the $\sigma$-algebra $\mathcal{F}$ generated by the sets (5.1) with $t \in I, B \in \mathcal{B}$. We use the following abbreviations
\[ \mathcal{F}_{<t} = \mathcal{F}(-\infty, t), \quad \mathcal{F}_{<t} = \mathcal{F}(-\infty, t], \quad \mathcal{F}_{>t} = \mathcal{F}(t, +\infty), \]
\[ \mathcal{F}_{\geq t} = \mathcal{F}[t, +\infty), \quad \mathcal{F}_{<t+} = \bigcup_{u>t} \mathcal{F}_{<u}, \text{ etc.} \]
We put $A \in \mathcal{T}_\alpha$ if $\{A, \alpha < t\} \in \mathcal{F}_{<t}$ for all $t \in \mathbb{R}$ and $A \in \mathcal{T}_\beta$ if $\{A, \beta > t\} \in \mathcal{F}_{>t}$ for all $t \in \mathbb{R}$, and we call $\mathcal{T}_\alpha$ and $\mathcal{T}_\beta$ the germ $\sigma$-algebras at time $\alpha$ and $\beta$.

5.4. We need the following properties of the measure $P^f_n$.

5.4.A. If $f \in TH, q \in TH^+, n \in TM$, then for each $Y \in \mathcal{F}_{<t}$
\[ P^f_n Y_{\{a < t < \beta\}} = P^f_n(Y_f(x_t)/q'(x_t))^4. \]
If $A \in \mathcal{T}_{<t}$ and $P^f_n(A) = 0$, then $P^f_n(A) = 0$. The same is true for $A \in \mathcal{T}_\alpha$.

5.4.B. Let $f \in TH^+$. If $X \in \mathcal{F}_{<t}, Y \in \mathcal{F}_{>s}$, then
\[ P^f_n(XY_{\{a < s < \beta\}}) = P^f_n(Xf'(x_s)^{-1})P^f_n(Y). \]

5.4.C. Let $f \in TH^+$. A measure $P$ on $(\Omega, \mathcal{F})$ coincides with one of the measures $P^f_n, n \in TM$ if and only if
\[ P \{ x_i \in B | \mathcal{F}_{<s} \} = P^f(s, x_s; t, B) \quad \text{a.s.} \quad P \{ \alpha < s < \beta \} \quad \text{(5.8)} \]
for all $s < t \in \mathbb{R}$ and all $B \in \mathcal{B}$.

5.4.D. A restriction of a measure $P^f_n, n \in TM, f \in TH^+$, to an arbitrary set $A \in \mathcal{T}_\alpha$ is again a measure of the form $P^f_\tilde{n}$ for some $\tilde{n} \in TM$.

Properties 5.4.A and 5.4.B follow directly from the definition of the measures $P^f_n$. The necessity of (5.8) follow from 5.4.B and the sufficiency was proved in [6] (see Theorem 3.1). To prove 5.4.D it is sufficient to check that $P(\omega) = 1_A(\omega)P^f_n(\omega)$ satisfies (5.8). This is easy to do using 5.4.B.

\[ ^4 \text{We omit the factor } 1_{\alpha < t < \beta} \text{ since } f'(x_t)/q'(x_t) \text{ is not defined outside the set } (\alpha < t < \beta). \]
5.5. The shift $\omega' = \theta_s \omega$ of the path $\omega$ is given by the formula $\omega'(t) = \omega(t + s)$, $\alpha - s < t < \beta - s$. We put $\theta_s Y(\omega) = Y(\theta_s \omega)$ for each function $Y(\omega)$. Obviously $\theta_s \alpha = \alpha - s$, $\theta_s \beta = \beta - s$ and the $\sigma$-algebras $\mathcal{F}_\alpha$ and $\mathcal{F}_\beta$ are invariant with respect to $\theta_s$.

We put $A \in \mathcal{G}_\alpha$ if $A \in \mathcal{F}_\alpha$ and $\theta_s 1_A = 1_A$ a.s. $P^f$ for all $s \in R$, $m \in M, f \in TH$. Let the transition function $p$ be stationary.

5.5.A. The formulae

$$\left( k_s n \right)_t = n_{t+s} \quad \left( k_s f \right)' = f^{t+s}$$

define transformations $k_s$ of the classes $TM$ and $TH$, and

$$P^f_{k_s}(\theta_s Y) = P^f_{k_s} Y$$

(5.9)

for all $Y \in \mathcal{F}$.

5.5.B. A restriction of a measure $P^f_m, m \in M, f \in TH^+$, to a set $A \in \mathcal{G}_\alpha$ is a measure of the form $P^f_m$ where $\hat{m} \in M$. If $m$ is a minimal element of $M$, then $P^f_m$ is trivial on $\mathcal{F}_\alpha$ (i.e., each $\mathcal{F}_\alpha$-measurable function is constant $P^f_m$-a.e.).

The statement 5.5.A is an implication of formula (5.2), and 5.5.B follows from 5.4.D, 5.4.A and 5.5.A.

6. Three lemmas.

6.1. In this section we prove three lemmas which make possible the computation of dissipative minimal elements. In the first lemma the behaviour of the ratio of two time-dependent excessive functions along a path is studied. The second one establishes a fundamental identity involving two time-dependent excessive functions and the ratio of their integrals with respect to $t$. The third lemma gives an approximation of the birth time $\alpha$ by stationary stopping times.

6.2. We denote by $TK$ the class of all measures $P^f_n, n \in TM, f \in TH$. It follows from Subsection 4.6 that the classes $TK$ corresponding to the transition functions $p$ and $p^q$ are identical for each $q \in TH^+$.

Let $Y_t(\omega)$ be a positive function defined for all $\omega \in \Omega, \alpha(\omega) < t < \beta(\omega)$. We say that $Y_{t+}$ is a right $TK$-modification of $Y_t$ if $Y_{t+} \in \mathcal{F}_{<t+}$ and if, for each countable everywhere dense subset $\Lambda$ of $R$,

$$Y_{t+} = \lim_{r \downarrow t, s \in \Lambda} Y_r \quad \text{for all } t \in (\alpha, \beta) \text{ a.s. } TK. \quad (6.1)$$

The left $TK$-modification $Y_{t-}$ of $Y_t$ is defined in an analogous way.

**Lemma 6.1.** There exist a right $TK$-modification $Y_{t+}$ and a left $TK$-modification $Y_{t-}$ of the function

$$Y_t = f'(x_t)/q'(x_t)$$

(6.2)

for every $f \in TH, q \in TH^+$. For each $P \in TK$,

$$Y_{t+} = Y_t = Y_{t-} \quad \text{a.s. } P \quad \text{on } \{ \alpha < t < \beta \} \quad (6.3)$$

for all $t$ except at most a countable set (depending on $P$).
Proof. Fix $A$ and denote by $N(v_1, v_2; s, u)$ the number of upcrossings of $[v_1, v_2]$ by $Y_t$ over the set $A \cap (s, u)$, i.e., the maximal positive integer $k$ such that there exist $s_1 < u_1 < \cdots < s_k < u_k \in A \cap (s, u)$ with the property $Y_{s_1}, \ldots, Y_{s_k} < v_1$, $Y_{u_1}, \ldots, Y_{u_k} > v_2$. Put $A(s, u) = \{\alpha < s, \beta > u, N(v_1, v_2; s, u) = \infty \text{ for some } v_1 < v_2\}$. The existence of $Y_{t+}$ and $Y_{t-}$ and the equality (6.3) will be proved if we show that $P^h_nA(s, u) = 0$ for all $s < u$, $h \in TH$, $n \in TM$ (cf. [1, Theorem 11.2]). By 5.4.A, it suffices to check this only for $h = q$, and since $P^q_n$ is $\sigma$-finite on the $\sigma$-algebra $\mathcal{T}_{<t}$, it is sufficient to prove that

$$\int_{A(s, u)} ZP^q_n(d\omega) = 0 \quad (6.4)$$

for each $P^q_n$-integrable $Z \in \mathcal{T}_{<t}$. By 5.4.A and (6.2)

$$P^q_nZ 1_{\alpha < s, \beta > u, t} Y_t = P^q_nZ 1_{\alpha < s, \beta > u} X \quad \text{for all } s < t, X \in \mathcal{T}_{<t}. \quad (6.5)$$

Put $P'(d\omega) = 1_{\alpha < s} Z P^q_n(d\omega)$. It follows from (6.5) that $(Y_t, \mathcal{T}_{<t}, P')$ is a supermartingale on $[s, \infty)$. By Doob's inequality

$$P\{N(v_1, v_2; s, u) \leq 1\} \leq \frac{1}{v_2 - v_1} P(\tilde{Y_s} + v_1) \quad (6.6)$$

which means that

$$P^q_nZ 1_{\alpha < s} N(v_1, v_2; s, u) \leq (v_2 - v_1)^{-1} P'(Y_s + v_1).$$

This implies (6.5).

6.3. Now we suppose that the transition function $p$ is stationary. It follows from (5.9) that, if all measures $P$ of $\mathcal{T}K$ vanish on $A \in \mathcal{T}$, then they vanish on all sets $\theta_s A$, $s \in R$.

Let

$$\theta_s Y_t = Y_{t+s} \quad \text{for all } s \text{ and } t \quad (6.6)$$

and let $Y_{t+}$ be a right $\mathcal{T}K$-modification of $Y_t$. Then both $\theta_s Y_{t+}$ and $Y_{t+s+}$ are right $\mathcal{T}K$-modifications of $Y_{t+s}$. Hence

$$\theta_s Y_{t+} = Y_{t+s+} \quad \text{for all } t \text{ a.s. } \mathcal{T}K. \quad (6.7)$$

If $m \in M$, $h \in H$, then, by (5.9), $P^h_n\{Y_t \neq Y_{t+}\}$ is independent of $t$. It follows from (6.3) that

$$P^h_n\{Y_t \neq Y_{t+}\} = 0 \quad \text{for all } t. \quad (6.8)$$

6.4. A function $\tau(\omega)$ is called a stopping time if $\alpha(\omega) < \tau(\omega) < \beta(\omega)$ for each $\omega$ and $\{\tau < t\} \in \mathcal{T}_{<t}$, for every $t \in R$. If $\theta_s \tau = \tau - s$ a.s. $\mathcal{T}K$ for all $s \in R$, we say that $\tau$ is stationary.

We put $A \in \mathcal{S}_r$ if $A \in \mathcal{S}$ and $\{A, \tau < t\} \in \mathcal{T}_{<t}$ for all $t \in R$, and we put $A \in \mathcal{S}_r$ if, in addition, $\theta_s A = A$ a.s. $\mathcal{T}K$ for all $s$.

Lemma 6.2. Let $m \in M, f \in TH^+, h \in TH$ and let functions

$$\tilde{f}(x) = \int_R f'(x) \, dt, \quad \tilde{h}(x) = \int_R h'(x) \, dt$$
be finite m-a.e. Suppose that \( \tau \) is a stationary stopping time, \( X \in \mathcal{G}_\tau \) and \( Y_{\tau^+} \) is a right TK-modification of

\[ Y_t = \bar{h}(x_t)/\bar{f}(x_t). \]  

Then

\[ P_m^jXY_{\tau^+} = P_m^hX\ 1_{\tau < \beta}. \]  

**Proof.** Put

\[ F(\delta) = P_m^jX\int_{\tau}^{\tau+\delta} Y_{\tau^+}\ dt, \quad \delta > 0, \]

\[ Z_t = X\ 1_{\tau < 0 < \tau + \delta} Y_{0^+} f'(x_0)/\bar{f}(x_0). \]  

We have

\[ F(\delta) = \int_{R} P_m^j(\theta, Z_t)\ dt = \int_{R} P_m^jZ_t\ dt \]

and, by Fubini’s theorem,

\[ F(\delta) = P_m^j\int_{R} Z_t\ dt = P_m^jX\ 1_{\tau < 0 < \tau + \delta} Y_{0^+}. \]

By (6.8), \( Y_{0^+} = Y_0 \text{ a.s. } P_m^j \), and by 5.4.A and (6.9)

\[ F(\delta) = P_m^hX\ 1_{\tau < 0 < \tau + \delta}. \]

The right side is independent of \( f \). Hence \( F(\delta) \) does not change if we replace \( f \) by \( h \), and, by (6.11), (6.9),

\[ P_m^jX\int_{\tau}^{\tau+\delta} Y_{\tau^+}\ dt = P_m^hX\int_{\tau}^{\tau+\delta} 1_{\alpha < \tau < \beta}\ dt. \]

Dividing by \( \delta \) and tending \( \delta \) to 0, we get (6.10).

6.5. **Lemma 6.3.** If \( m \in M \) is dissipative, then there exists a sequence of stationary stopping times \( \tau_n \) such that

\[ \tau_n \downarrow \alpha \text{ a.s. } P_m^h \]

for all \( h \in TH \).

**Proof.** Fix \( l \in L_+^1(m) \) such that \( m(l) = 1 \) and put

\[ q(x) = \int_0^\infty T_l(x)\ dt = g_\alpha(l), \quad q_1(x) = \int_0^\infty e^{-tT_l(x)}\ dt, \]

\[ f(x) = g_\alpha(q_1). \]

We have \( f, q \in TH^+ \) and \( 1 - f/q = q_1/q > 0 \). Denote by \( Y_{\tau^+} \) the right modification of \( Y_t = f(x_t)/q(x_t) \), and put

\[ a_u = \int_\alpha^{u^\beta} (1 - Y_{\tau^+})\ dt. \]
We prove that

6.5.A. For $P^Q_m$-almost all $\omega$,
(i) $0 < a_{u_1} < a_{u_2}$ for all $\alpha < u_1 < u_2 < \beta$,
(ii) $a_u < \infty$ for all $\alpha < u < \beta$,
(iii) $a_u$ is continuous in $u$ and $a_u \downarrow 0$ as $u \downarrow \alpha$.

6.5.B. $a_u \in \mathcal{F}_{< u}$.

6.5.C. $\theta_a a_u = a_{u+}$, for all $u$ a.s. $TK$.

First, we remark that $q - f = q_1 > 0$ on $E \setminus E_0$ and $q < \infty$ m-a.e. By Lemma 6.1 there exists an at most countable set $\Delta$ such that

$$1 - Y_{t^+} = 1 - Y_t = q_1(x_t)/q(x_t) > 0 \text{ a.s. } P^Q_m \text{ on } \{\alpha < t < \beta\} \text{ for each } t \in \Delta$$

(6.13)

which implies 7.1.A, (i). We have

$$P^Q_m a_u \frac{q_1(x_u)}{q(x_u)} = \int_0^\infty F(s) \, ds$$

where

$$F(s) = P^Q_m \frac{q_1(x_{u-s})}{q(x_u)} \frac{q_1(x_u)}{q(x_u)} = m \left( \frac{q_1}{s} T_s q_1 \right).$$

Therefore

$$P^Q_m a_u \frac{q_1(x_u)}{q(x_u)} = m \left( \frac{q_1 f}{q} \right) < m(q_1) < m(l) = 1.$$

Taking into account (6.13), we have 6.5.A, (ii). The property (iii) is an obvious implication of (ii), and 6.5.B, C follow from the fact that $Y_{t^+} \in \mathcal{F}_{< t^+}$ and (6.7).

For each $\epsilon > 0$, we set

$$\tau_\epsilon = \inf \{ t : a_t > \epsilon \}, \quad \tau_\epsilon = \beta \text{ if } a_t < \epsilon \text{ for all } t.$$

This is a stationary stopping time. Indeed, $\{ \tau_\epsilon < t \} = \{ a_t > \epsilon \} \cup \{ \beta < t \} \in \mathcal{F}_{< t}$ by 6.5.B, and $\theta_{a_t} \tau_\epsilon = \tau_\epsilon - s$ a.s. $TK$ by 6.5.C. If $e_n \downarrow 0$, then $\tau_\epsilon \downarrow \alpha$ a.s. $P^Q_m$, and (6.12) follows from 5.4.A.

7. Dissipative minimal elements.

7.1. Theorem 7.1. Let $m$ be a dissipative element of $M$, $f \in TH^+$, $h \in TH$ and let $\langle m, f \rangle < \infty$, $\langle m, h \rangle < \infty$. Suppose that the functions

$$\tilde{f}(x) = \int_R f'(x) \, dt, \quad \tilde{h}(x) = \int_R h'(x) \, dt$$

(7.1)

are finite m-a.e. Then there exists a function $Y_{a^+} \in \mathcal{G}_{a^+}$ such that

$$Y_{a^+} = \lim_{s \downarrow \alpha} \left( \frac{\tilde{h}(x_r)/\tilde{f}(x_r)}{r \in \Lambda} \right) \text{ a.s. } P^Q_m$$

(7.2)

for each countable everywhere dense subset $\Lambda$ of $R$ and each $q \in TH$. Moreover

$$P^Q_m X Y_{a^+} = P^Q_m X \text{ for all } X \in \mathcal{G}_a$$

(7.3)

and, if $m$ is minimal, then

$$Y_{a^+} = \langle m, h \rangle/\langle m, f \rangle \text{ a.s. } P^Q_m.$$

(7.4)
PROOF. If \( \tau \) is a stationary stopping time, then so are \( \tau + u \) for all \( u > 0 \). By Lemma 6.2, if \( s < t, X \in \mathfrak{G}_{t+s}^\theta \), then

\[
P_m^{\tau}XY_{\tau+t+s} = P_m^{\tau+s}X_{\tau+s} < P_m^{\tau+s}X_1 < \beta = P_m^{\tau+s}XY_{\tau+s+}
\]

where \( Y \) is defined by (6.9). Hence

\[
(\tau+u, \mathfrak{G}_{\tau+u}^\theta, P_m^\tau)_{u>0}
\]

is a supermartingale. It follows from (6.10) that \( P_m^{\tau}Y_{\tau+} < \langle m, h \rangle \). Let \( N_\tau \) be the number of upcrossings of \([v_1, v_2]\) by \( Y_t \) over \((\tau, \infty)\). Since \( Y_{\tau+} \) is right-continuous in \( t \) a.s. \( P_m \), we have

\[
P_m^\tau N_\tau < (v_2 - v_1)^{-1} \langle m, h \rangle + v_1 \langle m, f \rangle.
\]

Applying this inequality to the sequence \( \tau_n \) and passing to the limit, we get the inequality \( P_m^{\tau_n}N_\tau < \infty \). Put \( \Omega' = \{N_\tau < \infty\}, \Omega'' = \Omega \setminus \Omega' \). Obviously \( \Omega' \) and \( \Omega'' \) belong to \( \mathfrak{G}_a^\theta \) and \( P_m^{\tau} (\Omega'') = 0 \). Put \( Y_{a+} = \lim_{\tau \downarrow a} Y_{\tau+} \) on \( \Omega' \), \( Y_{a+} = 0 \) on \( \Omega'' \). Then \( Y_{a+} \in \mathfrak{G}_a^\theta \) and (7.2) holds for \( q = f \). By 5.4.A it holds for all \( q \in TH \).

By Fatou’s lemma, it follows from (6.10) that

\[
P_m^{\tau}Y_{a+} < \lim P_m^{\tau}Y_{a+} = \lim P_m^{\tau+1}Y_{\tau+} < \langle m, h \rangle < \infty.
\]

Hence \( Y_{a+} < \infty \) a.s. \( P_m^{\tau} \) and, by 5.4.A, \( Y_{a+} < \infty \) a.s. \( P_m^{\tau} \) as well. Thus, for each \( \varepsilon > 0 \), there exists \( c_\varepsilon \) such that \( P_m^{\tau}(Y_{a+} > c_\varepsilon) < \varepsilon \), and, by (6.10)

\[
P_m^{\tau+1}Y_{\tau+} < \langle m, h \rangle < \infty.
\]

Hence \( Y_{a+} \) are uniformly integrable relative to \( P_m^{\tau} \) and (6.10) implies (7.3).

If \( m \) is minimal, then, by 5.5.B, there exists a constant \( C \) such that \( Y_{a+} = C \) a.s. \( P_m^{\tau} \). We have \( P_m^{\tau}Y_{a+} = CP_m^{\tau} (\Omega) = \langle m, f \rangle \) and, by (7.3), \( C = \langle m, h \rangle / \langle m, f \rangle \). This proves (7.4).

7.2. We apply Theorem 7.1 to the excessive functions

\[
h^t(x) = \int p(s, x; t, dy)\psi(y) = T_{t-s}\psi(x) \quad (7.5)
\]

and

\[
f^t(x) = \int_s^\infty dt c(t) \int p(s, x; t, dy)\psi(y) = \int_s^\infty T_u\psi(x)c(s - u) du \quad (7.6)
\]

where \( \psi > 0, c(t) > 0 \) and \( \int R c(t) dt = 1 \). Obviously \( f \in TH^+ \),

\[
\langle m, f \rangle = m(\psi), \quad \langle m, h \rangle = m(\psi), \quad f^t(x) = g_x(\psi), \quad h^t(x) = g_x(\psi).
\]

Hence, in this case,

\[
Y_{a+} = \lim_{\tau \downarrow a} \left( \frac{g_x(\psi)}{g_x(\psi)} \right) \quad a.s. \ P_m^\delta
\]

(7.7)

and we arrive at the following result.

THEOREM 7.2. Let \( m \) be a dissipative minimal element of \( M \). Then for all \( \varphi \in L_1(m), \psi \in L_+^{1}(m), q \in TH \)

\[
m(\varphi) / m(\psi) = \lim_{\tau \downarrow a} \left( \frac{g_x(\varphi)}{g_x(\psi)} \right) \quad a.s. \ P_m^\delta
\]

(7.8)
(The meaning of \( \Lambda \) is the same as in Theorem 7.1.)

7.3. **Corollary.** If

\[
m = \int_R v_s \, ds
\]  

(7.9)

where \( v \in TM \), then (7.8) holds a.s. \( P^q \).

Indeed, the relation (7.9) implies that \( m = \int_R k_s \nu \, ds \). Let \( \Omega' \) and \( \Omega'' \) be the sets defined in the proof of Theorem 7.1. We have

\[
0 = P^f_m(\Omega'') = \int_R P^f_{k_s}(\Omega'') \, ds
\]

and, by (5.9),

\[
P^f_{k_s}(\Omega'') = P^f_\nu(\Omega'') = P^f(\Omega'').
\]

Hence \( P^f(\Omega'') = 0 \), and (7.8) holds a.s. \( P^q \). By 5.4.A, it holds a.s. \( P^q_v \).

**Remark.** It has been proved in [6] that each \( m \in TM \) has an integral representation \( m(B) = \int n_s(B) \mu(dn) \) where \( \mu \) is a finite measure on the space of minimal elements of \( TM \) (which are entrance laws). It has been proved also that if \( m \) is a minimal element of \( M \) and if \( I > 0 \), \( m(l) = 1 \), then for each \( \varphi \in L^1(m) \) and \( \mu \)-almost all \( n \)

\[
n_s(\varphi)/n_s(l) \to m(\varphi) \quad \text{as } I \uparrow \infty
\]

where \( n_s(\varphi) \) means the integral of \( n_s(\varphi) \) over a finite interval \( I \). If \( m \) is a null-excessive element (i.e., if \( mT_s \to 0 \) as \( t \to \infty \)), then \( \mu \) is concentrated on the entrance laws at finite times and \( n_s(l) < \infty \). Hence \( m(\varphi) = n_s(\varphi)/n_s(l) \), and (7.9) holds with \( \nu_s = n_s(l)^{-1}n_s \). It holds also for all entrance laws \( k_s \nu \). Thus (7.8) is satisfied a.s. \( P^q \) for some entrance law \( \nu \) at time 0. This justifies the construction described in Subsection 2.7.

7.4. To investigate dissipative elements of \( H \) we introduce a backward transition function

\[
\tilde{p}(s, dx; t, y) = \gamma(dx)p_{I-s}(x, y)
\]  

(7.10)

and we denote by \( TM^+, \dot{H} \) the corresponding classes of time-dependent excessive measures and functions. The notations \( \hat{M}, \dot{N}, TM^+ \) have an analogous meaning. To each \( m \in TM, f \in \dot{H} \) there corresponds a measure \( \tilde{p}_m \), and we set \( \langle m, f' \rangle = \tilde{p}_m(\Omega) \).

Considering reversed time direction, we get the following version of Theorem 7.1.

**Theorem 7.3.** Let \( m \) be a dissipative minimal element of \( \hat{M} \) and let \( f \in \dot{H}^+, q \in \dot{H}, \langle m, f' \rangle < \infty, \langle m, q' \rangle < \infty \),

\[
\int_R f^*(y) \, ds < \infty, \quad \int_R q^*(y) \, ds < \infty \quad m\text{-a.e.}
\]

Then there exists a function \( Y_{\beta^-} \in \mathcal{G}_\beta^p \) such that

\[
Y_{\beta^-} = \lim_{\substack{r \downarrow 0 \\Rightarrow \infty \cap \Lambda}} (\tilde{p}(x_r)/f(x_r)) \quad \text{a.s. } \tilde{p}_m
\]
for each countable everywhere dense \( \Lambda \). Moreover

\[
\hat{P}_m^X Y_{\beta-} = \hat{P}_m^X \quad \text{for all } X \in \mathcal{F}_\beta
\]

and, if \( m \) is minimal, then

\[
Y_{\beta-} = \langle m, q \rangle' \langle m, f \rangle' \quad \text{a.s. } \hat{P}_m^X.
\]

7.5. The following result follows immediately from Theorem 7.3.

**Theorem 7.4.** Let \( h \) be a dissipative minimal element of \( H \). If \( f \in TM \) and if \( h \) is integrable with respect to measures \( \xi \) and \( \eta \), then

\[
\xi(h) / \eta(h) = \lim_{r \in A} (\xi(g^r) / \eta(g^r)) \quad \text{as } P_{\gamma}^h.
\] (7.11)

To prove this statement, we apply Theorem 7.3 to the measure \( m(dx) = \gamma h(dx) \) which, according to Subsection 3.5, is a minimal and dissipative element of \( \tilde{M} \), and to the functions

\[
q^*(y) = \int \xi(dx) p_0(x, y), \quad f^*(y) = \int_0^\infty c(s + u) du \int \eta(dx) p_u(x, y).
\]

By simple computations we get the formulæ

\[
\langle \gamma^h, q \rangle = \xi(h), \quad \langle \gamma^h, f \rangle = \eta(h), \quad \bar{q}(y) = \xi(g^y), \quad \bar{f}(y) = \eta(g^y)
\]

and we notice that the measure \( \hat{P}_{\gamma}^h \) corresponding to \( \hat{P}, \gamma^h, f \) coincides with the measure \( P_{\gamma}^h \).

7.6. As in Subsection 7.3, we prove that, if

\[
h = \int_R \varphi^t dt
\] (7.12)

where \( \varphi \in TH \), then (7.11) is fulfilled a.s. \( P_{\gamma}^h \). If \( h \) is null-excessive, then (7.12) holds for some exit law at time 0.

**Appendix. Decomposition into minimal elements.**

0.1. Let \( p_l(x, B) \) be a stationary transitive function in a standard Borel space \( (E, \mathcal{B}) \) and let \( M \) and \( H \) be the corresponding classes of excessive measures and functions. For every \( l \in \mathcal{B} \), we put \( M^l = \{ m : m \in M, m(l) = 1 \} \) and we denote by \( \mathcal{B}(M^l) \) the \( \sigma \)-algebra in \( M^l \) generated by the sets \( \{ m : m \in M^l, m(B) < u \}, \) \( B \in \mathcal{B}, u \in R \). For every measure \( \nu \) on \( \mathcal{B} \), we put \( H^\nu = \{ h : h \in H, \nu(h) = 1 \} \) and we denote by \( \mathcal{B}(H^\nu) \) the \( \sigma \)-algebra in \( H^\nu \) generated by the sets \( \{ h : h \in H^\nu, \xi(h) < u \}, \xi \) is a measure on \( \mathcal{B}, u \in R \). Our objective is to prove the following two results.

**Theorem 0.1.** Let \( \Gamma \) be the set of all minimal elements of \( M \) which belong to \( M^l \). Suppose that \( l \in \mathcal{B} \) is strictly positive. Then \( \Gamma \in \mathcal{B}(M^l) \) and, for each \( m \in M^l \), there exists one and only one probability measure \( \mu \) on \( \mathcal{B}(M^l) \) concentrated on \( \Gamma \) such that

\[
m(B) = \int_\Gamma n(B) \mu(dn) \quad \text{for all } B \in \mathcal{B}.
\] (0.1)
Theorem 0.2. Let $\Gamma$ be the set of all minimal elements of $H$ belonging to $H^\dagger$. Let $\nu$ be a $\sigma$-finite measure with the property:

0.1.A. There exists an excessive reference measure $\gamma$ and a strictly positive function $l$ such that

$$\gamma(lh) < \nu(h) \quad \text{for all } h \in H.$$  \hfill (0.2)

Then $\Gamma \in \mathcal{B}(H^\dagger)$ and, for every $h \in H^\dagger$, there exists one and only one probability measure $\mu$ on $\mathcal{B}(H^\dagger)$ concentrated on $\Gamma$ such that

$$h(x) = \int_{\Gamma} f(x) \mu(df) \quad \text{for all } x \in B.$$  \hfill (0.3)

0.2. Comments to Theorem 0.2.

(a) If $\gamma$ is a reference measure and if $h \in H$, then $h < \infty$ a.s. $\gamma$. If $h \neq 0$, then $\gamma(h) > 0$ and $\gamma(lh) = 1$ for some strictly positive function $l$. The measure $\nu(dx) = l(x)\gamma(dx)$ obviously satisfies 0.1.A, and $h \in H^\dagger$. Hence each $h \in H$ can be decomposed into minimal elements. (The analogous statement for $m \in M$ is obvious.)

(b) Let $\gamma$ satisfy condition 2.2.C and let $g^\gamma$ be the corresponding Green function defined by (2.14). Suppose that the function $q(y) = v(g^\gamma)$ is finite $\gamma$-a.e. and strictly positive. Then the measure $\nu$ has property 0.1.A. In fact,

$$\gamma_1(B) = \int_E \nu(dx) g_x(B) = \int_B q(y)(dy)$$

is an excessive reference measure and $\gamma_1(lh) < \nu(h)$ for all $h \in H$ where

$$l(y) = q(y)^{-1} \int_0^\infty dt e^{-t} \int_E \nu(dx) \rho_t(x, y)$$

is strictly positive.

(c) In case of Brownian motion remark (b) is applicable to Lebesgue measure $\gamma$ and any measure $\nu$ concentrated at one point.

(d) If $\gamma$ is a reference measure, the $\sigma$-algebra $\mathcal{B}(H^\dagger)$ is generated by the sets \{ $h : h \in H^\dagger$, $\gamma(lh) < u$, $l \in \mathcal{B}$, $u \in R$. This follows from the relation

$$\xi(h) = \lim_{t \to 0} \gamma(l_t h) \quad \text{where } l_t(y) = \int \xi(dx) \rho_t(x, y).$$

(e) The function $f(x)$, $f \in H$, $x \in E$ is $\mathcal{B}(H^\dagger) \times \mathcal{B}$-measurable. In fact, it is easy to see that $\int r(x, y) \gamma(dy)f(y)$ is $\mathcal{B}(H^\dagger) \times \mathcal{B}$-measurable if $r(x, y)$ is $\mathcal{B} \times \mathcal{B}$-measurable, and measurability of $f(x)$ follows from the formula $f(x) = \lim_{t \downarrow 0} \int \rho_t(x, y) \gamma(dy)f(y)$.

(f) By remark (e) and the Fubini theorem, it follows from (0.3) that $\xi(h) = \int_{\Gamma} \xi(f) \mu(df)$ for each measure $\xi$.

0.3. Theorem 0.2 follows easily from Theorem 0.1. First, if $\nu(dx) = l(x)\gamma(dx)$ where $\gamma$ is an excessive reference measure and $l > 0$, then the mapping (3.20) establishes a 1-1 correspondence between $H^\dagger$ and $\hat{M}^\dagger$ (we use the notations of Subsection 3.5). Obviously this mapping is measurable. By 0.2.d the inverse mapping is also measurable, and the representation (0.1) of the measure $m = \gamma^h \in \hat{M}^\dagger$ is equivalent to the representation (0.3) of $h \in H^\dagger$. 
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Now let \( \nu \) satisfy condition 0.1.A and let \( \nu_1(dx) = l(x)\gamma(dx) \). We note that 
\[ 0 < \nu_1(h) < 1 \text{ for all } h \in H^* \]. Put \( H^*_0 = \{ h : h \in H^*, \nu(h) < \infty \} \). Formulae 
\[ F_1(h) = h/\nu_1(h) \text{ and } F(h) = h/\nu(h) \] 
determine inverse measurable mappings \( F_1 \) of \( H^* \) onto \( H^*_0 \) and \( F_2 \) of \( H^*_0 \) onto \( H^* \). Evidently they preserve minimal elements. 
Therefore to prove Theorem 0.2 for the measure \( \nu \), it is sufficient to check that each 
element \( h \in H^*_0 \) has a unique integral representation through minimal elements of \( H \) which lie in \( H^*_0 \). Since Theorem 0.2 has been proved for the measure \( \nu_1 \), there 
corresponds to every \( h \in H^*_0 \) a unique probability measure \( \mu \) on \( \mathcal{B}(H^*) \) concentrated on the set \( \Gamma_1 \) of minimal elements such that 
\[ h(x) = \int_{\Gamma_1} f(x)\mu(df) . \]
By 0.2.f this implies an equality 
\[ \nu(h) = \int_{\Gamma_1} \nu(f)\mu(df) \]
and since \( \nu(h) < \infty \), the measure \( \mu \) is concentrated on \( \Gamma_1 \cap H^*_0 \).

0.4. The rest of the Appendix is devoted to proving the following statement.

**THEOREM 0.3.** Let \( l > 0 \) and let 
\[ f^*(x) = \int_{0}^{\infty} T_u l(x)c(s-u)\,ds \quad (0.4) \]
where \( c(t) > 0 \) and \( \int_{\mathbb{R}} c(t)\,dt = 1 \). Let \( \mathcal{F}_a \) be the \( \sigma \)-algebra defined in Subsection 5.5.
There exists an \( M^1 \)-valued function \( n^w \) on \( \Omega \) with the properties:

0.4.A. \( n^w(B) \) is \( \overline{\mathcal{F}} \)-measurable for every \( B \in \mathcal{B} \).

0.4.B. \( P_m\{Z|\mathcal{F}_a\} = P_mZ \) a.s. \( P_m \) for all \( Z \in \overline{\mathcal{F}} \), \( m \in M^1 \).

Properties 0.4.A, B mean that \( \mathcal{F}_a \) is an \( H \)-sufficient \( \sigma \)-algebra for the class \( K \) of probability measures \( P_m \), \( m \in M^1 \), and Theorem 0.1 follows from Theorem 0.3 because of the general relation between \( H \)-sufficient statistics and minimal elements established in [7] (see Theorem 3.1).

0.5. In each standard Borel space \( (E, \mathcal{B}) \) there exists a support system \( W \) i.e., a 
countable family of positive bounded functions with the properties:

0.5.A. If \( \mu_n \) is a sequence of probability measures on \( \mathcal{B} \) and if \( \lim \mu_n(\varphi) = q(\varphi) \) 
exists for every \( \varphi \in W \), then there is a probability measure \( \mu \) such that \( \mu(\varphi) = q(\varphi) \) 
for all \( \varphi \in W \).

0.5.B. If a class \( \mathcal{S} \) of positive functions contains \( W \) and is closed under addition, 
multiplication by positive constants and if \( \mathcal{S} \) contains together with each increasing 
sequence its limit, then \( \mathcal{S} \) contains all functions \( \varphi \in \mathcal{B} \).

We put \( x \in E' \) if the limit 
\[ \lim_{u \to \infty} \left( g^u_x(\varphi_l)/g^u_x(1) \right) \quad (0.5) \]
exists for all \( \varphi \in W \). By 0.5.A for each \( x \in E' \) there exists a probability measure \( \mu_x \) 
such that the limit (0.5) coincides with \( \mu_x(\varphi) \). We put \( \varphi' = \varphi l^{-1} \), 
\( n_x(\varphi l) = \mu_x(\varphi l)l^{-1}(\gamma) \). Obviously \( n_x(l) = 1 \) and 
\[ \lim_{u \to \infty} \left( g^u_x(\varphi)/g^u_x(l) \right) = n_x(\varphi) \text{ if } x \in E', \varphi l \in W. \quad (0.6) \]
Let $\Lambda_0$ be the set of all rational numbers. We put $\omega \in \Omega'$ if $x_r \in E'$ for all $r \in \Lambda_0$ and if

$$\lim_{r \downarrow \alpha} n_{x_r}(\varphi)$$

exists for all $\varphi' \in W$. Again by 0.5.A, for every $\omega \in \Omega'$, there exists a measure $n^w(\varphi)$ such that $n^w(l) = 1$ and

$$n^w(\varphi) = \lim_{r \downarrow \alpha} n_{x_r}(\varphi) \quad \text{for all } \omega \in \Omega', \varphi' \in W.$$  \hspace{1cm} (0.7)

We shall see that $E'$ and $\Omega'$ are not empty (except the case where $M'$ is empty, in which case our theorem is trivial). Let

$$E'' = E' \setminus E', \quad \Omega'' = \Omega' \setminus \Omega'.$$

Fix arbitrary points $x' \in E'$ and $\omega' \in \Omega'$ and put $n_x = n_{x_x}$ for $x \in E''$, $n^\omega = n^w$ for $\omega \in \Omega''$.

The function $n^w(\varphi)$ is $\mathcal{F}$-measurable if $\varphi' \in M$. By 0.5.B, the same is true for all $\varphi \in \mathcal{B}$. Therefore $n^w$ satisfies the condition 0.4.A. Theorem 0.3 will be proved if we show that, for each $m \in M'$,

$$P_m\{n^w \in M\} = 0$$  \hspace{1cm} (0.8)

and 0.4.B is fulfilled. We check this separately for dissipative and conservative $m$.

0.6. Suppose that $m \in M'$ is dissipative. Obviously (0.6) holds with

$$n_x(\varphi) = g_x(\varphi) / g_x(l),$$  \hspace{1cm} (0.9)

if $g_x(l) < \infty$. Hence $E'' \subset \{ x : g_x(l) = \infty \}$ and $m(E'') = 0$.

Let $\varphi' \in W$. Comparing (0.7), (0.8) and (7.7) and applying Theorem 7.1, we conclude that $P_m'(\Omega'') = 0$, that the function $n^w(\varphi)$ is $\mathcal{F}_a^\varphi$-measurable and that

$$P_m'[X^{n^w}(\varphi)] = P_m^h X$$  \hspace{1cm} (0.10)

with $h^t(x) = T_{t-s} \varphi(x)$ for all $X \in \mathcal{F}_a^\varphi$, $t \in R$. By 5.4.B and 5.4.A, for $s < t$,

$$P_m'[X \chi_{a<s} f^t(x) \varphi(x)] = P_m'[X f^t(x) \varphi(x) \chi_{s<t}] = P_m'[X f^t(x) \chi_{a<s}].$$

Since $\beta = t$ a.s. $P_m^h$, we get by setting $s \uparrow t$

$$P_m'[X f^t(x) \varphi(x)] = P_m^h X.$$  \hspace{1cm} (0.11)

It follows from (0.10) and (0.11) that

$$P_m'[f^t(x) \varphi(x)] = P_m^h X.$$  \hspace{1cm} (0.12)

Established for $\varphi' \in W$, equality (0.12) can be extended for all $\varphi \in \mathcal{B}$ using 0.5.B. Suppose that

$$\varphi(x) = P_{i_x} Z, \quad Z \in \mathcal{F}_{>t}.$$  \hspace{1cm} (0.13)

Since $X \chi_{a<s} \in \mathcal{F}_{<t}$, formula (0.12) and 5.4.B imply that

$$P_m'[X^{n^w}(\varphi)] = P_m^h X \chi_{a<s} Z.$$  \hspace{1cm} (0.14)
We apply this formula to \( t = -u < 0 \) and \( Z = \psi(x_0)/f^0(x_0) \) and we get
\[
P_m^f X^n_o(T_u^\psi) = P_m^f X 1_{\alpha < -u} f^0(x_0).
\] (0.15)

On the other hand, it follows from (0.12) that
\[
P_m^f X^n_o(\psi) = P_m^f X \psi(x_0)/f^0(x_0).
\] (0.16)

Comparing (0.15) and (0.16) we have
\[
n_o^n(T_u^\psi) < n^n(\psi) \text{ a.s. } P_m^f
\] (0.17)
and
\[
n_o^n(T_{1/k}^\psi) \to n^n(\psi) \text{ a.s. } P_m^f.
\] (0.18)

The set \( C = \{(u, w): n_o^n(T_u^\psi) > n^n(\psi) \text{ for some } \psi' \in W\} \) is \( \mathcal{B}_R \times \mathcal{F} \)-measurable and all its \( u \)-sections have \( P^n_o \) measure zero. By Fubini's theorem, there exists a set \( \Omega_0 \in \mathcal{F} \) such that \( P_m^f(\Omega_0) = 0 \) and \( (u, w) \in C \) for almost all \( u \) and all \( w \in \Omega_0 \). Using 0.5.B and the semigroup property of \( T_t \), we prove that \( n^n(T_u^\psi) < n^n(\psi) \) for all \( \psi \in \Omega_0 \) and all \( u \in R \). Because of (0.18), there exists a set \( \Omega_1 \subset \Omega_0 \) such that \( P_m^f(\Omega_1) = 0 \) and \( n^n(T_{1/k}^\psi) \to n^n(\psi) \) for all \( \psi \in \Omega_1 \) and all \( \psi' \in W \). Applying 0.5.A and 0.5.B, it is easy to prove that \( n^n \in M \) for all \( \psi \in \Omega_1 \).

To prove 0.4.B, we establish that, for each \( Z \in \mathcal{F} \),
(i) \( P_m^f Z \) coincides \( P_m^f \)-a.e. with a \( \mathcal{B}_a^n \)-measurable function,
(ii) \( P_m^f X Z = P_m^f (XP^n_o Z) \) for all \( X \in \mathcal{B}_a^n \).

It is sufficient to check this for \( Z = 1_{a < t_1 f(x_1), \ldots, x_t \leq \beta} \) where \( t < t_1 < \cdots < t_n < u \) and \( f \) is a measurable function on \( E^n \). It follows from (5.2) that in this case \( P_m^f Z = n^n(\varphi) \) where \( \varphi \) is given by (0.13). Both conditions (i) and (ii) are satisfied (the second one follows from (0.14)).

0.7. Now let \( \mu \) be a conservative element of \( M^f \). Then by Theorem 3.2, \( \mu(E^n) = 0 \) and (0.6) holds with
\[
n_o(\varphi) = m\left( \frac{\varphi}{l} | \mathcal{B}_a^f \right), \quad \mu \text{-a.e.}
\] (0.19)

The following two lemmas establish relations between the \( \sigma \)-algebra \( \mathcal{B}_m^T \) and \( \mathcal{F}_a^n \).

**Lemma 0.1.** If \( F \) is a bounded \( \mathcal{B}_m^T \)-measurable function, then there exists a \( \mathcal{F}_a^n \)-measurable function \( Y_F \) such that, for each countable everywhere dense set \( \Lambda \),
\[
Y_F = \lim_{r \to -\infty} F(x_r).
\] (0.20)

For each \( F \in \mathcal{B}_m^T \) and each \( \varphi \in \mathcal{B} \), \( t \in R \)
\[
P_m^f Y^* F = P_m^f Y_F \varphi(x_t) f^t(x_t)^{-1}.
\] (0.21)

**Proof.** Let \( Z \) and \( \varphi \) be as in (0.13). By 5.4.B and (5.2), we have for \( s < t, \varphi \in \mathcal{B} \),
\[
P_m^f F(x_s) \varphi(x_t) Z = P_m^f F(x_s) \varphi(x_t) f^s(x_t)^{-1} = m[F T_{t-s} (\psi \varphi)].
\] (0.22)

Analogously
\[
P_m^f F(x_s) \varphi(x_t) Z = m(F \psi \varphi).
\] (0.23)
Since $F \in \mathcal{B}_m^T$, the terms on the right side of (0.22) and (0.23) coincide. This implies the relation

$$P_m^f \{ F(x_t) | \mathcal{F}_{>t} \} = F(x_t) \quad \text{a.s. } P_m^f \text{ on } \{ \beta > t \}. \quad (0.24)$$

Hence, for each $u$, $(F(x_t))_{\beta > u} \in \mathcal{F}_{>t}$, $P_m^f$ is a martingale on $(-\infty, u)$ and the existence of $Y_{F}$ follows from the theorem on convergence of a bounded martingale. By (0.19) and (3.8)

$$\int m(dx) F(x) n_x(\varphi) T_u l(x) = \int m(dx) n_x(\varphi) l(x) F(x) = m(F \varphi) = m(F_T \varphi).$$

Therefore, by (0.4)

$$P_m^f F(x_t) n_x(\varphi) \varphi = \int m(dx) F(x) n_x(\varphi) f'(x) = m(F_T \varphi).$$

Letting $r \to -\infty$, we get (0.21), first, for $\varphi' \in \mathcal{W}$ and then, using 0.5.B, for all $\varphi \in \mathcal{B}$.

**Lemma 0.2.** Every bounded function $Y \in \mathcal{P}_m^a$ coincides $P_m^f$-a.e. with $Y_{F}$ for some $F \in \mathcal{B}_m^T$.

**Proof.** We choose a function $F \in \mathcal{B}$ such that $P_m^f (Y \mid x_0) = F(x_0)$ a.s. $P_m^f$. For all $t > 0$, $\psi \in \mathcal{B}$, we have

$$m(FT \psi) = P_m^f F(x_0) \psi(x_t) f'(x_t)^{-1} = P_m^f \{ Y \psi(x_t) f'(x_t)^{-1} \}. \quad (0.25)$$

Since $Y 1_{a < t} \in \mathcal{F}_{<t}$ and $\theta Y = Y$ a.s. $P_m^f$, it follows from 5.5.A and 5.4.B that the right side of (0.25) does not depend on $t$. Hence $F \in \mathcal{B}_m^T$.

Now, by 5.4.B, $P_m^f Y \psi(x_0) Z = P_m^f F(x_0) \psi(x_0) Z$ for all $\psi \in \mathcal{B}$, $Z \in \mathcal{F}_{>0}$. Hence $P_m^f (Y \mid \mathcal{F}_{>0}) = F(x_0)$ a.s. $P_m^f$ and, by (0.24)

$$P_m^f (Y \mid \mathcal{F}_{>t}) = P_m^f \{ F(x_0) | \mathcal{F}_{>t} \} = F(x_t) \quad \text{a.s. } P_m^f.$$ 

Letting $t \to -\infty$, we see that $Y = P_m^f (Y \mid \mathcal{F}_{>0}) = Y_{F}$ a.s. $P_m^f$.

0.8. Suppose that $\varphi$ is given by formula (0.13). It follows from (0.21) and 5.4.B that

$$P_m^f Y 1_{a < t < \beta} Z \quad (0.26)$$

for $Y = Y_{F}$. By Lemma 0.2, (0.26) holds for all $Y \in \mathcal{P}_m^a$. Formula (0.26) coincides with (0.14) and we establish (0.8) and 0.4.B in the same way as in Subsection 0.6.
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