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Abstract. We consider the problem of finding all the “embeddings” of a discrete series representation in the principal series in the case of a simple real Lie group $G$ of real rank one. More precisely, we solve the problem when $G$ is Spin$(2n, 1)$, SU$(n, 1)$, Sp$(n, 1)$ or $F_4$ ($n > 2$).

The problem is reduced to considering only discrete series representations with trivial infinitesimal character, by means of tensoring with finite dimensional representations.

Various other techniques are employed.

1. Introduction. Let $G$ be a connected semisimple Lie group, with finite center. In two basic papers ([3], [4]), Harish-Chandra gave an explicit parametrization of the discrete series representations for such a group $G$ and a way, in principle, for computing the characters. In his work there is little, if any, indication of how the discrete series can be realized: W. Schmid (Ph.D thesis, University of California, Proc. Nat. Acad. Sci. U.S.A. 59 (1968), 56–59) proved, under suitable conditions, an explicit formula for the restriction of a discrete series of $G$ to a maximal compact subgroup $K$ (Blattner’s conjecture). In a subsequent paper with H. Hecht [6], he proved Blattner’s conjecture under the further assumption that $G$ is a linear group. He also fully characterized discrete series representations by their restriction to $K$ (minimal $K$-type theorem). The minimal $K$-type theorem was proved almost simultaneously by N. Wallach using the theory of Enright-Varadarajan modules ([19], [15]).

In this paper we use the existence of minimal $K$-types to find all the possible embeddings of a discrete series representation in a nonunitary principal series, if $G$ is Spin$(2n, 1)$ ($n > 2$), SU$(n, 1)$ ($n > 2$), Sp$(n, 1)$ ($n > 2$), or the connected Lie group $F_4$ with Lie algebra $f_{4(-20)}$.

Using G. Zuckerman’s idea of tensoring with finite dimensional representations [22], the problem is first reduced to the study of the discrete series with trivial infinitesimal character. We also remark that if a discrete series is realized by a principal series, then the “$M$-type” of the principal series has to be in the minimal $K$-type of the discrete series.
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With this in mind, we compute the $M$-type of the minimal $K$-type, using the branching theorems from $K$ to $M$, set up by the author in [1]. The results obtained in this direction together with some special results concerning $F_4$, make it possible to prove

**Theorem 17.9.** A discrete series representation is realized in a nonunitary principal series with multiplicity at most one.

This, together with a formula ([14], [21]) which relates the character of a discrete series to the character of a principal series, is used to prove that the number of occurrences of a discrete series as a subquotient, but not as a quotient, is odd. We solve completely the problem for the class of groups considered. In the case of $\text{Sp}(n, 1)$ (resp. $F_4$), relative to a particular discrete series, we also use a result of [8] (resp. [25]), together with $K$-type considerations. The results for $\text{Spin}(n, 1)$ and $\text{SU}(n, 1)$ were already known (see for example [24], [26]).

Finally, we would like to point out that the main results of this paper can be found in the tables in §18. To obtain them, we also use explicit realizations of the discrete series by A. Knapp and N. Wallach [10].

Much of this paper was contained in the author's doctoral thesis [1]. The author wishes to thank her thesis advisor, Professor Nolan R. Wallach for his continuous encouragement and help.

2. Preliminaries. The following notations will be in force throughout the paper. We let $G$ be a connected semisimple Lie group with finite center, and fix a Cartan decomposition $g = \mathfrak{k} \oplus \mathfrak{p}$ of the Lie algebra.

Let $G_C$ be a connected, simply connected complex Lie group with Lie algebra $g_C$. We assume that $G$ is the real analytic subgroup of $G_C$ corresponding to $g$ and that rank $g = \text{rank } \mathfrak{k}$.

Let $t \subset \mathfrak{k}$ be a compact Cartan subalgebra for $g$. Let $\Delta$ be the set of roots of $(g_C, \mathfrak{k}_c)$ and let $\Delta_c$ and $\Delta_n$ be the sets of compact and noncompact roots, respectively. The Weyl groups of $\Delta$ and $\Delta_c$ are $W$ and $W_K$.

If $P$ is a system of positive roots for $\Delta$, we let $P_c$ and $P_n$ be the obvious sets of positive roots. In terms of $P$ we define

$$
\delta^c = \frac{1}{2} \sum_{\alpha \in P_c} \alpha, \quad \delta^n = \frac{1}{2} \sum_{\alpha \in P_n} \alpha \quad \text{and} \quad \delta = \delta^c + \delta^n.
$$

Let $K$ and $T$ be the analytic subgroups corresponding to $\mathfrak{k}$ and $\mathfrak{t}$.

We need also to introduce notation for an Iwasawa Cartan.

Let $a$ be a maximal abelian subalgebra of $\mathfrak{p}$. Form $A$, the set of restricted roots of $(g, a)$. Let $m$ be the centralizer of $a$ in $\mathfrak{k}$. Let $\mathfrak{h}^- \subset \mathfrak{t}$ be a Cartan subalgebra of $m$ and $\mathfrak{h} = \mathfrak{h}^- \oplus a$. Then $\mathfrak{h}$ is a Cartan subalgebra of $g$.

Let $\Phi$ denote the root system of $(g_C, \mathfrak{h}_C)$ and $\Phi_m \subset \Phi$ be the root system of $(m_C, \mathfrak{h}_C)$.

Let $\Phi^+$ be a positive root for $\Phi$ obtained by requiring that $a$ comes before $\mathfrak{h}^-$. Form $\Lambda^+$ the corresponding restricted positive root and let $\Phi^+_m = \Phi_m \cap \Phi^+$. Let $n$ be the sum of the positive restricted root spaces. Then $g = \mathfrak{k} \oplus a \oplus n$ is an Iwasawa decomposition of $g$.  
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Later we shall use the notation \( A \) and \( N \) for the analytic subgroups with Lie algebras \( \mathfrak{a} \) and \( \mathfrak{n} \), \( M \) for the centralizer of \( \mathfrak{a} \) in \( K \), and \( \rho \) for half the sum of the positive restricted roots, counted with multiplicities. We also set \( \delta_m = \frac{1}{2} \sum_{\alpha \in \Phi^+} \alpha \). Let \( (, ,) \) denote the dual of the Killing form \( B \) of \( g \) restricted to \( h \) or \( t \).

3. Harish-Chandra homomorphism. If \( \mathfrak{h} \) is a Cartan subalgebra of \( g \), let \( U(\mathfrak{g}) \) and \( U(\mathfrak{h}) \) denote the universal enveloping algebra of \( \mathfrak{g}_C \) and \( \mathfrak{h}_C \) respectively. Let \( \mathfrak{g} \) be the center of \( U(\mathfrak{g}) \). Then there exists a homomorphism \( \gamma_\mathfrak{h} \) of \( \mathfrak{g} \) onto \( (U(\mathfrak{h}))^W \), the Weyl group invariants of \( U(\mathfrak{h}) \). \( \gamma_\mathfrak{h} \) is called the Harish-Chandra homomorphism. If \( \lambda \in \mathfrak{h}_C \), we denote by \( \chi_\lambda : \delta \to C \) the homomorphism defined by \( \chi_\lambda(Z) = \lambda(\gamma_\mathfrak{h}(Z)) \). \( \lambda \) is the infinitesimal character of the Verma module of highest weight \( \lambda - \delta_{\Psi^+} \), where \( \delta_{\Psi^+} = \frac{1}{2} \sum_{\alpha \in \Phi^+} \alpha \) relative to some choice, \( \Psi^+ \), of positive roots for the root \( \Psi \).

We recall the following properties:
1. \( \chi_\lambda = \chi_\mu \Leftrightarrow \lambda = \sigma \mu, \sigma \) in the Weyl group of \( \Psi \).
2. If \( \mathfrak{h}' \) is another Cartan of \( g \) and \( \text{Ad}(x) : \mathfrak{h}_C \to \mathfrak{h}'_C \) for some \( x \in G_C \), then \( \gamma_{\mathfrak{h}'} = \text{Ad}(x)\gamma_{\mathfrak{h}} \).
3. If \( \chi : \delta \to C \) is a homomorphism, then there exist \( \lambda \in \mathfrak{h}_C \) such that \( \chi = \chi_\lambda \).

4. Discrete series and principal series. Let \( \hat{M} \) be the set of all equivalence classes of irreducible finite dimensional representations of \( M \).

If \( \xi \in \hat{M} \) we fix an element \( (\xi, H^\xi) \) of \( \xi \). For \( \xi \in \hat{M} \) and \( \nu \in \mathfrak{a}_C \) we define the principal series \( (\pi_{\xi, \nu}, H^{\xi, \nu}) \) as follows:

1. \( H^{\xi, \nu} \) is the space of all measurable functions \( f : G \to H^\xi \) so that:
   (i) \( f(gman) = e^{-\nu(g)m}f(g)(g) \) (\( g \to a \) is the inverse to \( \exp: a \to A \)).
   (ii) \( \int_K \| f(k) \|^2 \, dk < \infty \).
2. \( (\pi_{\xi, \nu}(g)f)(x) = f(g^{-1}x) \) for \( x, g \in G \).

Let \( \Theta_{\xi, \nu} \) be the character of \( (\pi_{\xi, \nu}, H^{\xi, \nu}) \). Let \( \Lambda_\xi \) be the highest weight of \( \xi \) relative to \( \Phi_\nu^+ \). For example, according to [5, p. 87], the infinitesimal character of the nonunitary principal series \( \pi_{\xi, \nu} \) is \( \chi_{\Lambda(\xi, \nu)} \), where \( \Lambda(\xi, \nu) \in (\mathfrak{h}^\nu + \mathfrak{a})_C \) is defined by \( \Lambda(\xi, \nu) = \Lambda_\xi + \delta_\nu + \nu \).

Denote by \( L_T \) the integral forms on \( t_C \). The elements of \( L_T \) are precisely those that lift to a character of \( T \). We say that \( \Lambda \in \mathfrak{h}^* \) is regular if \( (\Lambda, \alpha) \neq 0 \) for \( \alpha \in \Delta \). Corresponding to each regular \( \Lambda \in L_T \), Harish-Chandra has constructed certain invariant eigendistributions \( \Theta_\Lambda \) on \( G \). Two of these coincide precisely when their parameters \( \Lambda \) are related by an element of the Weyl group of \( K \). Each \( \Theta_\Lambda \) is the character of a discrete series representation and conversely [4].

We denote by \( (\pi_\Lambda, H^\Lambda) \) the discrete series with character \( \Theta_\Lambda \). The infinitesimal character of \( \pi_\Lambda \) is \( \chi_\Lambda \).

5. Minimal \( K \)-type theorem. Let \( (\pi, H) \) be a representation of \( G \) on the Hilbert space \( (H, \langle , \rangle) \). We say that \( (\pi, H) \) is \( K \)-finite if

1. \( (\pi|_K, K) \) is unitary,
2. a \( K \)-representation \( H = \sum_{\gamma \in \hat{K}} H_\gamma \) (unitary direct sum) where \( H_\gamma = m_\gamma V_\gamma, (\pi_\gamma, V_\gamma) \in \gamma \in \hat{K} \) and \( m_\gamma < \infty \).
Let $H_F$ denote the set of the $K$-finite vectors and let $(\pi, H_F)$ be the corresponding $g$ module.

If a discrete series representation is infinitesimally equivalent to an irreducible component of a (nonunitary) principal series we say, simply, that it is an irreducible component.

Let $\Lambda \in L_T$ be regular and let $(\tau_\Lambda, V^\Lambda)$ be a $K$-type of $\pi_\Lambda$.

The following result is an immediate consequence of the Frobenius reciprocity theorem.

**Theorem 5.1.** If $\pi_\Lambda$ is an irreducible component of $(\pi_{\xi,\nu}, H^{\xi,\nu})$, then $\xi$ is an $M$-type of $\tau_{\Lambda\mid M}$.

**Proof.** By assumption, there exist $V_2 \subseteq V_1$, closed, $\pi_{\xi,\nu}$ invariant subspace of $H^{\xi,\nu}$, such that $(\pi_{\xi,\nu}, (V_1/V_2)_F)$ is algebraically equivalent to $(\pi_\Lambda, H^\Lambda_F)$.

By the compactness of $K$, we have that $(\pi_{\xi,\nu}, V_1/V_2)$ is equivalent as a $K$-representation to $(\pi_{\xi,\nu}, W)$ where $W$ is a closed invariant subspace of $H^{\xi,\nu}$. $V_1/V_2$ is infinitesimally equivalent to $H^\Lambda$, forcing $W$ to be infinitesimally equivalent to $H^\Lambda$ as a $K$-module. Hence $\tau_\Lambda$ is a $K$-type of $W$.

Since $\pi_{\xi,\nu}$, as a $K$-representation, is equivalent to the unitarily induced representation from $K$ to $K$, the theorem follows from the Frobenius reciprocity theorem.

6. Conjugate dual representation.

**Lemma 6.1.** There is a nondegenerate (continuous) sesquilinear pairing $(, )$ between $H^{\xi,\nu}$ and $H^{\xi, -\nu}$ for each $\xi \in \hat{M}$ and $\nu \in \xi_0^*$, so that if $f_1 \in H^{\xi,\nu}$ and $f_2 \in H^{\xi, -\nu}$ then

$$(\pi_{\xi,\nu}(g)f_1, \pi_{\xi, -\nu}(g)f_2) = (f_1, f_2) \quad (g \in G).$$

**Proof.** See e.g. [18, Lemma 3.1].

**Definition 6.2.** Let $(\pi, H)$ be a representation of $G$ on a Hilbert space $H$. We denote by $H^* = \{f : H \to \mathbb{C}, f$ continuous and linear, such that $f(\alpha x) = \overline{\alpha} f(x)$, for $\alpha \in \mathbb{C}$ and $x \in H\}$. The conjugate dual representation $(\pi^*, H^*)$ of $(\pi, H)$ is defined by

$$\pi^*(g)\lambda = \lambda \circ \pi(g^{-1}) \quad \text{for } \lambda \in H^* \text{ and } g \in G.$$

**Lemma 6.3.** Let $\pi$ be a $K$-finite representation on $(H, (, ))$. Assume that $\pi$ is unitarizable, i.e., there exist $\langle , \rangle$ an inner product on $H_F$, so that $\langle \pi(X)v, w \rangle = -\langle v, \pi(X)w \rangle$, for $X \in g$ and $v, w \in H_F$, and that $(\pi, H_F)$ is irreducible. Then $\pi^*$ is infinitesimally equivalent to $\pi$.

**Proof.** If $f \in (H^*)_F$, then there exist $S \subseteq \hat{K}$ so that $f \circ E_S = f$ ($E_S$ is the projection of $H$, determined by $S$).

Let $V$ be the completion of $H_F$ relative to $\langle , \rangle$. Then, since $E_S V \subseteq H_F$ and $\dim E_S V < \infty$, we see that $f$ extends to a continuous antilinear functional on $V$.

Let $A(f) \in V$ be defined by $f(v) = \langle v, A(f) \rangle$. Now $A(f) \perp (E_S V)_V^\perp$ ($\perp$ is relative to $\langle , \rangle$), thus $A(f) \in E_S V \subseteq H_F$. We therefore have $A : (H^*)_F \to H_F$ a linear operator. Also if $A(f) = 0$, then $f = 0$. Now

$$\langle v, A\pi^*(X)f \rangle = (\pi^*(X)f)v = -f\pi(X)v = -\langle \pi(X)v, Af \rangle = \langle v, \pi(X)Af \rangle.$$
Thus $A\pi^*(X)f = \pi(X)Af$.

Hence $A: (\pi^*, (H^*)_F) \to (\pi, H_F)$ is an injective intertwining operator. Since $(\pi, H_F)$ is irreducible, $A$ is also surjective.

Let $\Lambda \in L_T$ be regular and let $\xi \in \hat{M}, \nu \in \alpha_\xi^*$.

**Theorem 6.4.** $\pi_\Lambda$ is an irreducible component of $\pi_{\xi, \nu}$ iff $\pi_\Lambda$ is an irreducible component of $\pi_{\xi, -\bar{\nu}}$. More precisely:

1. $\pi_\Lambda$ is a subspace (quotient) of $\pi_{\xi, \nu}$ iff $\pi_\Lambda$ is a quotient (subspace) of $\pi_{\xi, -\bar{\nu}}$.

**Proof.** Let $(\ , \ )$ be the sesquilinear form of Lemma 6.1. Let $A: H^{\xi, -\bar{\nu}} \to (H^{\xi, \nu})^*$ be defined by

$$f_2 \mapsto (\ , f_2)$$

for $f_2 \in H^{\xi, -\bar{\nu}}$.

Then $(A\pi_{\xi, -\bar{\nu}}(g)f_2)f_1 = (\pi_{\xi, \nu}(g)Af_2)f_1$ for $g \in G, f_1 \in H^{\xi, \nu}$ and $f_2 \in H^{\xi, -\bar{\nu}}$.

Since $A$ is a continuous bijection of $H^{\xi, -\bar{\nu}}$ onto $H^{\xi, \nu}$, then $\pi_{\xi, -\bar{\nu}}$ is $G$-equivalent to $\pi_{\xi, \nu}$.

If $V \subset H^{\xi, \nu}$ is a closed invariant subspace, define $V^\perp = \{x \in H^{\xi, -\bar{\nu}} \text{ such that } (v, x) = 0 \text{ for all } v \in V\}$. Then $V^\perp$ is a closed invariant subspace of $H^{\xi, -\bar{\nu}}$. Now let $V_2 \subset V_1 \subset H^{\xi, \nu}$ be closed and invariant subspaces.

Assume that $V_1/V_2$ is infinitesimally equivalent to $H^\Lambda$. Define $\phi: V_1/V_2 \times V_2^\perp/V_1^\perp \to C$ by $\phi(\bar{v}, \bar{w}) = (v, w)$, where $\bar{v} \in V_1/V_2$ and $\bar{w} \in V_2^\perp/V_1^\perp$. It is immediate to check that $\phi$ is indeed well defined and it is a nondegenerate continuous (relative to the obvious topology) sesquilinear form. Moreover $\phi(\pi_{\xi, \nu}(g)\bar{v}, \pi_{\xi, -\bar{\nu}}(g)\bar{w}) = \phi(\bar{v}, \bar{w})$. Hence

$$(\pi_{\xi, \nu}(V_1/V_2)^*) \overset{G\text{-equivalent}}{\approx} (\pi_{\xi, -\bar{\nu}}, V_2^\perp/V_1^\perp).$$

(i)

Since $H^\Lambda$ is equivalent to $(V_1/V_2)_F$, Lemma 6.3 says that $(V_1/V_2)_F$ is equivalent to $(V_1/V_2)^*_F$. Now apply (i) to get that $\pi_\Lambda$ is infinitesimally equivalent to a subquotient of $\pi_{\xi, -\bar{\nu}}$. By duality the first assertion of the theorem is proved and (1) follows immediately. We need the following results due to Langlands [12]. If $\lambda \in \Lambda^+$ let $h_\lambda \in a$ be defined by $B(H, h_\lambda) = \lambda(H)$ for $H \in a$. We write $\Re \nu > 0$ ($< 0$) if $(\Re \nu, \lambda) = (\Re \nu, h_\lambda) > 0$ ($< 0$) for $\lambda \in \Lambda^+$.

**Theorem 6.5.** Let $\xi \in \hat{M}$ and $\nu \in \alpha_\xi^*$ such that $\Re \nu > 0$. Then $(\pi_{\xi, \nu}, H_F^{\xi, \nu})$ has a unique irreducible quotient, which is not a discrete series.

**Corollary 6.6.** If $\nu \in \alpha_\xi^*$ and $\Re \nu < 0$, then $(\pi_{\xi, \nu}, H_F^{\xi, \nu})$ has a unique irreducible subspace, which is not a discrete series.

**7. A necessary condition for the infinitesimal character.** We now make the further assumption that $\dim a = 1$. For the moment we fix $P$, a positive root system for the roots $\Delta$ of $(\beta_\theta, t_{\theta_\circ})$. Let $\delta = \delta_P$ and let $\pi_\delta$ be the corresponding discrete series. Let $\Phi^+, \Phi_+^*$ be as in §2 and let $\alpha$ be the unique real positive root determined by $\Phi^+$.

**Lemma 7.1.** If $\pi_\delta$ is an irreducible component of $\pi_{\xi, \nu}$ then $\nu \in a^*$ and $\nu \neq 0$. More precisely, if $\pi_\delta$ is a subspace of $\pi_{\xi, \nu}$, then:

1. $\Lambda(\xi, \nu) = \delta_Q$ where $Q$ is positive for $\Phi$ and contains $\Phi_+^*$ and $\alpha$; in particular $\nu(h_\alpha) > 0$. 


Proof. If \( \pi_\delta \) is an irreducible component of \( \pi_{\xi,\nu} \), then \( \chi_{\Lambda(\xi,\nu)} = \chi_\delta \). Hence \( \Lambda(\xi, \nu) = \Lambda_\xi + \delta_m + \nu = \sigma(\delta_\phi, \nu) \) for some \( \sigma \in W(\Phi) \). But \( \sigma(\delta_\phi, \nu)(h_\alpha) = \nu(h_\alpha) \) and hence \( \nu \) is real and different from zero, as asserted.

To prove (1) just observe that, by Langlands’ theorem (6.5), if \( \nu(h_\alpha) < 0 \), then \( \pi_{\xi,\nu} \) has a unique irreducible subspace, which is not a discrete series. Hence, \((\sigma \delta_\phi, \alpha) = \nu(h_\alpha) > 0 \) and if \( \beta \in \Phi^+_m \), then \((\sigma \delta_\phi, \beta) = (\Lambda_\xi + \delta_m, \beta) > 0 \). Therefore \( \sigma \delta_\phi = \delta_\beta \), with \( \beta \) as in the statement of the lemma.

Remark 7.2. In view of the previous results (duality Theorem 6.4 and Lemma 7.1) one can obtain all the embeddings of a discrete series with trivial infinitesimal character in the nonunitary principal series, just knowing all the realizations of such discrete series in principal series \( \pi_{\xi,\nu} \) with \( \nu > 0 \).

8. Tensoring with finite dimensional representations. The main results of this section, Theorem 8.5, use Zuckerman’s technique of tensoring with finite dimensional representation to show that one can obtain all the embeddings of the discrete series just knowing the embeddings of the discrete series with trivial infinitesimal character. We follow [23] in the terminology “chain” and “composition series”. We retain the notation of §2, we do not need \( \dim \mathfrak{a} = 1 \). We fix for the rest of the section \( \Lambda \in L_T \) regular and \( \mathcal{P} = \{ \alpha \in \Delta : (\Lambda, \alpha) > 0 \} \). We denote as usual by \((\pi_\Lambda, H^\Lambda)\) the discrete series representation associated to \( \Lambda \), and by \( \chi_\Lambda \) its infinitesimal character. Let \( \mu \in \mathfrak{t}_e^* \) be dominant integral relative to \( \mathcal{P} \), then \( \Lambda + \mu \) corresponds to the discrete series representation \((\pi_{\Lambda + \mu}, H^{\Lambda + \mu})\).

The following lemma is due to [22].

Lemma 8.1. (a) Let \((\pi, F)\) be the irreducible finite dimensional representation of \( G \) of lowest weight \( -\mu \), then \((H^{\Lambda + \mu}_F \otimes F)_{\chi_\Lambda} \) is equivalent to \( H^{\Lambda}_F \), where \((H^{\Lambda + \mu}_F \otimes F)_{\chi_\Lambda} \) is the image of the projection of \( H^{\Lambda + \mu}_F \otimes F \) according to its infinitesimal character \( \chi_\Lambda \).

(b) Assume that \( \Lambda - \mu \) is regular and \( \mathcal{P} \) dominant integral. Let \((\pi, F)\) be the irreducible finite dimensional representation of \( G \) of highest weight \( \mu \). Then \((H^{\Lambda - \mu}_F \otimes F)_{\chi_\Lambda} \) is equivalent to \( H^{\Lambda}_F \) \((H^{\Lambda - \mu} \) discrete series).

We will make repeated use of the following lemma.

Lemma 8.2. Let \( W \) be a \( g \)-module such that \( \dim \mathfrak{g} \cdot w < \infty \) for each \( w \in W \).

Let \( W = W_1 \supset \cdots \supset W_{r+1} = \{0\} \) be a chain such that \( W_j / W_{j+1} \) has infinitesimal character \( \chi_j \). Let \( \chi = \chi_i \) and assume \( \chi \neq \chi_j \) for \( i \neq j \). Let \((W_1)_{\chi} = \{v \in W : (Z - \chi(Z))w = 0 \text{ for } Z \in \mathfrak{g} \} \). Then \((W_1)_{\chi} \cong W_j / W_{j+1} \) as \( g \)-module.

Proof. Let \( P_\chi : W_1 \to (W_1)_{\chi} \) be the natural projection \((W = \sum_{\chi \in \mathfrak{g}} (W)_{\chi})\).

1) \( P_\chi W_j = 0 \) for \( j > i \).

Since \( W_i \) has infinitesimal character \( \chi_i \), then \( P_\chi(W_i) = 0 \). Assume \( P_\chi(W_k) = \cdots = P_k(W_r) = 0 \) and prove that \( P_\chi(W_{k-1}) = 0 \) if \( k-1 > i \).

Let \( 0 \neq w \in W_k \) and denote by \( \bar{w} \) the class of \( w \) in \( W_{k-1} / W_k \). Assume \( P_\chi(w) \neq 0 \). Then \( \bar{w} \neq 0 \). Let \( k \in \mathbb{Z}^+ \) be minimal such that \((Z - \chi(Z))^k \neq 0 \) and set \( w_1 = (Z - \chi(Z))^{k-1}w \). Then \( w_1 \neq 0 \) by the minimality of \( k \).
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Let \( v = (Z - \chi_{k-1}(Z))w_1 \), thus \( v \in W_k \) and
\[
(2) \quad (Z - \chi(Z))v = 0.
\]
If \( v = 0 \), then \((Z - \chi_{k-1}(Z))w_1 = (Z - \chi(Z))w_1\). Since \( w_1 \neq 0 \), this last equality would imply \( \chi = \chi_{k-1} \). Thus \( v \neq 0 \) and by the induction hypothesis \( P_\chi(v) = 0 \) which contradicts (2). Therefore (1) is true.

(3) \( P_\chi(W_i) = \cdots = P_\chi(W_1) \).

We have the exact sequence of \( \mathfrak{g} \)-modules: \( 0 \to W_i \to W_{i-1} \to W_{i-1}/W_i \to 0 \) and hence \( 0 \to (W_i)_X \to (W_{i-1})_X \to (W_{i-1}/W_i)_X \to 0 \) is exact. But \((W_{i-1}/W_i)_X = 0 \) since \( W_{i-1}/W_i \) has infinitesimal character \( \chi_{i-1} \neq \chi \). (3) follows by induction.

Using (1) and (3) we have
\[
P_\chi(W_i) \to (W_i)_X \to 0
\]
and \( \ker P_\chi \supset W_{i+1} \). We only need to prove that \( W_{i+1} \supset \ker P_\chi \). On the other hand, \( W_i = (W_i)_X \oplus \sum_{j \neq i} (W_j)_X \) and \( W_{i+1} = \sum_{j \neq i} (W_{i+1})_X \).
\[
0 \to (W_{i+1})_X \to (W_i)_X \to (W_i/W_{i+1})_X \to 0
\]
is exact and \( (W_i/W_{i+1})_X \neq 0 \) for \( j \neq i \); hence \((W_{i+1})_X = (W_i)_X \).

Now let \( v \in W_i \) so that \( P_\chi(v) = 0 \); then \( v \in \sum_{j \neq i} (W_j)_X = W_{i+1} \). The proof is now complete.

Let \( \xi \in \tilde{\mathcal{M}} \) and \((\xi, H^\xi) \in \xi \). If \( v \in \tilde{\mathcal{M}} \) let \((\xi \otimes v, H^\xi)\) be the \( \mathcal{M} \)-representation defined by \( \xi \otimes v(\text{man})(v) = e^{(\nu + \rho)q}\xi(\text{man})v, \) for \( \text{man} \in \mathcal{M} \), and \( v \in H^\xi \).

Let \((\pi, F)\) be a finite dimensional representation of \( G \) and let \( \Lambda_\xi \) be the highest weight of \( \xi \) relative to \( \Phi^+ \).

**Lemma 8.3.** \( H^\xi \otimes F \) has a composition series given by \( H^\xi \otimes F = F_1 \oplus \cdots \oplus F_s \supset \{0\} \). \( F_i/F_{i+1} \) is the irreducible \( \mathcal{M} \)-module \( \xi_i \otimes v_i \), where \( \xi_i \otimes v_i \) has a highest weight \( \Lambda_\xi + \nu + \rho + (\text{weight of } F) \), relative to \( \Phi^+ \).

**Proof.** Let \( n^+ = \sum_{\alpha \in \Phi^+} g_\alpha \), \( g_\alpha \) the root space. Then \( n^+ \cap g = n \).

Let \( \mu_1, \ldots, \mu_d \) be the weights of \( F \) in increasing order and repeated according to their multiplicities. Let \( f_1, \ldots, f_d \) be the corresponding eigenvectors and \( v_\xi \) the highest weight vector for \( \Lambda_\xi \). Set \( u_i = v_\xi \otimes f_i \) and \( F_i = \sum_{j \geq i} U(b)u_j, j = 1, \ldots, d \) and \( b = m \otimes a \oplus n \).

We have \( v_\xi \otimes f_i \in F_i, \forall i, \) and \((U_n(b)v_\xi) \otimes f_i \in F_i \) by induction on \( n \) \((U_n(b))_{n \geq 0} \) canonical filtration of \( U(b) \); hence \( H^\xi \otimes F = F_1 \). By the choice of \( \Phi^+ \), \( \xi \otimes v \otimes \pi(n)F_i \subset F_{i+1} \), thus \( \{F_i\} \) are \( \mathcal{M} \) modules. Also, root vectors corresponding to \( \Phi^+ \) carry \( F_i \) into \( F_{i+1} \) and hence \( \{F_i\} \) are \( \mathcal{M} \) modules.

It is now clear that if \( F_i/F_{i+1} \neq 0 \), then \( \mathcal{M} \) acts irreducibly on \( F_1/F_{i+1} \) in the way described.

**Lemma 8.4.** Let \( \xi \otimes v \) be an irreducible finite dimensional representation of \( \mathcal{M} \) on \( H^\xi \) and let \((\pi, F)\) be a finite dimensional representation of \( G \). If \( \pi \otimes \pi(\mathcal{M}) \) has a composition series \( H^\xi \otimes F = F_1 \oplus \cdots \oplus F_k \supset \{0\} \) with irreducible quotients \((\xi_i \otimes v_i, F_i/F_{i+1})\) then \( \pi_{\xi,\nu} \otimes \pi \) has a corresponding chain, where the respective quotients are infinitesimally equivalent to \( \pi_{\xi,\nu} \) \((1 < i < k)\).

**Proof.** See [10, Proposition 10.6].

We now go back to the situation \( \dim a = 1 \).

Let \( \Phi^+ \) be defined as in \$2 \) and let \( a \) be the real positive root determined by \( \Phi^+ \).
Let $\text{Ad}(x) : t_c \to h_c$ for $x \in G_C$.

Let $\xi \in M$ and $(\xi, H^\xi) \in \xi$. Let $\nu \in a^*_\xi$.

**Theorem 8.5.** (a) Let $\mu = \Lambda - \delta_p$ and $F_{-\mu}$ be the irreducible $G$ module of lowest weight $-\mu$. If $\pi_\Lambda$ is an irreducible component of $\pi_{\xi, \nu}$, then $\pi_{\delta_p}$ is an irreducible component of $\pi_{\xi - \mu_{\Lambda}, \nu - \mu_{\Lambda}}$, where $-\mu_{\Lambda}$ is the lowest weight of $F_{-\mu}$, relative to a particular Weyl chamber.

(b) Let $\gamma = \Lambda - \delta_p$ and $F_\gamma$ be the irreducible $G$ module of highest weight $\gamma$. If $\pi_{\delta_p}$ is an irreducible component of $\pi_{\xi, \nu}$, then $\pi_\Lambda$ is an irreducible component of $\pi_{\xi + \tilde{\gamma}_{\Lambda}, \nu + \tilde{\gamma}_{\Lambda}}$, where $\tilde{\gamma}$ is the highest weight of $F_\gamma$, relative to a particular Weyl chamber.

**Proof.** We first prove (a). Let $V_2 \subset V_1 \subset H^{\xi, \nu}$ be closed invariant subspaces so that $V_1/V_2$ is infinitesimally equivalent to $H^\Lambda$. Lemma 8.1 says that $(H^\Lambda_F \otimes F_{-\mu})_{X_\Lambda, \mu} \simeq \gamma$ is $g$-equivalent to $H^{\delta_p}$. On the line of Lemma 7.1, it is very easy to see that $-\mu$ is real and different from zero. Thus by the duality theorem we may assume that $h_{\Lambda}(\mu) > 0$. By assumption $\chi_{\Lambda(h, \mu)} = \chi_{\Lambda}$, hence

$$\Lambda(\xi, \nu) = \Lambda + \nu + \delta_m = \sigma(\Lambda \circ \text{Ad}(x)^{-1})$$

for some $\sigma \in W(\Phi)$. (1)

Let $P_1 = \sigma \circ P \text{Ad}(x)^{-1}$, then the regularity of $\Lambda$ says that $\Lambda(\xi, \nu)$ is dominant and regular relative to $P_1$.

Let $-\mu = \sigma \circ \mu \circ \text{Ad}(x)^{-1}$, then $-\bar{\mu}$ is the lowest weight of $F_{-\mu}$ relative to $P_1$.

(2) $\Lambda(\xi, \nu) - \bar{\mu}$ is dominant integral and regular relative to $P_1$.

Indeed, $\Lambda(\xi, \nu) - \bar{\mu} = \sigma(\Lambda - \mu) \circ \text{Ad}(x)^{-1} = \delta_{P_1}$.

$$\chi_{\Lambda - \mu}(Z) = (\Lambda - \mu)(\gamma_\nu(Z)) = (\Lambda - \mu)\text{Ad}(x)^{-1}(\gamma_\nu(Z))$$

$$= \sigma(\Lambda - \mu) \circ \text{Ad}(x)^{-1}(\gamma_\nu(Z)) = (\Lambda(\xi, \nu) - \bar{\mu})(\gamma_\nu(Z)) = \chi_{\Lambda(\xi, \nu) - \bar{\mu}}.$$

(4) $H^{\xi, \nu} \otimes F_{-\mu}$ has a chain by quotients infinitesimally equivalent to $\pi_{\xi + \mu_0 - \bar{\mu} + \mu_0}$, where $\mu_0 = -\bar{\mu}$, $\mu_1, \ldots, \mu_k$ are weights of $F_{-\mu}$ on $h_c$.

Since $\pi_{\xi + \mu_0 - \bar{\mu} + \mu_0}$ is in the chain for $H^{\xi, \nu} \otimes F_{-\mu}$ (apply (2) and Lemma 8.4), we get the result combining Lemmas 8.3 and 8.4.

$$\left( H^{\xi, \nu}_F \otimes F_{-\mu} \right)_{X_{\Lambda(\xi, \nu)} - \bar{\mu}} \simeq \left( H^{\xi, \nu}_F \otimes F \right)_{X_{\Lambda(\xi, \nu)} - \bar{\mu}} \simeq H^{\xi - \tilde{\mu}_{\Lambda} - \nu - \tilde{\mu}_{\Lambda}}.$$

(5)

If we prove that $\chi_{\Lambda(\xi, \nu) + \mu_i} = \chi_{\Lambda(\xi, \nu) + \mu_0}$ iff $i = 0$, then the multiplicity of $\mu_0$ being one, together with Lemma 8.2, will give (5).

$$\chi_{\Lambda(\xi, \nu) + \mu_i} = \chi_{\Lambda(\xi, \nu) + \mu_0} \text{ iff:}$$

(i) $s(\Lambda(\xi, \nu) + \mu_0) = \Lambda(\xi, \nu) + \mu_i$ for some $s \in W(\Phi)$. But $\Lambda(\xi, \nu) + \mu_0$ is $P_1$ dominant integral by (2), thus $s(\Lambda(\xi, \nu) + \mu_0) = \Lambda(\xi, \nu) + \mu_0 - \Sigma a_i \alpha_i$, $a_i > 0$ and $\alpha_i \in P_1$. (i) becomes $\mu_0 - \Sigma a_i \alpha_i = \mu_i$ which forces $a_i = 0$, and hence $\mu_0 = \mu_i$ as asserted.

(6) We have the following $g$-equivalences

$$H^\Lambda_F \simeq \left( H^\Lambda_F \otimes F_{-\mu} \right)_{X_{\Lambda(\xi, \nu)} - \bar{\mu}} \simeq \left( (V_1/V_2)_F \otimes F_{-\mu} \right)_{X_{\Lambda(\xi, \nu)} - \bar{\mu}}.$$
By assumption the last term is a subquotient of \((H^\ell_\Xi \otimes F_{\mu})_{\chi_{\Lambda^+_m}}\); apply (5) to get the result.

We now prove (b).

We may assume, as before, that \(\nu(\xi_\alpha) > 0\). Let \(V_2 \subset V_1 \subset H^\ell_\Xi\) so that \(V_1 / V_2\) is infinitesimally equivalent to \(H^\ell_\delta\). By assumption \(\chi_{\Lambda(\xi, \nu)} = \chi_{\delta_\nu}\), hence

\[
\Lambda(\xi, \nu) = \Lambda_\ell + \nu + \delta_m = \sigma(\delta_p \circ \text{Ad}(x)^{-1}) \quad \text{for some } \sigma \in W(\Phi).
\]

Let \(P_1 = \sigma \circ P \circ \text{Ad}(x)^{-1}\) (note \(P_1 \supset \alpha\) and \(\Phi^{+}_m\)), then the regularity of \(\delta_p\) says that \(\Lambda(\xi, \nu)\) is dominant and regular relative to \(P_1\). Let \(\tilde{\gamma} = \sigma \circ \gamma \circ \text{Ad}(x)^{-1}\), then \(\tilde{\gamma}\) is the highest weight of \(F_{\gamma}\) relative to \(P_1\). Since \(\Lambda(\xi, \nu) + \tilde{\gamma} = \sigma(\delta_p + \gamma) \circ \text{Ad}(x)^{-1}\) it is clear that

\[
(2) \quad \Lambda(\xi, \nu) + \tilde{\gamma} \text{ is dominant integral and regular relative to } P_1.
\]

Indeed, by (1'),

\[
\chi_{\Lambda(\xi, \nu)} + \gamma(Z) = (\Lambda(\xi, \nu) + \tilde{\gamma})(\gamma_\delta(Z)) = \sigma(\delta_p + \gamma)(\gamma_\delta(Z)) = \chi_{\delta_p + \gamma}(Z).
\]

Combining Lemmas 8.3 and 8.4 we have

\[
H^\ell_\Xi \otimes F_{\gamma} \text{ has a chain by quotients infinitesimally equivalent to } \pi_{\delta_p + \gamma},
\]

where \(\gamma_1, \gamma_2, \ldots, \gamma_k\) are weights of \(F_{\gamma}\) on \(\mathfrak{h}_C\).

In view of (3'),

\[
\begin{align*}
(H^\ell_\Xi \otimes F_{\gamma})_{\chi_{\delta_p + \gamma}} &= (H^\ell_\Xi \otimes F_{\gamma})_{\chi_{\Lambda(\xi, \nu) + \tilde{\gamma}}} \quad \text{(5')}
\end{align*}
\]

Indeed, \(\chi_{\Lambda(\xi, \nu) + \gamma_\ell} = \chi_{\Lambda(\xi, \nu) + \tilde{\gamma}}\) iff \(\gamma_\ell = \tilde{\gamma}\).

But \(\Lambda(\xi, \nu) + \tilde{\gamma}\) is dominant relative to \(P_1\), thus, \(s(\Lambda(\xi, \nu) + \tilde{\gamma}) = \Lambda(\xi, \nu) + \tilde{\gamma} - \sum \alpha_i r_i > 0\) and \(\alpha_i \in P_1\). But then \(\gamma_i = \tilde{\gamma} - \sum \alpha_i r_i\). This implies \(r_i = 0\) since \(\gamma\) is the highest weight. Thus \(\gamma_\ell = \tilde{\gamma}\) as asserted and (6') follows.

(7') The multiplicity of \(\tilde{\gamma}\) being one, together with Lemma 8.2 gives

\[
(H^\ell_\Xi \otimes F_{\gamma})_{\chi_{\delta_p + \gamma}} = H^\ell_\Xi + \gamma_{\delta_p} + \gamma + \gamma_{\delta_p}.\]

Since \(H^\ell_\Lambda\) is infinitesimally equivalent to \((H^\ell_\delta \otimes F_{\gamma})_{\chi_{\delta_p + \gamma}}\), then (7') gives the result.

Remark 8.6. In the previous theorem, it is implicit that the realizations of the discrete series \(\pi_{\Lambda}\) and \(\pi_{\delta_p}\) correspond. That is to say, if \(\pi_{\delta_p}\) is a subspace (quotient), then \(\pi_{\Lambda}\) is a subspace (quotient).

Let us assume that \(\pi_{\delta_p}\) is a subspace or a quotient of \(\pi_{\xi, \nu}\). Then \(\pi_{\Lambda}\) is a subspace or a quotient of \(\pi_{\xi, \nu}\). The computation of \(\Lambda(\xi, \nu)\) is contained in the proof of the theorem, but we explicitly point it out.

\[
\Lambda(\xi, \nu) = \delta_\nu \text{ for some } \tilde{\delta} \text{ positive containing } \alpha \text{ and } \Phi^{+}_m\quad \text{(cf. Lemma 7.1)}.
\]

Let \(\tilde{\Lambda}\) be equal to \(\Lambda\) computed relative to \(\tilde{\rho}\). Then \(\tilde{\gamma} = \Lambda - \delta_\nu\) and \(\Lambda(\xi, \nu) = \Lambda(\xi, \nu) + \tilde{\gamma}\).

Thus all we need are explicit tables for the embeddings of the various \(\pi_{\delta_p}\)'s. We will give them in \(\S\) 18.
9. Character identities. Let the assumption be as in §2. Let γ be a noncompact root, positive relative to some system of positive roots for Δ. Choose the root vectors $X_γ, X_{-γ}$ so that $X_γ + X_{-γ} \in \mathfrak{p}$ and let $a = R(X_γ + X_{-γ})$. Let $u_γ = \exp \frac{π(X_γ - X_{-γ})}{4}$, then the Cayley transform $Ad u_γ : \mathfrak{t}_C \to (\mathfrak{h}^- + \mathfrak{a})_C$. Also $Φ = Δ \circ Ad u_γ^{-1}$ and $Φ_μ = \{ α \circ Ad u_γ^{-1} : (α, γ) = 0 \}$. Let $Φ^+$ be a system of positive roots for $Φ$ defined as in §2. Fix $Φ_μ^+$ and $Λ^+$ consistently. Let $P = Φ^+ \circ Ad u_γ$, then $P$ is positive for $Δ$ and $γ \in P$. Let $α = γ \circ Ad u_γ^{-1}$, then $α$ is the unique real root determined by $Φ^+$. We fix $τ ∈ \mathfrak{t}_C^*$ a regular and dominant integral form relative to $P$. Let $σ^G_γ$ be the irreducible finite dimensional representation of $G$ of highest weight $τ - δ_μ$, relative to $P$.

Set $W_1 = \{ ω ∈ W(Φ) : ω^{-1}β > 0 \text{ for each } β ∈ Φ_μ^+ \text{ or } β = α \}$. Let $Λ = τ \circ Ad u_γ^{-1}$. If $ω ∈ W_1$, let $σ_ω$ be the irreducible finite dimensional representation of $M$ of highest weight $ωΛ|_{h^-} - δ_μ$, relative to $Φ_μ^+$, and let $ν_ω$ be the element of $a^*$ defined by $ν_ω(H) = ωΛ(H)$. Consider $\{ π_{σ_ω} : ω ∈ W_1 \}$. Notice that

1. $(ν_ω, α) = (ωΛ, α) = (Λ, ω^{-1}α) > 0$ by regularity of $Λ$, i.e. $ν_ω > 0$.
2. $χ_{σ_ω, ν_ω} = χ_τ$.

Indeed

$χ_{σ_ω, ν_ω}(Z) = (ωΛ|_{h^-} - δ_μ + δ_μ + ν_ω)(γ_{h^- + a}(Z))$

$= ωΛ(γ_{h^- + a}(Z)) = Λ(γ_{h^- + a}(Z))τ(γ_1(Z)) = χ_τ$, for $Z ∈ δ$.

The following theorem is due to [14] and [21]. For a direct proof see also [1].

**Theorem 9.1.**

$$(-1)^q \sum_{s ∈ W/W_k} Θ_s = χ(σ^G_γ) - \sum_{ω ∈ W_1} \det(ω)Θ_{σ_ω, ν_ω}.$$  \ (3)

($Θ_s$ is the character of the discrete series $π_σ$, $q = \frac{1}{2} \dim G/K$ and $χ(σ^G_γ)$ is the character of $σ^G_γ$.)

**Remark 9.2.** It is immediate that the sum of the right-hand side of (3) contains the characters of all the principal series with a parameter real and for which (1) and (2) are true.

Let $\hat{G}_d$ denote the set of the discrete series of $G$.

**Corollary 9.3.** Let $G = SU(n, 1), Spin(2n, 1), Sp(n, 1)$ or $F_4$. If $ω ∈ \hat{G}_d$ then there are an odd number of subquotients of $ω$ in $\{ π_{ξ, ν} : ξ ∈ M, ν \text{ real, } (νξ) > 0 \}$. 

**Proof.** From the argument of tensoring with finite dimensional representation of §8, we may assume that $χ_ω = 0$ ($χ_ω$ infinitesimal character of $ω$). If $η ∈ \hat{G}_d$, write $Θ_η$ for its character. We can rewrite (3) as

$$(-1)^q \sum_{n ∈ \hat{G}_d \cap \hat{G}_d, \chi_n = 0} Θ_η = 1 + \sum_{i=1}^n ε_i Θ_2,$$

where $ε_i = ± 1$, $ξ_i ∈ \hat{M}$, $ν_i$ real, $ν_i > 0$, $ξ_i$, $ν_i$ all distinct.
On the other hand the characters of inequivalent irreducible representations are linearly independent and a nontrivial unitary representation of a simple noncompact group is infinite dimensional (cf. [20, I, ex. 4]). Hence

\[ \Theta_\eta = \sum_{i=1}^{n} \epsilon_i m_i \Theta_{\eta_i}, \quad \text{where } m_i = 1 \text{ if } \eta \text{ is a subquotient of } \pi_{\eta_i}. \]

(cf. Theorem 17.9 for the fact that \( m_i = 1 \)) and \( m_i = 0 \) if \( \eta \) is not a subquotient of \( \pi_{\eta_i} \).

By Remark 9.2, \( \sum m_i \) gives the total number of subquotients, hence (4) forces

\[ 1 = \sum_{i=1}^{n} \epsilon_i m_i = \sum_{i=1}^{n} m_i \mod 2. \]

Thus \( \sum m_i = 1 \mod 2 \), as asserted.


10.1. From now on we will assume that \( \dim \alpha = 1 \) and that \( G \neq \text{SL}(2, \mathbb{R}) \).

Then \( G \) is up to isomorphism one of the following groups:

1. \( \text{Spin}(2n, 1), n > 2 \),
2. \( \text{SU}(n, 1), n > 2 \),
3. \( \text{Sp}(n, 1), n > 2 \),
4. \( F_4 \) the analytic group corresponding to the real form \( g = f_{4(-20)} \) of \( g_c = f_4 \), with character \(-20\).

The restrictions on the indices are set in order to avoid overlapping, since \( \text{so}(2, 1) \simeq \text{sl}(2, \mathbb{R}) \simeq \text{sl}(1, 1) \) and \( \text{so}(4, 1) \simeq \text{sp}(1, 1) \). The Cartan involution is denoted by \( \theta \) and bar denotes conjugation of \( g_c \) with respect to \( g \). Then \( X \to \theta \overline{X} \) is the conjugation of \( g_c \) with respect to the compact form \( f \oplus ip \).

We shall need to make computation with root vectors, and we fix a normalization of them. Namely by [7] we can select root vectors \( X_\alpha \) in such a way that \( B(X_\alpha, X_{-\alpha}) = 2/(\alpha, \alpha) \) and \( \theta \overline{X}_\alpha = -X_\alpha \). Then it follows that \( H_\alpha \) defined by \( H_\alpha = [X_\alpha, X_{-\alpha}] \) satisfies \( \alpha(H_\alpha) = 2 \) and that \( X_\alpha + X_{-\alpha}, i(X_\alpha - X_{-\alpha}) \) are in \( g \) if \( \alpha \) is noncompact; \( X_\alpha - X_{-\alpha}, i(X_\alpha + X_{-\alpha}) \) are in \( g \) if \( \alpha \) is compact.

If \( U \) is a compact connected Lie group and \( B \) a maximal torus of \( U \), denote by \( b \) and \( u \) the Lie algebras of \( B \) and \( U \), respectively. Then \( b = \delta_u \oplus b_1 \) where \( \delta_u \) is the center of \( u \) and \( b_1 \) is a Cartan subalgebra of \( [u, u] \).

It is well known [17] that \( \hat{U} \), the set of all equivalence classes of irreducible finite dimensional (complex) representations of \( U \), is in bijective correspondence with \( D_U = \{ \lambda \text{ linear form on } b_c \text{ such that } (1) \lambda(\Gamma_U) \subset 2\pi i \mathbb{Z} \text{ for } \Gamma_U = \{ X \in b : \exp X = e \}; (2) \lambda|_{\text{le}(u)} \text{ is dominant integral relative to some choice of positive roots} \}. \)

If \( \lambda \in D_U \) we denote by \( (\pi_\lambda, V^\lambda) \) the \( U \) representation parametrized by \( \lambda \). If \( H \) is a compact connected subgroup of \( U \) and \( S \subseteq B \) is a maximal torus, then for \( \lambda \in D_U, \mu \in D_H \) we define \( m_\lambda(\mu) \) to be the multiplicity with which the finite dimensional (complex) representation of \( H, \pi_\mu \), appears in \( \pi_\lambda \).

We now go back to our situation; we retain the notation of §2. Fix \( \Delta^+ \) a system of positive roots for \( \Delta \) and let \( \Delta^+_k = \Delta_k \cap \Delta^+ \). Let \( \lambda \) be a positive noncompact root. Then \( \alpha = R(X_\lambda + X_{-\lambda}) \) is a maximal abelian subalgebra of \( p \). Let \( b^- = R i H_\alpha^* \), where \( \alpha \in \Delta \) and \( (\alpha, \lambda) = 0 \). The standard Cayley transform relative to \( \lambda \) is \( \text{Ad}(u_\lambda) \), where \( u_\lambda = \exp((\pi/4)(X_\lambda - X_{-\lambda})) \).
Then \( \text{Ad}(u_\lambda) \) carries \( t_c \) to \( h_c \) and hence \( \Phi = \Delta \circ \text{Ad}(u_\lambda)^{-1} \). In particular the roots of \( \Phi_m \) are of the form \( \gamma = \beta \circ \text{Ad}(u_\lambda)^{-1} \), with \( \beta \in \Delta \) and \( \beta \) orthogonal to \( \lambda \). If \( \{ \alpha_1, \ldots, \alpha_m \} \) are simple for \( \Delta^+ \), denote by \( \{ \beta_1, \ldots, \beta_m \} \) the roots of \( \Phi \) defined by \( \beta_i = \alpha_i \circ \text{Ad}(u_\lambda)^{-1} \). Set \( \tilde{\alpha}_i = \beta_i \circ \text{Ad}(u_\lambda)^{-1} = \alpha_{i|\lambda_c} \).

In what follows, we will fix for each group of type (1)–(4) a system of positive roots \( \Phi^+ \) for \( \Phi \) and the real root \( \alpha \) for \( \Phi^+ \). \( \Phi^+_m \) and \( \Lambda^+ \) will be defined consistently as in §2. The notion of dominance for \( K \) and \( M \) will be relative to \( \Delta^+_k \) and \( \Phi^+_m \).

The following branching theorems are proved in [1]. They are obtained using results of [13] and classical branching theorems.

10.2. Let \( G = \text{Spin}(2n, 1) \), then \( g = \text{so}(2n, 1) \).

Let

\[
\Gamma = \left\{ \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix}, A \in \text{so}(2n) \right\}
\]

and

\[
\Gamma = \left\{ \begin{pmatrix} 0 & A \\ -A^t & 0 \end{pmatrix} \right\} \in \text{so}(2n, 1) \text{ where } A \text{ is an } n \times n \text{ diagonal matrix.}
\]

We take the simple roots of \( \Delta^+ \), labelled as follows:

\[
\Delta^+: \quad \alpha_1 \rightarrow \alpha_2 \rightarrow \cdots \rightarrow \alpha_n, \quad \text{with } \alpha_j = \epsilon_j - \epsilon_{j+1}, \quad 1 < j < n - 1,
\]

and \( \alpha_n = \epsilon_n \) as in Bourbaki [2]. Then

\[
\Delta^+_k: \quad \alpha_1 \rightarrow \alpha_2 \rightarrow \cdots \rightarrow \alpha_n \rightarrow \alpha_{n-1} + 2\alpha_n
\]

We take \( \lambda = \alpha_n \), then \( \alpha = R(X_{\alpha_n} + X_{-\alpha_n}) \). Fix

\[
\Phi^+: \quad \gamma_1 \rightarrow \cdots \rightarrow \gamma_n
\]

with

\[
\gamma_1 = -\beta_1 - \cdots - \beta_{n-1},
\]

\[
\gamma_i = \beta_{i-1}, \quad 2 < i < n - 1,
\]

\[
\gamma_n = \beta_{n-1} + \beta_n.
\]

Define \( \tilde{\epsilon}_i \) in terms of the dual basis \( \lambda_i \) of the \( \gamma_i \)'s,

\[
\left( \begin{array}{c} \lambda_i \\ \gamma_i \end{array} \right) = \delta_{ij},
\]

then \( \gamma_i = \tilde{\epsilon}_i - \tilde{\epsilon}_{i+1}, \quad 1 < i < n - 1, \quad \gamma_n = \tilde{\epsilon}_n \). Also

\[
\Phi^+_m: \quad \gamma_2 \rightarrow \gamma_3 \rightarrow \cdots \rightarrow \gamma_n
\]
or in terms of the \( \alpha_i \)'s,

\[
\Phi^+_m: \quad \circ \quad \ldots \quad \circ \quad \Rightarrow \quad \circ \quad \sim \quad \ldots \quad \circ \quad \sim \quad \circ \quad \alpha_1 \quad \alpha_{n-2} \quad \alpha_{n-1} + \bar{\alpha}_n
\]

The real root \( \alpha \) for \( \Phi^+ \) is \( \alpha = \gamma_1 + \cdots + \gamma_n = \bar{\gamma}_i \). Since \( K \cong \text{Spin}(2n) \) and \( M \cong \text{Spin}(2n-1) \) we have

\[
D_K = \left\{ \lambda = \sum_{i=1}^{n} a_i \epsilon_i; a_1 > \cdots > a_{n-1} > |a_n| > 0, \right. \]

\[
a_i - a_j \in \mathbb{Z} \text{ and } 2a_i \in \mathbb{Z} \text{ for } i, j = 1, \ldots, n \}
\]

\[
D_M = \left\{ \mu = \sum_{i=1}^{n-1} b_i \epsilon_i; b_1 > \cdots > b_{n-1} > 0, \right. \]

\[
b_i - b_j \in \mathbb{Z} \text{ and } 2b_i \in \mathbb{Z} \text{ for } i, j = 1, \ldots, n - 1 \right. \}
\]

**Theorem 10.3.** (Notation as in 10.2.) Let \( \lambda = \sum_{i=1}^{n} a_i \epsilon_i \in D_K \) and \( \mu = \sum_{i=1}^{n-1} b_i \epsilon_i \in D_M \). Then \( m_\lambda(\mu) = 0 \) or 1.

If \( a_i - b_j \notin \mathbb{Z} \), then \( m_\lambda(\mu) = 0 \). If \( a_i - b_j \in \mathbb{Z} \), then \( m_\lambda(\mu) = 1 \) iff \( a_1 > b_1 > \cdots > a_{n-1} > b_{n-1} > |a_n| \).

10.4. Let \( G = \text{Su}(n, 1) \), \( n > 2 \), then \( g = \text{su}(n, 1) \). Let

\[
\mathfrak{t} = \left\{ \begin{pmatrix} A & 0 \\ 0 & d \end{pmatrix}, A \in \text{u}(n), d \in \text{u}(1) \text{ and } \text{tr} \ A + d = 0 \right\},
\]

then \( \mathfrak{t} \simeq \text{su}(n) \times \mathbb{R} \).

Let \( \mathfrak{t} \) be the diagonal matrices in \( \text{su}(n, 1) \). We take the simple roots of \( \Delta^+ \) labelled as follows:

\[
\Delta^+: \quad \circ \quad \ldots \quad \circ \quad \alpha_1 \quad \alpha_2 \quad \alpha_{n-1} \quad \alpha_n, \quad \text{with } \alpha_i = \epsilon_i - \epsilon_{i+1}, 1 \leq i \leq n,
\]

as in Bourbaki [2]. Then

\[
\Delta^+_m: \quad \circ \quad \ldots \quad \circ \quad \sim \quad \alpha_1 \quad \alpha_{n-1}
\]

We take \( \lambda = \epsilon_1 - \epsilon_{n+1} \) and \( \alpha = \mathbb{R}(X_\lambda + X_{-\lambda}) \). Fix

\[
\Phi^+: \quad \circ \quad \ldots \quad \circ \quad \text{with } \gamma_i = \beta_i, 1 \leq i \leq n.
\]

Define \( \bar{\gamma}_i \) in terms of the dual basis \( \lambda_i \) of the \( \alpha_i \)'s, then \( \gamma_i = \bar{\gamma}_i - \bar{\gamma}_{i+1} \).

\[
\Phi^+_m: \quad \circ \quad \ldots \quad \circ \quad \gamma_1 \quad \gamma_n
\]

or in terms of the \( \alpha_i \)'s,

\[
\Phi^+_m: \quad \circ \quad \ldots \quad \circ \quad \bar{\alpha}_1 \quad \bar{\alpha}_{n-1}
\]
The real root $\alpha$ for $\Phi^+$ is $\alpha = \gamma_1 + \cdots + \gamma_n = \tilde{\epsilon}_1 - \tilde{\epsilon}_{n+1}$. We have

$$D_K = \left\{ \lambda = \sum_{i=1}^{n+1} a_i \epsilon_i; a_1 > \cdots > a_n, a_i \in \mathbb{Z}, 1 \leq i \leq n+1 \right\}.$$  

$$D_M = \left\{ \mu = b_0(\epsilon_1 + \epsilon_{n+1}) + \sum_{i=2}^{n} b_i \epsilon_i, b_2 > \cdots > b_n, \right\}$$

$$2b_0 \in \mathbb{Z}, b_i \in \mathbb{Z} \text{ for } i = 2, \ldots, n \right\}.$$

**Theorem 10.5.** (Notation as in 10.4.) Let $\lambda = \sum_{i=1}^{n+1} a_i \epsilon_i \in D_K$ and $\mu = b_0(\epsilon_1 + \epsilon_{n+1}) + \sum_{i=2}^{n} b_i \epsilon_i \in D_M$. Let $b_i \in \mathbb{Z}$ be defined by $\sum_{i=1}^{n} b_i = \sum_{i=1}^{n} a_i$. Then $m_\lambda(\mu) = 1$ iff $a_1 > b_2 > \cdots > b_n > a_n$ and $b_0 = (b_1 + a_{n+1})/2$. Otherwise $m_\lambda(\mu) = 0$.

10.6. Let $G = \text{Sp}(n, 1), n > 2$, then $g = \text{sp}(n, 1)$. Let

$$\xi = \left\{ \begin{array}{ccc}
-C & 0 & D \\
0 & t & 0 \\
-\bar{C} & 0 & \bar{D}
\end{array} \right\} \quad C, D \text{ complex } n \times n \text{ matrices } C \in \mathfrak{u}(n), \quad D \text{ symmetric, } t \in \mathfrak{u}(1) \text{ and } s \in \mathbb{C}
\right\}.$$  

Let $t$ be the set of the diagonal matrices in $g$. We take the simple roots of $\Delta^+$ to be given by

$$\Delta^+ = \alpha_1 \cdots \alpha_n, \quad \alpha_i = \epsilon_i - \epsilon_{i+1}, 1 \leq i \leq n, \text{ and } \alpha_{n+1} = 2\epsilon_{n+1}$$

in Bourbaki [2]. Then

$$\Delta_k^+ = \alpha_1 \cdots \alpha_{n-1} 2\alpha_n + \alpha_{n+1} \alpha_{n+1}.$$  

We take $\lambda = \epsilon_1 - \epsilon_{n+1}$ and $\alpha = R(X_\lambda + X_{-\lambda})$. Fix

$$\Phi^+ = \gamma_1 \cdots \gamma_n \gamma_{n+1}$$

where

$$\begin{align*}
\gamma_1 &= \beta_1 + \cdots + \beta_{n+1}, \\
\gamma_2 &= -\beta_2 - \cdots - \beta_{n+1}, \\
\gamma_i &= \beta_{i-1}, \quad 3 < i < n, \\
\gamma_{n+1} &= 2\beta_n + \beta_{n+1}.
\end{align*}$$

Define $\tilde{\epsilon}_i$ in terms of the dual basis $\lambda_i$ of the $\gamma_i$'s; then $\gamma_i = \tilde{\epsilon}_i - \tilde{\epsilon}_{i+1}, 1 < i < n$, and $\gamma_{n+1} = 2\tilde{\epsilon}_{n+1}$.

$$\Phi^+_m = \gamma_1 \gamma_3 \cdots \gamma_n \gamma_{n+1}$$

or in terms of the $\alpha_i$'s,

$$\Phi^+_m = \alpha_1 \alpha_3 \cdots \alpha_n \alpha_{n+1}.$$
The real root $\alpha$ for $\Phi^+$ is $\alpha = \gamma_1 + 2\gamma_2 + \cdots + 2\gamma_n + \gamma_{n+1} = \tilde{e}_1 + \tilde{e}_2$. We have

$$D_K = \left\{ \lambda = \sum_{i=1}^{n+1} a_i \epsilon_i, a_1 > \cdots > a_n > 0, a_{n+1} > 0, a_i \in \mathbb{Z}, 1 < i < n + 1 \right\}. \quad (1)$$

$$D_M = \left\{ \mu = b_0(\epsilon_1 + \epsilon_{n+1}) + \sum_{i=2}^{n} b_i \epsilon_i, b_2 > \cdots > b_n > 0, \quad \right. \left. 2b_0 \in \mathbb{Z}_+ \text{ and } b_i \in \mathbb{Z}, i = 2, \ldots, n \right\}. \quad (2)$$

**Theorem 10.7.** (Notation as in 10.6.) Let $\lambda = \sum_{i=1}^{n+1} a_i \epsilon_i \in D_K$ and $\mu = b_0(\epsilon_1 + \epsilon_{n+1}) + \sum_{i=2}^{n} b_i \epsilon_i \in D_M$. Define

$$A_1 = a_1 - \max(a_2, b_2),$$

$$A_2 = \min(a_2, b_2) - \max(a_3, b_3),$$

$$\vdots$$

$$A_{n-1} = \min(a_{n-1}, b_{n-1}) - \max(a_n, b_n),$$

$$A_n = \min(a_n, b_n).$$

Then $m_\lambda(\mu) = 0$ unless:

1. $a_1 > b_{i+1}, i = 1, \ldots, n - 1,$
2. $b_i > a_{i+1}, i = 2, \ldots, n - 1,$ and
3. $b_0 = (a_{n+1} + b_1 - 2j)/2$ for some $j = 0, \ldots, \min(a_{n+1}, b_1),$

where $b_1$ satisfies $b_1 \in \mathbb{Z}_+$ and $\sum_{i=1}^{n-1}(a_i + b_i) \in 2\mathbb{Z}$. If these conditions hold then:

$$m_\lambda(\mu) = \sum_{L \subseteq \{1, \ldots, n\}} (-1)^{|L|} \binom{n-2-|L|+\frac{1}{2}(-b_1+\sum_{i\in L} a_i)-\sum_{i\in L} a_i}{n-2},$$

($|L|$ is the cardinality of $L$ and $(\cdot)$ is defined to be $0$ if $x - y \in \mathbb{Z}_+$).

10.8. Let $G = F_4$, then $g = f_{4(-20)}$, $\mathfrak{g} = \mathfrak{so}(9)$ and $K = \text{Spin}(9)$. Let

$$\Delta^+ : \quad \alpha_1 \to \alpha_3 \to \alpha_4$$

be a choice of simple roots for $\Delta^+$. Define $\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4$ in terms of the dual basis of the $\alpha_i$’s (cf. Bourbaki [2]). Then $\alpha_1 = \epsilon_2 - \epsilon_3, \alpha_2 = \epsilon_3 - \epsilon_4, \alpha_3 = \epsilon_4, \alpha_4 = \frac{1}{2}(\epsilon_1 - \epsilon_2 - \epsilon_3 - \epsilon_4)$. We have

$$\Delta^+_k : \quad \alpha_2 + 2\alpha_3 + 2\alpha_4 \to \alpha_1 \to \alpha_2 \to \alpha_3$$

We choose $\lambda = \alpha_4$ so that $\alpha = \mathbf{R}(X_{\alpha_4} + X_{-\alpha_4})$ and $m = \mathfrak{so}(7)$. Fix

$$\phi^+ : \quad \gamma_1 \to \gamma_2 \to \gamma_3 \to \gamma_4$$
with \( \gamma_1 = \beta_2, \gamma_2 = \beta_1, \gamma_3 = 2\beta_3 + 2\beta_4 \) and \( \gamma_4 = - (\beta_1 + 2\beta_2 + 3\beta_3 + \beta_4) \).

Define \( \tilde{e}_i \) in terms of the dual basis of the \( \gamma_i \)'s, then \( \gamma_1 = \tilde{e}_2 - \tilde{e}_3, \gamma_2 = \tilde{e}_3 - \tilde{e}_4, \gamma_3 = \tilde{e}_4 \) and \( \gamma_4 = \frac{1}{2}(\tilde{e}_1 - \tilde{e}_2 - \tilde{e}_3 - \tilde{e}_4) \).

\[
\phi^+_{\mathfrak{m}}: \quad \begin{array}{ccc}
\gamma_1 & \gamma_2 & \gamma_3 \\
\end{array}
\]

or in terms of the \( \alpha_i \)'s,

\[
\phi^+_{\mathfrak{m}}: \quad \begin{array}{ccc}
\alpha_2 & \alpha_1 & \alpha_2 + 2\alpha_3 + \alpha_4 \\
\end{array}
\]

Let \( K_1 \) be the subgroup of \( K \) isomorphic to \( \text{Spin}(8) \) so that a system of positive roots for \( \mathfrak{f}_1 \simeq \mathfrak{so}(8) \) is given in the following way:

\[
(\mathfrak{f}_1)_C: \quad \begin{array}{ccc}
\alpha_2 + 2\alpha_3 + 2\alpha_4 & & \alpha_1 \\
& & \alpha_2 \\
\end{array}
\]

Define an automorphism \( \phi \) of \( (\mathfrak{f}_1)_C \) which preserves the roots and such that \( m_1 = \phi(m_C) \) is standard in \( \phi((\mathfrak{f}_1)_C) \), i.e.

\[
\phi : m_C: \quad \begin{array}{ccc}
\alpha_2 & \alpha_1 & \alpha_2 + 2\alpha_3 + \alpha_4 \\
\end{array}
\]

\[
\quad \quad \rightarrow \quad \begin{array}{ccc}
\alpha_2 + 2\alpha_3 + 2\alpha_4 & & \alpha_1 & \alpha_2 + \alpha_3 \\
\end{array}
\]

It is clear that \( \phi \) must be defined in the following way:

\[
\phi(\alpha_1) = \frac{1}{2}(\alpha_1 + \alpha_2 + \alpha_3 - \alpha_4), \quad \phi(\alpha_2) = \frac{1}{2}(\alpha_1 + \alpha_2 - \alpha_3 + \alpha_4), \\
\phi(\alpha_3) = \frac{1}{2}(\alpha_1 - \alpha_2 + \alpha_3 + \alpha_4), \quad \phi(\alpha_4) = \frac{1}{2}(-\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4).
\]

We have

\[
D_K = \left\{ \lambda = \sum_{i=1}^{4} a_i \epsilon_i; \ a_1 > \cdots > a_4 > 0, 2a_i \in \mathbb{Z}, a_i - a_j \in \mathbb{Z}, 1 < i, j < 4 \right\}.
\]

\[
D_{K_1} = \left\{ \mu = \sum_{i=1}^{4} b_i \epsilon_i; \ b_1 > b_2 > b_3 > |b_4|, b_i - b_j \in \mathbb{Z}, 2b_i \in \mathbb{Z}, i = 1, \ldots, 4 \right\}.
\]

\[
D_{\phi(M)} = \left\{ \gamma = \sum_{i=1}^{3} q_i \epsilon_i; \ q_1 > q_2 > q_3 > 0, 2q_i \in \mathbb{Z}, q_i - q_j \in \mathbb{Z} \right\}.
\]

We use the vector notation \( (a_1, \ldots, a_n) = \sum a_i \epsilon_i \) for \( a_i \in \mathbb{C} \).
Theorem 10.9. (Notation as in 10.8.) Let \( \lambda = \sum_{i=1}^{d} a_i e_i \in D_K \); then

\[
\pi_{|M} = \sum_{(q_1, \ldots, q_4) \in D_K} \sum_{\phi(q_1, \ldots, q_4) \in D_K} \pi_\gamma \circ \phi.
\]

11. Classification of positive systems of compact roots.

11.1. We are now in a position to use the general results of §§1–9 in order to solve our problem. As a consequence of Theorem 8.5 and Remark 8.6 we have seen that we only need to consider discrete series representations with trivial infinitesimal character. The first step will be to give a complete parametrizations of such discrete series. As second step we find the \( M \)-types of the minimal \( K \)-types of these discrete series. In view of Theorem 5.1 this will determine the \( M \)-parameter of the principal series where such discrete series may occur. The equation of the infinitesimal character (Lemma 7.1(1)) will exclude some of these possibilities. Finally we will use Corollary 9.3 and Lemma 16.6 to solve the problem in most cases.

For the remaining cases we will have to use other \( K \)-type arguments to get the results (see §17). The whole of these results are contained in the tables at the end.

We retain the notation of §10. If \( \beta \in \Delta \), we denote by \( s_\beta \) the reflection by \( \beta \). The following result is an immediate consequence of [3].

Lemma 11.2. Let \( P_1, \ldots, P_n \) be all the distinct systems of positive roots for \( \Delta \) containing \( \Delta_k^+ \) (i.e. \( P_i \cap \Delta_k = \Delta_k^+ \)). Let

\[
\{ \pi_{s_{P_i}} \}_{i=1}^{n}
\]

be the corresponding discrete series. Then if \( \omega \) is a discrete series with trivial infinitesimal character, \( \omega \) is equivalent to \( \pi_{s_{P_i}} \) for some \( i \).

In view of the previous lemma a complete parametrization of the discrete series with trivial infinitesimal character is given, once we know all the systems \( P_i \)'s.

We will exhibit them by a case by case argument. First we need the following well-known result:

Lemma 11.3. Let \( A = \{ P \subset \Delta, P \) positive for \( \Delta \) so that \( P \cap \Delta_k = \Delta_k^+ \} \). Then \( |A| = |W|/|W_k| \) (\( | \mid \) = cardinality).

11.4. \( G = \text{Spin}(2n, 1) \). Let \( B_1 = \Delta^+ \) and define \( B_2 = s_{\alpha} B_1 \).

Lemma 11.5. The systems of positive roots containing \( \Delta_k^+ \) are precisely \( B_1 \) and \( B_2 \).

Proof. \( B_1 \) and \( B_2 \) are distinct. The simple roots of \( B_2 \) are \( \alpha_1, \ldots, \alpha_{n-2}, \epsilon_{n-1} + \epsilon_n, -\epsilon_n \). Since \( \alpha_n = \epsilon_{n-1} + \epsilon_n + 2(-\epsilon_n) \) is in \( B_2 \), it is clear that \( \Delta_k^+ \subset B_2 \). On the other hand, there are exactly two such systems, thus the lemma.

11.6. \( G = \text{SU}(n, 1) \). We also use the notation \( \Delta^+ : \epsilon_1 > \cdots > \epsilon_{n+1} \) for the fundamental Weyl chamber associated to \( \Delta^+ \). We define \( A_i, 0 < i < n \), a system of positive roots for \( \Delta \), as follows:

\[
A_n = \Delta^+ \quad \text{and} \quad \gamma_j^a = \alpha_j, \quad j = 1, \ldots, n.
\]
Suppose $A_i$ and $\gamma_i$ have been defined. Then if $0 < i - 1$, define $A_{i-1} = s_{\gamma_i}A_i$ and $\gamma_{i-1} = s_{\gamma_i}\gamma_i$.

**Lemma 11.7.** (1) The systems $A_i$ are all distinct.

(2) If $Q$ is positive and contains $\Delta_+^k$, then $Q = A_i$ for some $i$.

**Proof.** (1). $\gamma_i = \alpha_i + \cdots + \alpha_n$, $1 \leq i \leq n$.

Suppose $\gamma_k = \alpha_k + \cdots + \alpha_n$ for $i < k < n$, then $\gamma_{i-1} = s_{\gamma_i}\gamma_i = s_{\gamma_i}\alpha_{i-1} = \alpha_i - \cdots + \alpha_n$. Since $\gamma_n = \alpha_n$, the induction argument applies and (1') is true.

(2') $A_i$: $\epsilon_1 > \cdots > \epsilon_i > \epsilon_{n+1} > \epsilon_{i+1} > \cdots > \epsilon_n$, that is

For $i = n$, (2') is true. Suppose we have proved it for $i < k < n$, then by (1') $A_{i-1} = s_{\epsilon_i}A_i$. But $s_{\epsilon_i}$ interchanges $\epsilon_i$ and $\epsilon_{n+1}$, hence (2') follows. Lemma 11.3 says that there are exactly $(n + 1)!/n! = (n + 1)$ systems of positive roots containing $\Delta_+^k$: this, together with (2') gives the result.

**11.8.** $G = \text{Sp}(n, 1)$. For $0 < i < n$, we define $n + 1$ systems of positive roots as follows:

$$C_i = \Delta^+$$

and $\gamma_i^n = \alpha_i$, $i = 1, \ldots, n + 1$.

Suppose $C_i$ has been defined with simple roots $\gamma_i$, then if $i - 1 > 0$, define

$C_{i-1} = s_{\gamma_i}C_i$ and $\gamma_{i-1} = s_{\gamma_i}\gamma_i$.

**Lemma 11.9.** The $C_i$'s are all distinct and they exhaust all the systems of positive roots containing $\Delta_+^k$.

**Proof.** (1) $C_i$: $\epsilon_1 > \cdots > \epsilon_i > \epsilon_{n+1} > \epsilon_{i+1} > \cdots > \epsilon_n > 0$; that is

As in Lemma 2.2, $\gamma_i^i = \alpha_i + \cdots + \alpha_n$, $1 \leq i < n$; thus (1). Clearly, the $C_i$'s are all distinct, and $C_i$ contains $\Delta_+^k$: $\epsilon_1 > \cdots > \epsilon_n > 0, \epsilon_{n+1} > 0$. Since there are $(n + 1)$ positive systems containing $\Delta_+^k$, the lemma follows.

**11.10.** $G = F_4$. Define

$$F_3 = \Delta^+,$$

$$F_2 = s_{\alpha_4}F_3;$$

$$F_1 = s_{\alpha_3+\alpha_4}F_2;$$

Thus it is clear:

**Lemma 11.11.** The systems of positive roots containing $\Delta_+^k$ are $F_1$, $F_2$, $F_3$.
11.12. We now compute the $2\delta_n$'s relative to the particular systems of positive roots just introduced. We use the convention $\Sigma^b_a = 0$ if $b < a, a, b \in \mathbb{Z}$.

11.13. Spin$(2n, 1)$.

**Lemma 11.14.** $2\delta_n = \Sigma_{i=1}^{n-1} \epsilon_i$ and $2\delta_n = \Sigma_{i=1}^{n-1} \epsilon_i - \epsilon_n$.

**Proof.** Following Bourbaki [2]:

$$2\delta_k = \sum_{j=1}^{n-1} 2(n - j)\epsilon_j,$$

$$2\delta_{B_1} = \sum_{j=1}^n (2n - 2j + 1)\epsilon_j,$$  and

$$2\delta_{B_2} = \sum_{j=1}^{n-1} (2n - 2j + 1)\epsilon_j - \epsilon_n.$$

The identities then follow.

11.15. SU$(n, 1)$.

**Lemma 11.16.** $2\delta_n = \Sigma_{j=1}^{i} \epsilon_j - \Sigma_{j=i+1}^{n} \epsilon_j + (n - 2i)\epsilon_{n+1}$, $0 < i < n$.

**Proof.** Following Bourbaki [2]:

$$2\delta_k = 2\delta_{A_k} = \sum_{j=1}^n (n - 1 - 2j + 2)\epsilon_j = \sum_{j=1}^n (n - 2j + 1)\epsilon_j$$

$$2\delta_{A_i} = \sum_{j=1}^{i} (n - 2j + 2)\epsilon_j + \sum_{j=i+1}^{n} (n - 2j)\epsilon_j + (n - 2i)\epsilon_{n+1}$$

(1)

for $0 < i < n$.

Suppose (1) is true for $i + 1$, then

$$2\delta_{A_i} = s_{i+1} s_{i+1}^2 \delta_{A_{i+1}}$$

$$= s_{i+1} s_{i+1}^2 \left( \sum_{j=1}^{i+1} (n - 2j + 2)\epsilon_j + \sum_{j=i+2}^n (n - 2j)\epsilon_j + (n - 2(i + 1))\epsilon_{n+1} \right)$$

$$= \sum_{j=1}^{i} (n - 2j + 2)\epsilon_j + (n - 2(i + 1) + 2)\epsilon_{n+1}$$

$$+ \sum_{j=i+2}^n (n - 2j)\epsilon_j + (n - 2(i + 1))\epsilon_{n+1}$$

$$= \sum_{j=1}^{i} (n - 2j + 2)\epsilon_j + \sum_{j=i+1}^{n} (n - 2j)\epsilon_j + (n - 2i)\epsilon_{n+1}.$$

Since the formula is true for $i = n$, the induction argument applies to prove (1).
Hence
\[ 2\delta_n^A = 2\delta_A - 2\delta_k = \sum_{j=1}^{n} (n - 2j + 2)\varepsilon_j \]
\[ + \sum_{j=i+1}^{n} (n - 2j)e_j + (n - 2i)e_{n+1} - \sum_{j=1}^{n} (n - 2j + 1)e_j \]
\[ = \sum_{j=1}^{i} \varepsilon_j - \sum_{j=i+1}^{n} \varepsilon_j + (n - 2i)e_{n+1}. \]

11.17. Sp(n, 1).

**Lemma 11.18.** \(2\delta_n^C = \sum_{j=1}^{i} 2\varepsilon_j + 2(n - i)e_{n+1}\) for \(i = 0, \ldots, n\).

**Proof.** In this case
\[ 2\delta_k = 2\delta_k^{\delta^*} = \sum_{j=1}^{n} 2(n - j + 1)e_j + 2e_{n+1}, \]
\[ 2\delta_i = \sum_{j=1}^{i} 2(n + 1 - j + 1)e_j + \sum_{j=i+1}^{n} 2(n + 1 - j)e_j + 2(n + 1 - i)e_{n+1} \]
for \(0 < i < n\).

Suppose (1) is true for \(i + 1\), then
\[ 2\delta_{i+1} = s_{i+1} - a_{i+1} \]
\[ = \sum_{j=1}^{i+1} 2(n + 1 - j + 1)e_j + \sum_{j=i+2}^{n} 2(n + 1 - j)e_j + 2(n - i)e_{n+1} + 2(n - i + 1)e_{n+1} \]
\[ = \sum_{j=1}^{i} 2(n + 1 - j + 1)e_j + 2(n + 1 - i)e_{n+1} \]
\[ + \sum_{j=i+2}^{n} 2(n + 1 - j)e_j + 2(n - i)e_{i+1} \]
\[ = \sum_{j=1}^{i} 2(n + 1 - j + 1)e_j + \sum_{j=i+1}^{n} 2(n + 1 - j)e_j + 2(n + 1 - i)e_{n+1}. \]

Since the formula is true for \(i = n\), apply induction to get (1). Thus
\[ 2\delta_n^C = 2\delta_n^C - 2\delta_k = \sum_{j=1}^{i} 2\varepsilon_j + 2(n - i)e_{n+1}. \]

11.19. \(F_4\).

**Lemma 11.20.** \(2\delta_n^{F_1} = 2\varepsilon_1 + 2\varepsilon_2 + 2\varepsilon_3, 2\delta_n^{F_2} = 3\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4, 2\delta_n^{F_3} = 4\varepsilon_1\).

**Proof.** \(2\delta_k = \sum_{j=1}^{4}(2 \cdot 4 - 2j + 1)e_j = 7\varepsilon_1 + 5\varepsilon_2 + 3\varepsilon_3 + \varepsilon_4\) and following [2]:
\[ 2\delta_{F_1} = 16\alpha_1 + 30(\alpha_2 + 2\alpha_3 + 2\alpha_4) - 42(\alpha_3 + \alpha_4) + 22\alpha_3 \]
\[ = 16\alpha_1 + 30\alpha_2 + 40\alpha_3 + 18\alpha_4 \]
\[ = 16(\varepsilon_2 - \varepsilon_3) + 30(\varepsilon_3 - \varepsilon_4) + 40\varepsilon_4 + 9(\varepsilon_1 - \varepsilon_2 - \varepsilon_3 - \varepsilon_4) \]
\[ = 9\varepsilon_1 + 7\varepsilon_2 + 5\varepsilon_3 + \varepsilon_4. \]
EMBEDDINGS OF THE DISCRETE SERIES

\[ 2\delta_{F_2} = 16a_1 + 30a_2 + 42(a_3 + a_4) - 22a_4 = 16a_1 + 30a_2 + 42a_3 + 20a_4 \]
\[ = 16(e_2 - e_3) + 30(e_3 - e_4) + 42e_4 + 10(e_1 - e_2 - e_3 - e_4) \]
\[ = 10e_1 + 6e_2 + 4e_3 + 2e_4, \]
\[ 2\delta_{F_3} = 11e_1 + 5e_2 + 3e_3 + e_4. \]

The result follows.

12. Computation of M-types for \( \tau_{2S_S} \).

12.1. If \( F \) is a system of positive roots for \( \Delta \) containing \( \Delta_k^+ \), let us denote by \( \tau_{2S_S}^k \) the \( K \)-module of highest weight \( 2\delta_n^k \). Then \( \tau_{2S_S}^k \) is the minimal \( K \)-type of the discrete series \( \pi_{2S} \) ([15], [19]). We are now ready to compute the M-types for the minimal \( K \)-types of the discrete series we are studying.

**Theorem 12.2.** Let \( G = \text{Spin}(2n, 1), n > 2 \). \( \tau_{2S}^1 \) and \( \tau_{2S}^2 \) are both irreducible as M-representations and they are equivalent to \( \pi_{\mu_1} \), where \( \mu_1 = \sum_{i=1}^{n-1} e_i \).

**Proof.** \( 2\delta_n^1 = \sum_{j=1}^{n-1} e_j \). We need to find all the \((n-1)\)-tuples \((b_1, \ldots, b_{n-1}) \in Z^{n-1}\) satisfying:

(i) \( b_i - b_j \in Z, 2b_i \in Z \) and \( b_1 > \cdots > b_{n-1} > 0 \),

(ii) \( a_1 > b_1 > \cdots > b_{n-1} > |a_n| \),

(iii) \( a_i - b_j \in Z \),

where \( a_1 = \cdots = a_n = 1 \).

If \( (b_1, \ldots, b_{n-1}) \in Z^{n-1} \) and satisfies (ii), then \( b_1 = \cdots = b_{n-1} = 1 \) and hence all the other conditions are, a fortiori, satisfied. The result follows from Theorem 10.3. The same proof applies to \( 2\delta_n^2 \) since the absolute value of the coefficient of \( e_n \) is still 1.

**Theorem 12.3.** Let \( G = \text{SU}(n, 1), n > 2 \). The M-types of \( \tau_{2S}^i \) (0 < \( i < n \)) are \( \pi_{\mu_1} \), 0 ≤ \( i < n - 1 \), \( \pi_{\mu_2}^i \) 1 ≤ \( i < n - 1 \), and \( \pi_{\mu_3}^i \) 1 ≤ \( i < n \) where

\[ \mu_1^i = \frac{n - 2i - 1}{2}(e_1 + e_{n+1}) + \sum_{j=2}^{i+1} e_j - \sum_{j=i+2}^{n} e_j, \quad 0 < i < n - 1, \quad (1) \]

\[ \mu_2^i = \frac{n - 2i}{2}(e_1 + e_{n+1}) + \sum_{j=2}^{i} e_j - \sum_{j=i+2}^{n} e_j, \quad 1 < i < n - 1, \quad (2) \]

\[ \mu_3^i = \frac{n - 2i + 1}{2}(e_1 + e_{n+1}) + \sum_{j=2}^{i} e_j - \sum_{j=i+1}^{n} e_j, \quad 1 < i < n. \quad (3) \]

The multiplicity of each M-type is one.

**Proof.** We have proved that

\[ 2\delta_n^i = \sum_{j=1}^{i} e_j - \sum_{j=i+1}^{n} e_j + (n - 2i)e_{n+1}, \quad 0 < i < n. \]

We handle the following cases \( i = 0 \), 1 ≤ \( i < n - 1 \), \( i = n \), one at a time. If \( 1 < i < n - 1 \), set \( a_1 = \cdots = a_i = 1, a_{i+1} = \cdots = a_n = -1, a_{n+1} = (n - 2i). \)
We need to find all the $n$-tuples $(c_1, \ldots, c_n) \in \mathbb{Z}^n$ satisfying:

(i) $a_1 > c_2 > \cdots > a_{n-1} > c_n > a_n$ and

(ii) $\sum_{i=1}^{n} a_i = \sum_{i=1}^{n} c_i$.

Let $c = (c_1, \ldots, c_n)$ be such an $n$-tuple. Then it is either

1. $c_1 = -1, \ c_2 = \cdots = c_i = 1, \ c_{i+1} = 1, \ c_{i+2} = \cdots = c_n = -1$, (1)
2. $c_1 = 0, \ c_2 = \cdots = c_i = 1, \ c_{i+1} = 0, \ c_{i+2} = \cdots = c_n = -1$, (2)
3. $c_1 = 1, \ c_2 = \cdots = c_i = 1, \ c_{i+1} = -1, \ c_{i+2} = \cdots = c_n = -1$. (3)

Indeed because the $c_i$'s are integers, (i) forces $c_2 = \cdots = c_i = 1, c_{i+2} = \cdots = c_n = -1$ and $c_{i+1} = -1, 0, 1$. Apply (ii) to get the values for $c_1$.

In view of Theorem 10.5, the result is clear if $1 < i < n - 1$. In the case $i = 0$ or $n$, the proof is similar and we omit it.

**Theorem 12.4.** Let $G = \text{Sp}(n, 1), n > 2$. The $M$-types of $\tau_{2\mathfrak{g}^c}$, $0 < i < n$, are the ones parametrized by the following highest weights:

$$
\begin{align*}
\mu_1^i &= (n - i)(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j, \quad 2 < i < n - 1, i = 0, n, \\
\mu_2^i &= (n - i - \frac{1}{2})(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + e_i, \quad 2 < i < n - 1, \\
\mu_3^i &= (n - i + \frac{1}{2})(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + e_i + e_{i+1}, \quad 2 < i < n - 1, i = n, \\
\mu_4^i &= (n - i)(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + e_i + e_{i+1}, \quad 2 < i < n - 1, \\
\mu_5^i &= (n - i)(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + 2e_i, \quad 2 < i < n - 1, i = n, i = 1, \\
\mu_6^i &= (n - i)(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + 2e_i, \quad 2 < i < n - 1, i = 1, \\
\mu_7^i &= (n - i - 1)(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + 2e_i, \quad 2 < i < n - 1, i = 1, \\
\mu_8^i &= (n - i)(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + 2e_i + e_{i+1}, \quad 2 < i < n - 1, i = 1, \\
\mu_9^i &= (n - i - \frac{1}{2})(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + 2e_i + e_{i+1}, \quad 2 < i < n - 1, i = 1, \\
\mu_{10}^i &= (n - i)(e_1 + e_{n+1}) + 2 \sum_{j=2}^{i-1} e_j + 2e_i + 2e_{i+1}, \quad 2 < i < n - 1, i = 1,
\end{align*}
$$

where $\sum_{j=2}^{i-1} e_j = 0$ if $i < 2$ and $\sum_{j=2}^{i-2} e_j = 0$ if $i = 1$. The multiplicity of each $M$-type is one.
Proof. $2\delta_n^C = \sum_{i=1}^j 2e_i + 2(n - i)e_{n+1}$ for $i = 0, \ldots, n$.

Let $a = (a_1, \ldots, a_{n+1})$ be defined by $\sum_{i=1}^{n+1} a_i e_i = 2\delta_n^C$. We want to find all the $n$-tuple in $\mathbb{Z}^n$, $b = (b_1, \ldots, b_n)$ satisfying:

(i) $b_1 > 0, b_2 > \cdots > b_n > 0$,
(ii) $b_j > a_{j+1}, 2 < j < n - 1$,
(iii) $a_j > b_{j+1}, 1 < j < n - 1$,
(iv) $\sum_{j=1}^n (a_j + b_j) \in 2\mathbb{Z}$.

(v) $\bar{m}_\lambda(\mu_b) \equiv \bar{m}_\lambda(b)$

$$= \sum_{L \subset \{1, \ldots, n\}} (-1)^{|L|} \left( \frac{n - 2 - |L|}{n - 2} \left( -b_1 + \sum_{j \in L} A_j - \sum_{i \in L} A_i \right) \right) \neq 0$$

$(\mu_b = \sum_{i=1}^{n+1} b_i e_i)$.

If $b$ is such an $n$-tuple set $b'_j = (a_{n+1} + b_1 - 2j)/2$ for $j = 0, \ldots, \min(a_{n+1}, b_1)$.

Theorem 10.7 says that $\lambda_j = (b'_0, b'_2, \ldots, b'_n) \equiv \sum_{i=2}^{n+1} b_i e_i + b'_0 e_{n+1}$ give all the $M$-types of $\tau_{2\delta_n^C}$, when $b$ varies through all the possible $n$-tuples of that kind.

We need to look at the following cases:

(1) $i = 0$,
(2) $i = 1$,
(3) $2 < i < n - 1$,
(4) $i = n$.

(1) If $i = 0$, then $a_1 = \cdots = a_n = 0$ and $a_{n+1} = 2n$. The $\mathbb{Z}$ $n$-tuples satisfying (i)–(iv) are of the form $b_k = (2k, 0, \ldots, 0)$ for $k \in \mathbb{Z}^+$. Since $A_1 = \cdots = A_n = 0$, then $\bar{m}_\lambda(\mu_b) \neq 0$ implies $k = 0$; therefore the only $n$-tuple in $\mathbb{Z}^n$ for which (i)–(v) is true is $(0, \ldots, 0)$, with multiplicity one. The only choice for $b'_0$ is $b'_0 = 2n/2 = n$.

Hence the theorem is true in this case, with the usual convention that $\sum_{j=2}^{n+1} b_j = 0$ if $i - 1 < 2$.

(2) If $i = 1$, then $a_1 = 2, a_2 = \cdots = a_n = 0$ and $a_{n+1} = 2(n - 1)$. Let $b = (b_1, \ldots, b_n) \in \mathbb{Z}^n$, satisfying (i)–(iii). Then $b_3 = \cdots = b_n = 0$ (if $n > 3$) and $0 < b_2 < 2, b_1 > 0$. $\sum_{i=1}^{n+1} a_i + b_i \in 2\mathbb{Z}$ forces $b_1 + b_2 \in 2\mathbb{Z}$; consequently the possible $n$-tuples in $\mathbb{Z}^n$ for which (i)–(iv) is true are of the form:

(1') $b_k^1 = (2k, 2, 0, \ldots, 0)_k \in \mathbb{Z}^n$,
(2') $b_k^2 = (2k + 1, 1, 0, \ldots, 0)_k \in \mathbb{Z}^n$,
(3') $b_k^3 = (2k, 0, \ldots, 0)_k \in \mathbb{Z}^n$.

The only $n$-tuple in $\mathbb{Z}^n$ of the form (1') satisfying (v) is $(0, 2, 0, \ldots, 0)$ with $\bar{m}_\lambda(b'_0) = 1$.

Indeed $A_1 = \cdots = A_n = 0$ and

$$\bar{m}_\lambda(b_k^1) = \sum_{L \subset \{1, \ldots, n\}} (-1)^{|L|} \left( \frac{n - 2 - |L| - k}{n - 2} \right) \neq 0 \Rightarrow k = 0$$

and $|L| = 0$. Therefore $\bar{m}_\lambda(b_k^1) = 0$ if $k \neq 0$ and $\bar{m}_\lambda(b_k^1) = 1$ if $k = 0$.

The only $n$-tuple in $\mathbb{Z}^n$ of the form (2') satisfying (v) is $(1, 1, 0, \ldots, 0)$ with $\bar{m}_\lambda(b_0^2) = 1$. Indeed $A_1 = 1, A_2 = \cdots = A_n = 0$ and
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\[ \tilde{m}_\Lambda(b_k^2) = \sum_{l \in L} (-1)^{|L|} \binom{n - 2 - L - k - 1}{n - 2} + \sum_{l \not\in L} (-1)^{|L|} \binom{n - 2 - |L| - k}{n - 2} = \sum_{l \not\in L} (-1)^{|L|} \binom{n - 2 - |L| - k}{n - 2}. \]

Hence if \( \tilde{m}_\Lambda(b_k^2) \neq 0 \), then \( k = 0 \) and in particular \( \tilde{m}_\Lambda(b_0^2) = 1 \).

The only \( n \)-tuple in \( \mathbb{Z}^n \) of the form (3') satisfying (v) is \((2, 0, \ldots, 0)\) with \( \tilde{m}_\Lambda(b_0^2) = 1 \). In fact \( A_1 = 2, A_2 = \cdots = A_n = 0 \),

\[ \tilde{m}_\Lambda(b_k^3) = \sum_{l \in L} (-1)^{|L|} \binom{n - 2 - |L| + \frac{1}{2}(-2k + 2) - 2}{n - 2} + \sum_{l \not\in L} (-1)^{|L|} \binom{n - 2 - |L| - k + 1}{n - 2} = \sum_{l \not\in L} (-1)^{|L|} \binom{n - 2 - |L| - k + 1}{n - 2}. \]

If \( k > 2 \), it is clear that \( \tilde{m}_\Lambda(b_k^3) = 0 \).

If \( k = 0 \),

\[ \tilde{m}_\Lambda(b_0^3) = \sum_{l \not\in L} (-1)^{|L|} \binom{n - 2 - |L| + 1}{n - 2} = \left( \binom{n - 2 + 1}{n - 2} \right) - (n - 1) \left( \binom{n - 2}{n - 2} \right) = 0. \]

If \( k = 1 \), \( \tilde{m}_\Lambda(b_1^3) = 1 \). Concluding, the \( n \)-tuples in \( \mathbb{Z}^n \) satisfying (i)--(v) are \((0, 2, \ldots, 0), (1, 1, 0, \ldots, 0) \) and \((2, 0, \ldots, 0) \).

Set as usual \( b_0^j = (a_{n+1} + b_j - 2j)/2 \) for \( j = 0, \ldots, \min(a_{n+1}, b_1) \) and \( b_1 = 0, 1, 2 \).

If \( b_1 = 0 \), then \( j = 0 \) and \( b_0^0 = (n - 1) \).

If \( b_1 = 1 \), then \( j = 0, 1 \) and \( b_0^0 = (n - 1) + \frac{1}{2}, b_0^1 = (n - 1) - \frac{1}{2} \).

If \( b_1 = 2 \), then \( j = 0, 1, 2 \) and \( b_0^0 = n, b_0^1 = n - 1, b_0^2 = n - 2 \).

Hence, the \( M \)-types are the ones described.

(3) \( 2 < i < n - 1 \). In this case \( a_1 = \cdots = a_i = 2 \) and \( a_{i+1} = \cdots = a_n = 0 \) and \( a_{n+1} = 2(n - i) \).

Let \( b = (b_1, \ldots, b_n) \) be a \( \mathbb{Z} \) \( n \)-tuple satisfying (i)--(iii). Then \( b_2 = \cdots = b_{i-1} = 2 \) (if \( i > 3 \), \( 0 < b_i, b_{i+1} < 2, b_i > b_{i+1} \), and \( b_{i+2} = \cdots = b_n = 0, b_1 > 0 \). \( \sum_{j=1}^n (a_i + b_i) \in 2\mathbb{Z} \) forces \( b_1 + b_{i+1} \in 2\mathbb{Z} \); it is now clear that the possible \( n \)-tuples in \( \mathbb{Z}^n \) satisfying (i)--(iv) are...
The only \( n \) -tuples in \( \mathbb{Z}^n \) of the form (1")–(6") satisfying (v) are:

<table>
<thead>
<tr>
<th>( i )th</th>
<th>( (i + 1) )th</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, ..., 0</td>
<td>0, 0, ..., 0</td>
</tr>
<tr>
<td>1, 0, 0, ...</td>
<td>1, 0, 0, ...</td>
</tr>
<tr>
<td>1, 0, 0, ...</td>
<td>0, 0, 0, ...</td>
</tr>
<tr>
<td>2, 0, 0, ...</td>
<td>2, 0, 0, ...</td>
</tr>
<tr>
<td>2, 1, 0, ...</td>
<td>2, 2, 0, ...</td>
</tr>
</tbody>
</table>

We omit the computation which is straightforward as in the previous case.

Set \( b_j = (a_{n+j} + b_i - 2)/2 \) for \( j = 0, ..., \min(b_i, a_{n+j}) \) and \( b_i = 0, 1, 2 \). If \( b_i = 0 \), then \( j = 0 \) and \( b_0 = n - i \). If \( b_i = 1 \), then \( j = 0, 1 \) and \( b_0 = (n - i) + 1/2 \). If \( b_i = 2 \), then \( j = 0, 1, 2 \) and \( b_0 = n - i + 1, 0 \leq b_0 = n - i - 1 \). Therefore the \( M \)-types are the ones listed.

(4) If \( i = n \), then \( a_1 = \cdots = a_n = 2 \) and \( a_{n+1} = 0 \). The \( n \)-tuples in \( \mathbb{Z}^n \) satisfying (i)–(iv) are

\[
(1'') \quad (2k, 2, \ldots, 2, 0) \quad \text{for } k \in \mathbb{Z}_+,
\]

\[
(2'') \quad (2k + 1, 2, \ldots, 2, 1) \quad \text{for } k \in \mathbb{Z}_+,
\]

\[
(3'') \quad (2k, 2, \ldots, 2, 2) \quad \text{for } k \in \mathbb{Z}_+,
\]

and the ones satisfying (i)–(v) are \( (0, 2, \ldots, 2, 0), (1, 2, \ldots, 2, 1) \) and \( (2, 2, \ldots, 2) \) all with multiplicity one.

Since \( \min(a_{n+j}, b_i) = 0 \) for \( b_i = 0, 1, 2 \), then we have \( j = 0 \) always and

- \( b_0 = 0 \), if \( b_i = 0 \);
- \( b_0 = 0 \), if \( b_i = 1 \);
- \( b_0 = 1 \), if \( b_i = 2 \).

The theorem is now completely proved.

**Theorem 12.5.** Let \( G = F_4 \). Let \( \phi \) be as in 10.8 and if \( \mu = \Sigma_i^3 a_i \epsilon_i \), write \( \mu = (a_1, a_2, a_3) \).

(1) The \( M \)-types of \( \tau_{2k} \), are \( \pi_{2k} \circ \phi \) for \( j = 1, \ldots, 10 \) and

\[
\mu^1 = (3, 1, 1), \quad \mu^2 = (2, 1, 1), \quad \mu^3 = (1, 1, 1), \quad \mu^4 = \left( \frac{5}{2}, \frac{3}{2}, \frac{1}{2} \right),
\]

\[
\mu^5 = \left( \frac{3}{2}, \frac{1}{2}, \frac{1}{2} \right), \quad \mu^6 = \left( \frac{3}{2}, \frac{3}{2}, \frac{1}{2} \right), \quad \mu^7 = \left( \frac{3}{2}, \frac{1}{2}, \frac{1}{2} \right), \quad \mu^8 = (2, 2, 0),
\]

\[
\mu^9 = (2, 1, 0), \quad \mu^{10} = (2, 0, 0).
\]
They all have multiplicity one.

(2) The $M$-types of $\tau_{28\ell_2}$ are $\pi_{28\ell_2} \circ \phi$ for $j = 1, \ldots, 18$, where, unless otherwise stated, the multiplicity is one, and

\[
\begin{align*}
\mu_1^2 &= (2, 2, 0), & \mu_2^2 &= (2, 2, 1), & \mu_3^2 &= (2, 2, 2), & \mu_4^2 &= (\frac{3}{2}, \frac{3}{2}, \frac{3}{2})(m_\lambda(\mu_4^2) = 2), \\
\mu_5^2 &= (\frac{3}{2}, \frac{3}{2}, \frac{1}{2})(m_\lambda(\mu_5^2) = 2), & \mu_6^2 &= (1, 1, 1)(m_\lambda(\mu_6^2) = 3), \\
\mu_7^2 &= (\frac{3}{2}, \frac{3}{2}, \frac{3}{2}), & \mu_8^2 &= (2, 1, 0), & \mu_{10}^2 &= (2, 1, 1)(m_\lambda(\mu_{10}^2) = 2), \\
\mu_{11}^2 &= (1, 1, 0), & \mu_{12}^2 &= (\frac{3}{2}, \frac{1}{2}, \frac{1}{2})(m_\lambda(\mu_{12}^2) = 2), \\
\mu_{13}^2 &= (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})(m_\lambda(\mu_{13}^2) = 2), & \mu_{14}^2 &= (3, 1, 1), & \mu_{15}^2 &= (\frac{5}{2}, \frac{1}{2}, \frac{1}{2}), \\
\mu_{16}^2 &= (2, 0, 0), & \mu_{17}^2 &= (1, 0, 0), & \mu_{18}^2 &= (0, 0, 0).
\end{align*}
\]

(3) The $M$-types of $\tau_{28\ell_2}$ are $\pi_{28\ell_2} \circ \phi$ for $j = 1, \ldots, 5$ and

\[
\begin{align*}
\mu_1^3 &= (2, 2, 2), & \mu_2^3 &= (\frac{3}{2}, \frac{3}{2}, \frac{3}{2}), & \mu_3^3 &= (1, 1, 1), & \mu_4^3 &= (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}), & \mu_5^3 &= (0, 0, 0).
\end{align*}
\]

They all have multiplicity one.

Proof. We first prove (1).

\[
2\delta_n^F = 2e + 2e_2 + 2e_3 = \sum_{i=1}^{4} a_i \epsilon_i \quad \text{with} \quad a_1 = a_2 = a_3 = 2, \quad a_4 = 0.
\]

Let $(q_1, \ldots, q_4)$ be a 4-tuple satisfying:

(i) $q_i - q_j \in \mathbb{Z}$, $2q_i \in \mathbb{Z}$,

(ii) $q_1 > q_2 > q_3 > |q_4|$, 

(iii) $a_1 > q_1 > \cdots > q_3 > a_4 > |q_4|$, 

(iv) $a_i - q_i \in \mathbb{Z}$.

Since $a_i \in \mathbb{Z}$, then condition (iv) is equivalent to $q_i \in \mathbb{Z}$. If $q_i \in \mathbb{Z}$, then (iii) forces $q_1 = q_2 = 2$, $q_3 = 1, 0$, and $q_4 = 0$. So the 4-tuples $(q_1, \ldots, q_4)$ satisfying (i)–(iv) are $(2, 2, 2, 0)$, $(2, 2, 1, 0)$ and $(2, 2, 0, 0)$.

Set $(q'_1, \ldots, q'_4) = \phi(q_1, \ldots, q_4)$. Let $b_1, b_2, b_3$ be a 3-tuple satisfying:

(i) $b_i - b_j \in \mathbb{Z}$, $2b_i \in \mathbb{Z}$,

(ii) $b_1 > b_2 > b_3$, 

(iii) $q'_1 > b_1 > q'_2 > b_2 > q'_3 > b_3 > |q'_4|$, 

(iv) $q'_i - b_i \in \mathbb{Z}$.

(1') If $(q_1, \ldots, q_4) = (2, 2, 2, 0)$, then $(q'_1, \ldots, q'_4) = (3, 1, 1, 1)$ and $(b_1, b_2, b_3)$ is equal to $(3, 1, 1, 2, 1, 1)$ or $(1, 1, 1, 2, 1, 1)$.

(2') If $(q_1, \ldots, q_4) = (2, 2, 1, 0)$, then $(q'_1, \ldots, q'_4) = (\frac{3}{2}, \frac{3}{2}, \frac{3}{2}, \frac{3}{2})$ and $(b_1, b_2, b_3)$ is equal to $(\frac{3}{2}, \frac{3}{2}, \frac{3}{2}, \frac{3}{2}, \frac{3}{2}, \frac{3}{2})$, $(\frac{3}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2})$, or $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2})$.

(3') If $(q_1, \ldots, q_4) = (2, 2, 0, 0)$, then $(q'_1, \ldots, q'_4) = (2, 2, 0, 0)$ and $(b_1, b_2, b_3)$ is equal to $(2, 2, 0, 0)$, $(2, 0, 0)$ or $(2, 0, 0)$.

Hence by Theorem 10.9, the $M$-types are the ones described.

We now prove (2).

\[
2\delta_n^F = \sum_{i=1}^{4} a_i \epsilon_i \quad \text{with} \quad a_1 = 3, \quad a_2 = a_3 = a_4 = 1.
\]
EMBEDDINGS OF THE DISCRETE SERIES

Let \((q_1, \ldots, q_4)\) be as in the proof of (1) satisfying (i)–(iv). Since \(a_i \in \mathbb{Z}\) forces \(q_i \in \mathbb{Z}\), then \((q_1, \ldots, q_4)\) is either one of the following:

\[
(3, 1, 1, 1), \quad (2, 1, 1, 1), \quad (1, 1, 1, 1),
\]
\[
(3, 1, 1, 0), \quad (2, 1, 1, 0), \quad (1, 1, 1, 0),
\]
\[
(3, 1, 1, -1), \quad (2, 1, 1, -1), \quad (1, 1, 1, -1).
\]

Let \((b_1, b_2, b_3)\) satisfying (i)–(iv) be as in the proof of (1).

1' If \((q_1, \ldots, q_4) = (3, 1, 1, 1)\), then \((q_1', \ldots, q_4') = (2, 2, 2, 0)\) and \((b_1, b_2, b_3)\) is equal to \((2, 2, 2), (2, 2, 1)\) or \((2, 2, 0)\).

2' If \((q_1, \ldots, q_4) = (2, 1, 1, 1)\), then \((q_1', \ldots, q_4') = (\frac{3}{2}, \frac{3}{2}, \frac{3}{2}, \frac{1}{2})\) and \((b_1, b_2, b_3)\) is equal to \((\frac{3}{2}, \frac{3}{2}, \frac{3}{2})\) or \((\frac{3}{2}, \frac{3}{2}, \frac{1}{2})\).

3' If \((q_1, \ldots, q_4) = (1, 1, 1, 1)\), then \((q_1', \ldots, q_4') = (1, 1, 1, 1)\) and \((b_1, b_2, b_3) = (1, 1, 1)\).

4' If \((q_1, \ldots, q_4) = (3, 1, 1, 0)\), then \((q_1', \ldots, q_4') = (\frac{3}{2}, \frac{3}{2}, \frac{3}{2}, -\frac{1}{2})\) and \((b_1, b_2, b_3)\) is equal to \((\frac{3}{2}, \frac{3}{2}, \frac{3}{2}), (\frac{3}{2}, \frac{3}{2}, \frac{1}{2}), (\frac{3}{2}, \frac{1}{2}, \frac{3}{2})\) or \((\frac{3}{2}, \frac{1}{2}, \frac{1}{2})\).

5' If \((q_1, \ldots, q_4) = (2, 1, 1, 0)\), then \((q_1', \ldots, q_4') = (2, 1, 1, 0)\) and \((b_1, b_2, b_3)\) is equal to \((2, 1, 1), (2, 1, 0), (1, 1, 1)\) or \((1, 1, 0)\).

6' If \((q_1, \ldots, q_4) = (1, 1, 1, 0)\), then \((q_1', \ldots, q_4') = (\frac{3}{2}, \frac{3}{2}, \frac{3}{2}, \frac{1}{2})\) and \((b_1, b_2, b_3)\) is equal to \((\frac{3}{2}, \frac{3}{2}, \frac{3}{2}), (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\).

7' If \((q_1, \ldots, q_4) = (3, 1, 1, -1)\), then \((q_1', \ldots, q_4') = (3, 1, 1, -1)\) and \((b_1, b_2, b_3)\) is equal to \((3, 1, 1), (2, 1, 1)\) or \((1, 1, 1)\).

8' If \((q_1, \ldots, q_4) = (2, 1, 1, -1)\), then \((q_1', \ldots, q_4') = (\frac{3}{2}, \frac{1}{2}, \frac{1}{2}, -\frac{1}{2})\) and \((b_1, b_2, b_3)\) is equal to \((\frac{3}{2}, \frac{1}{2}, \frac{1}{2}), (\frac{3}{2}, \frac{1}{2}, \frac{1}{2}), (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\).

9' If \((q_1, \ldots, q_4) = (1, 1, 1, -1)\), then \((q_1', \ldots, q_4') = (2, 0, 0, 0)\) and \((b_1, b_2, b_3)\) is equal to \((2, 0, 0), (1, 0, 0)\) or \((0, 0, 0)\).

Finally, we prove (3).

\[
2\delta_n^{E_i} = \sum_{i=1}^{4} a_i \epsilon_i, \quad a_1 = 4, a_2 = a_3 = a_4 = 0.
\]

Let \((q_1, \ldots, q_4)\) be a 4-tuple as in the proof of (1) satisfying (i)–(iv). Since \(a_i \in \mathbb{Z}\), then \((q_1, \ldots, q_4)\) is either one of the following \((4, 0, 0, 0), (3, 0, 0, 0), (2, 0, 0, 0), (1, 0, 0, 0)\) or \((0, 0, 0, 0)\).

Let \((b_1, b_2, b_3)\) satisfy (i)–(iv) as usual.

1' If \((q_1, \ldots, q_4) = (4, 0, 0, 0)\), then \((q_1', \ldots, q_4') = (2, 2, 2, -2)\) and \((b_1, b_2, b_3) = (2, 2, 2)\).

2' If \((q_1, \ldots, q_4) = (3, 0, 0, 0)\), then \((q_1', \ldots, q_4') = (\frac{3}{2}, \frac{3}{2}, \frac{3}{2}, -\frac{3}{2})\) and \((b_1, b_2, b_3) = (\frac{3}{2}, \frac{3}{2}, \frac{3}{2})\).

3' If \((q_1, \ldots, q_4) = (2, 0, 0, 0)\), then \((q_1', \ldots, q_4') = (1, 1, 1, -1)\) and \((b_1, b_2, b_3) = (1, 1, 1)\).

4' If \((q_1, \ldots, q_4) = (1, 0, 0, 0)\), then \((q_1', \ldots, q_4') = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, -\frac{1}{2})\) and \((b_1, b_2, b_3) = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\).

5' If \((q_1, \ldots, q_4) = (0, 0, 0, 0)\), then \((q_1', \ldots, q_4') = (0, 0, 0, 0)\) and \((b_1, b_2, b_3) = (0, 0, 0)\).
13. Some results on positive root systems.

13.1. (Notation as in §10.) In order to use the equation of the infinitesimal character, as we pointed out in 11.1, we need to classify all the positive root systems for $\Phi$, containing $\alpha$ and $\Phi_+^\circ$. We do it by a case by case argument.

13.2. $G = \text{Spin}(2n, 1)$. Set $P_0^{0,1} = \Phi^+$ and $\gamma_i^1 = \gamma_i$, $1 \leq i \leq n$. Define $P_0^{0,2} = s_{\gamma_i^1}P_0^{0,1}$ and $\gamma_i^2 = s_{\gamma_i^1}\gamma_i^1$, for $i = 1, \ldots, n$.

Suppose $P_0^{0,j}$ has been defined with simple roots $\gamma_1^j, \ldots, \gamma_n^j$. Then $P_0^{0,j+1} = s_{\gamma_i^j}P_0^{0,j}$ and $\gamma_i^{j+1} = s_{\gamma_i^j}\gamma_i^j$.

Lemma 13.3. (1) $P_0^{0,j}$, $1 \leq j \leq n$, contains $\Phi_+^m$.

(2) $P_0^{0,j}$ contains $\alpha = \gamma_1 + \cdots + \gamma_n$ the real root in $P_0^{0,1}$, if $j < n$.

Proof. (1') $\gamma_j^j = \gamma_1 + \cdots + \gamma_j$, if $j < n$.

Suppose that we have shown that $\gamma_j^j = \gamma_1 + \cdots + \gamma_j$. (This is clearly true for $j = 1$.) Then $\gamma_j^{j+1} = s_{\gamma_j^j}\gamma_j^j = s_{\gamma_j^j}\gamma_{j-1}^j \cdots s_{\gamma_1^j}\gamma_1^1 = \gamma_1 + \cdots + \gamma_{j+1}$. This completes the induction and proves (1').

(2') $\gamma_j^j \notin \Phi_m$, if $j \leq n$.

Clearly $\gamma_1^1 = \gamma_1 \notin \Phi_m$. Suppose that $\gamma_i^j \notin \Phi_m$, then by (1'), $\gamma_i^{j+1} = \gamma_i^j + \gamma_{i+1}^j$. Since $\gamma_i^j \notin \Phi_m$ and $\gamma_{i+1}^j \in \Phi_m$ we see that $\gamma_i^{j+1} \notin \Phi_m$.

Now $P_0^{0,j+1} = (P_0^{0,j} - \{\gamma_i^j\}) \cup \{-\gamma_i^j\}$. Hence if $\Phi_m^+ \subset P_0^{0,j}$, then $\Phi_m^+ \subset P_0^{0,j+1}$, for $j < n$, by (2'). Since $\Phi_m^+ \subset P_0^{0,1}$ we have thus shown that $\Phi_m^+ \subset P_0^{0,j}$, for $j < n$, and (1) is true.

By (1') $\alpha = \gamma_1^j + \gamma_{j+1}^j + \cdots + \gamma_n^j$ if $j < n - 2$, $\alpha = \gamma_{n-1}^n + \gamma_n^j$ if $j = n - 1$, and $\alpha = \gamma_n^j$ if $j = n$.

Since $\gamma_i = \gamma_i^j$, if $i > j$, we see that $\alpha \in P_0^{0,j}$, for $j = 1, \ldots, n$.

Lemma 13.4. The systems of positive roots containing $\Phi_+^m \cup \{\alpha\}$ are precisely $P_0^{0,1}, \ldots, P_0^{0,n}$.

Proof. It is easy to see that $P_0^{0,1}, \ldots, P_0^{0,n}$ are all distinct. Since there are exactly $|W(\Phi)|/2 |W(\Phi_m)|$ systems of positive roots containing $\Phi_+^m \cup \{\alpha\}$, the lemma follows.

13.5. $G = \text{SU}(n, 1)$. We use the notation $\Phi^+ : \xi_1 > \cdots > \xi_{n+1}$ for the fundamental Weyl chamber relative to $\Phi^+$.

We define $P^{i,j}$ a system of positive roots for $\Phi$, $0 < i < n - 1$, $1 < j < n - i$, as follows:

$$P_0^{0,i} = \Phi^+, \quad \gamma_k^{0,1} = \gamma_k, \quad k = 1, \ldots, n.$$  

Suppose that $P^{i,j}, \gamma_i^{i,j}, \ldots, \gamma_n^{i,j}$ have been defined; then

$$P^{i+1,j} = s_{\gamma_i^{i,j}}P^{i,j} \quad \text{and} \quad \gamma_k^{i+1,j} = s_{\gamma_i^{i,j}}\gamma_k^{i,j},$$

$$P^{i,j+1} = s_{\gamma_{i+1}^{i,j}}P^{i,j} \quad \text{and} \quad \gamma_k^{i,j+1} = s_{\gamma_{i+1}^{i,j}}\gamma_k^{i,j}.$$  

Lemma 13.6. (1) The systems of positive roots $P^{i,j}$ are well defined and distinct.

(2) $P^{i,j}$ contains $\Phi_+^m$ and $\alpha$, where $\alpha = \xi_1 - \xi_{n+1}$ is the real root of $\phi^+$.

(3) If $Q \subset \Phi$ is a system of positive roots such that $\{\alpha\} \cup \{\Phi_+^m\} \subset Q$, then $Q = P^{i,j}$ for some $i, j$.  

Proof. (1') If $2 < i + j < n + 1$, then $\gamma_i^{i-j} = \gamma_1 + \cdots + \gamma_i = \bar{\epsilon}_1 - \bar{\epsilon}_{i+1}$. Indeed $\gamma_i^{0,1} = \gamma_1$. Suppose that (1') is true for $2 < i + j < k$; then we prove it for $i + j = k + 1$.

$\gamma_i^{i-j} = s_{\gamma_i^{i-j}} = \gamma_i^{i-2} = s_{\gamma_i^{i-2}} = \cdots = s_{\gamma_i^{i}}$.

But $\gamma_i^{0,j} = \gamma_i$, so $\gamma_i^{i-j} = \gamma_1 + \cdots + \gamma_i$. This completes the induction and proves (1'). Similarly

$\gamma_{n-j+1} = \bar{\epsilon}_{n-j+1} - \bar{\epsilon}_{n+1} = \gamma_{n-j+1} + \cdots + \gamma_n$, if $2 < i + j < n + 1$. (2')

Also

$P_i^{i,j}: \bar{\epsilon}_2 > \bar{\epsilon}_3 > \cdots > \bar{\epsilon}_i > \bar{\epsilon}_i+1 > \cdots > \bar{\epsilon}_n$, if $0 < i < n, 2 < j < n - i$.

$P_0^{i,j}: \bar{\epsilon}_2 > \cdots > \bar{\epsilon}_{n-i+1} > \bar{\epsilon}_{n+1} > \bar{\epsilon}_{n-i+2} > \cdots > \bar{\epsilon}_n$, if $i > 2$;

$P_1^{i,j}: \bar{\epsilon}_2 > \cdots > \bar{\epsilon}_{i+1} > \bar{\epsilon}_1 > \bar{\epsilon}_{i+2} > \cdots > \bar{\epsilon}_{n+1}$, if $i > 1$.

Another way of stating (3') is that $P_i^{i,j}$ has $\bar{\epsilon}_i$ in the $(i + 1)$th position and $\bar{\epsilon}_{n+1}$ in the $(n + 2 - j)$th position and $\bar{\epsilon}_2 > \cdots > \bar{\epsilon}_n$. Suppose that we have proved this for $1 < i + j < k$. We prove it then for $i + j = k + 1$. If $i + j = k < n$, by (1') it follows that

$P_{i+1}^{i,j} = s_{\gamma_i^{i-j}}P_i^{i,j}: \bar{\epsilon}_2 > \cdots > \bar{\epsilon}_{i+1} > \bar{\epsilon}_{i+2} > \bar{\epsilon}_1 > \bar{\epsilon}_{i+3} > \cdots > \bar{\epsilon}_n$

which is correct.

Similarly by (2'), $P^{i,j+1} = s_{\gamma_{i+1}^{i-j+1}}P_i^{i,j}$ has $\bar{\epsilon}_i$ in the $(i + 1)$th position, $\bar{\epsilon}_{n+1}$ in the $(n - j + 1)$th position and $\bar{\epsilon}_2 > \cdots > \bar{\epsilon}_n$, since $s_{\gamma_i^{j+1}}$ interchanges $\bar{\epsilon}_{n+1}$ with $\bar{\epsilon}_{n-j+1}$.

This proves (3') and the lemma follows immediately since $\alpha = \bar{\epsilon}_1 - \bar{\epsilon}_{n+1}$ and the $P^{i,j}$ are $n(n+1)/2$ and hence exhaust all systems of positive roots containing $\Phi_1^+$ and $\alpha$.

13.7. $G = \text{Sp}(n, 1)$. We label $\Phi^+$ by $\bar{\epsilon}_1 > \bar{\epsilon}_2 > \cdots > \bar{\epsilon}_{n+1} > 0$, as usual. The real root in $\Phi^+$ is $\alpha = \bar{\epsilon}_1 + \bar{\epsilon}_2$. Thus if $Q$ is a system of positive roots and $Q \supset \Phi_1^+ \cup \{\alpha\}$, $Q$ must have

$\bar{\epsilon}_1 > \pm \bar{\epsilon}_2, \quad \bar{\epsilon}_3 > \cdots > \bar{\epsilon}_{n+1} > 0$.

All systems of positive roots are given by

$n_1\bar{\epsilon}_{n(1)} > n_2\bar{\epsilon}_{n(2)} > \cdots > n_{n+1}\bar{\epsilon}_{n(n+1)} > 0 \quad \text{with} \quad n_i = \pm 1, \sigma \in S_{n+1}$. (I)

Let $P^{i,j}$, $0 < i < j < n$ be the unique system of the form (I) with $\bar{\epsilon}_i$ in the $(i + 1)$th position and $\bar{\epsilon}_j$ in the $(j + 1)$th position and $\bar{\epsilon}_3 > \cdots > \bar{\epsilon}_{n+1} > 0$, i.e.

$\bar{\epsilon}_3 > \cdots > \bar{\epsilon}_{i+2} > \bar{\epsilon}_i > \bar{\epsilon}_{i+3} > \cdots > \bar{\epsilon}_j > \bar{\epsilon}_{j+1} > \bar{\epsilon}_2 > \bar{\epsilon}_{j+2} > \cdots > \bar{\epsilon}_{n+1} > 0$.

For $0 < i < n - 1, 1 < j < n - i$, let $P^{i,j+n}$ be the unique system of positive roots of the form (I) with $\bar{\epsilon}_i$ in the $(i + 1)$th position and $-\bar{\epsilon}_2$ in the $(n + 2 - j)$th
position and \( \bar{\varepsilon}_3 \geq \cdots \geq \bar{\varepsilon}_{n+1} \geq 0 \). Clearly there are precisely
\[
2\sum_{i=0}^{n-1} (n - i) - 2(n - 1)n/2 = n^2 + n = n(n + 1)
\]
such systems \( P^{ij} \) and they are all distinct.

**Lemma 13.8.** (1) The \( P^{ij} \) exhaust all the systems of positive roots containing \( \Phi^+_m \) and \( \{\alpha\} \).

(2) If \( i, j, i', j' \) are in the range of definition of \( P^{ij} \), then if there is \( \gamma \in P^{ij} \), \( \gamma \)
simple in \( P^{ij} \), such that \( s_{\gamma} P^{ij} = P^{i'j'} \), then \( |i - i'| + |j - j'| = 1 \).

**Proof.** The \( P^{ij} \) are clearly distinct.

\[
[W(\Delta) : W(\Delta_m) \cdot \{1, s_\alpha\}] = \frac{2^{n+1}(n + 1)!}{2^{n+1}(n - 1)!} = (n + 1)n.
\]

Hence (1). (2) is proved by inspection.

**Note.** Schematically condition (2) says that if we label the systems of positive roots \( P^{ij} \) by their Cartesian coordinates and if we draw a line between two such systems related by simple roots, then we have:

**Diagram for \( Sp(n, 1) \):**

\[
\begin{array}{c}
\begin{array}{c}
p^{n-1,n} \quad p^{n-1,n+1} \\
p^{n-2,n-1} \quad p^{n-2,n} \quad p^{n-2,n+1} \quad p^{n-2,n+2}
\end{array}
\end{array}
\]

**Remark.** (2) of Lemma 13.8 is valid also for \( Spin(2n, 1) \) and \( SU(n, 1) \). We thus have

**Diagram for \( Spin(2n, 1) \):**

\[
\begin{array}{c}
\begin{array}{c}
p^{0,1} \quad p^{0,2} \quad p^{0,3} \quad \cdots \quad p^{0,n} \quad p^{0,n+1} \\
p^{0,2n-2} \quad p^{0,2n-1} \quad p^{0,2n}
\end{array}
\end{array}
\]
13.9. $G = F_4$. For want of a better way we give a list of the $12 = |W(\Phi)|/2|W(\Phi_m)|$ systems of positive roots that contain $\Phi_+^m$ and $\alpha$. Set $P^{0,1} = \Phi^+$, then:

\[
\begin{align*}
&\quad p_0^{0,2} = \gamma_4 \quad p_0^{0,1} \\
&\quad p_0^{0,3} = \gamma_3 \gamma_4 \quad p_0^{0,2} \\
&\quad p_0^{0,4} = \gamma_2 \gamma_3 \gamma_4 \quad p_0^{0,3} \\
&\quad p_0^{0,5} = \gamma_1 \gamma_2 \gamma_3 \gamma_4 \quad p_0^{0,4}
\end{align*}
\]
In the following we label $P^{ij}$ by dots. We connect two dots with a line only if the corresponding systems of positive roots are related by a simple reflection:

*Diagram for $F_4$.*
14. Some more computations. We now need to compute $\delta_{pij}$ for the systems of positive roots introduced in §13. We recall that $2\delta_{pij} = \Sigma_{\alpha \in P_i \alpha}$. 

Lemma 14.1. (Spin(2n, 1))

$$2\delta_{pa_i} = (2n - 2i + 1)\bar{e}_1 + \sum_{k=2}^{i} (2n - 2(k - 1) + 1)\bar{e}_k + \sum_{k=i+1}^{n} (2n - 2k + 1)\bar{e}_k.$$ (1)

Proof. $2\delta_{pa_i} = s_{i-1} \ldots s_{1} 2\delta_{pa_1}$.

Since $\gamma^k = \gamma_1 + \ldots + \gamma_k = \bar{e}_1 - \bar{e}_{k+1}$ for $k = 1, \ldots, n$, then

$s_{i-1} \ldots s_{1} \bar{e}_k = \bar{e}_{k+1}$ for $k = 1, \ldots, i - 1$,

$s_{i-1} \ldots s_{1} \bar{e}_i = \bar{e}_1$ and

$s_{i-1} \ldots s_{1} \bar{e}_k = \bar{e}_k$ for $k > i + 1$.

Following Bourbaki [2]: $2\delta_{pa_i} = \Sigma_{k=1}^{n}(2n - 2k + 1)\bar{e}_k$ and hence

$$2\delta_{pa_i} = \sum_{k=1}^{i-1} (2n - 2k + 1)\bar{e}_{k+1} + (2n - 2i + 1)\bar{e}_1 + \sum_{k=i+1}^{n} (2n - 2k + 1)\bar{e}_k$$

$$= (2n - 2i + 1)\bar{e}_1 + \sum_{k=2}^{i} (2n - 2(k - 1) + 1)\bar{e}_k + \sum_{k=i+1}^{n} (2n - 2k + 1)\bar{e}_k.$$ (1)

Lemma 14.2. (SU(n, 1))

$$2\delta_{p^{ij}} = (n - 2i)\bar{e}_1 + \sum_{k=2}^{i+1} (n - 2(k - 1) + 2)\bar{e}_k$$

$$+ \sum_{k=i+2}^{n-j+1} (n - 2k + 2)\bar{e}_k$$

$$+ \sum_{k=n-j+2}^{n} (n - 2(k - 1) + 2)\bar{e}_k + (n - 2(n - j + 2) + 2)\bar{e}_{n+1}. \quad (1)$$

Proof. Consider the permutation $\sigma$ defined by

$$\sigma(\bar{e}_k) = \bar{e}_{k+1}, \quad k = 1, \ldots, i,$$

$$\sigma(\bar{e}_{i+1}) = \bar{e}_1,$$

$$\sigma(\bar{e}_k) = \bar{e}_k, \quad k = i + 2, \ldots, n - j + 1,$$

$$\sigma(\bar{e}_{n-j+2}) = \bar{e}_{n+1},$$

$$\sigma(\bar{e}_k) = \bar{e}_{k-1}, \quad k = n - j + 3, \ldots, n + 1.$$ Then $\sigma P^{0,1} = P^{ij}$, $1 < i < n - 1$, $1 < j < n - i$. Since $2\delta_{p^{0,1}} = \Sigma_{k=1}^{n+1}(n - 2k + 2)\bar{e}_k$, then
$$2\delta_{p} = \sigma\left(\sum_{k=1}^{n+1} (n - 2k + 2)\tilde{e}_{k}\right) = (n - 2i)\tilde{e}_{1} + \sum_{k=1}^{i} (n - 2k + 2)\tilde{e}_{k+1}$$
$$+ \sum_{k=i+2}^{n-j+1} (n - 2k + 2)\tilde{e}_{k} + (n - 2(n - j + 2) + 2)\tilde{e}_{n+1}$$
$$+ \sum_{k=n-j+3}^{n+1} (n - 2k + 2)\tilde{e}_{k-1}$$
$$= (n - 2i)\tilde{e}_{1} + \sum_{k=2}^{i+1} (n - 2(k - 1) + 2)\tilde{e}_{k} + \sum_{k=i+2}^{n-j+1} (n - 2k + 2)\tilde{e}_{k}$$
$$+ \sum_{k=n-j+2}^{n} (n - 2(k + 1) + 2)\tilde{e}_{k} + (n - 2(n - j + 2) + 2)\tilde{e}_{n+1}.$$  

**Lemma 14.3.** (Sp(n, 1))

$$2\delta_{p} = 2\left((n + 1 - i)\tilde{e}_{1} + (n + 1 - j)\tilde{e}_{2} + \sum_{k=3}^{i+2} (n + 1 - (k - 2) + 1)\tilde{e}_{k}\right)$$
$$+ \sum_{k=i+3}^{j+1} (n + 1 - (k - 1) + 1)\tilde{e}_{k} + \sum_{k=j+2}^{n+1} (n + 1 - k + 1)\tilde{e}_{k}\right),$$
$$2\delta_{p} = 2\left((n + 1 - i)\tilde{e}_{1} - j\tilde{e}_{2} + \sum_{k=3}^{i+2} (n + 1 - (k - 2) + 1)\tilde{e}_{k}\right)$$
$$+ \sum_{k=i+3}^{n+2-j} (n + 1 - (k - 1) + 1)\tilde{e}_{k} + \sum_{k=n+3-j}^{n+1} (n + 1 - k + 1)\tilde{e}_{k}\right).$$

**Proof.** Let $\sigma$ be the permutation defined by $(0 < i < j < n)$

$$\sigma(\tilde{e}_{k}) = \tilde{e}_{k+2}, \quad k = 1, \ldots, i,$$
$$\sigma(\tilde{e}_{i+1}) = \tilde{e}_{1},$$
$$\sigma(\tilde{e}_{k}) = \tilde{e}_{k+1}, \quad k = i + 2, \ldots, j,$$
$$\sigma(\tilde{e}_{j+1}) = \tilde{e}_{2},$$
$$\sigma(\tilde{e}_{k}) = \tilde{e}_{k}, \quad k = j + 2, \ldots, n + 1.$$  

Then $\sigma P_{0}^{0.1} = P_{ij}^{i}. By Bourbaki [2]$

$$2\delta_{p0.1} = 2\sum_{j=1}^{n+1} (n + 1 - j + 1)\tilde{e}_{j}.$$
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and hence

\[2\delta_{p,j} = \sigma(2\delta_{p,1}) = 2 \left\{ \sigma \left( \sum_{k=1}^{i} (n + 1 - k + 1)\tilde{\epsilon}_k + (n + 1 - i - 1 + 1)\tilde{\epsilon}_{i+1} \right. \right. \]

\[+ \sum_{k=i+2}^{j} (n + 1 - k + 1)\tilde{\epsilon}_k + (n + 1 - j - 1 + 1)\tilde{\epsilon}_{j+1} \]

\[+ \sum_{k=j+2}^{n+1} (n + 1 - k + 1)\tilde{\epsilon}_k \left\} \right. \]

\[= 2 \left\{ \sum_{k=1}^{i+2} (n + 1 - k + 1)\tilde{\epsilon}_{k+2} + (n + 1 - i)\tilde{\epsilon}_1 \right. \]

\[+ \sum_{k=i+3}^{j+1} (n + 1 - (k - 1) + 1)\tilde{\epsilon}_k \left. \right. \]

\[+ (n + 1 - j)\tilde{\epsilon}_2 + \sum_{k=j+2}^{n+1} (n + 1 - k + 1)\tilde{\epsilon}_k \left. \right} \]

\[= 2 \left\{ (n + 1 - i)\tilde{\epsilon}_1 + (n + 1 - j)\tilde{\epsilon}_2 + \sum_{k=3}^{i+2} (n + 1 - (k - 2) + 1)\tilde{\epsilon}_k \right. \]

\[+ \sum_{k=i+3}^{j+1} (n + 1 - (k - 1) + 1)\tilde{\epsilon}_k + \sum_{k=j+2}^{n+1} (n + 1 - k + 1)\tilde{\epsilon}_k \left. \right} . \]

Let \(\sigma_1\) be the element in the Weyl group, \(W(\alpha_1, \ldots, \alpha_{n+1})\), defined by

\[\sigma_1(\tilde{\epsilon}_k) = \tilde{\epsilon}_{k+2}, \quad k = 1, \ldots, i, \]

\[\sigma_1(\tilde{\epsilon}_{i+1}) = \tilde{\epsilon}_i, \]

\[\sigma_1(\tilde{\epsilon}_k) = \tilde{\epsilon}_{k+1}, \quad k = i+2, \ldots, n+1-j, \]

\[\sigma_1(\tilde{\epsilon}_{n+2-j}) = -\tilde{\epsilon}_2, \]

\[\sigma_1(\tilde{\epsilon}_k) = \tilde{\epsilon}_k, \quad k = n+3-j, \ldots, n+1, \]
then $\sigma_1 P^{0,1} = P^{i+j+n}$ and hence

$$2 \delta_{p^{i+j+n}} = \sigma_1 (2 \delta_{p^{0,1}}) = 2 \left\{ (n + 1 - i) \bar{e}_1 - (n + 1 - (n + 2 - j) + 1) \bar{e}_2 + \sum_{k=3}^{i+2} (n + 1 - (k - 2) + 1) \bar{e}_k \right. $$

$$+ \sum_{k=i+3}^{n+2-j} (n + 1 - (k - 1) + 1) \bar{e}_k $$

$$\left. + \sum_{k=n+3-j}^{n+1} (n + 1 - k + 1) \bar{e}_k \right\}.$$

**Lemma 14.4.** \((F_4)\)

$$25_{0,1} = (11, 5, 3, 1), \quad 25_{1,5} = (4, 10, 6, 2),$$

$$25_{0,2} = (10, 6, 4, 2), \quad 25_{1,6} = (2, 10, 6, 4),$$

$$25_{0,3} = (9, 7, 5, 1), \quad 25_{1,7} = (1, 9, 7, 5),$$

$$25_{0,4} = (7, 9, 5, 1), \quad 25_{1,8} = (5, 11, 3, 1),$$

$$25_{0,5} = (5, 9, 7, 1), \quad 25_{2,5} = (3, 11, 5, 3).$$

**Proof.** Following [2] the computation is straightforward.

**15. M-types which give trivial infinitesimal character.** We recall that $2\delta_m = \sum_{\alpha \in \Phi^m} \alpha$.

**Lemma 15.1.** \(G = \text{Spin}(2n, 1).\) Define $\Lambda_{0,i} = \delta_{p^{0,i}} - \delta_m$ and $\nu_{0,i} = 2(\delta_{p^{0,i}}, \alpha)/(\alpha, \alpha)$ for $i = 1, \ldots, n$. Then

(1) $\Lambda_{0,i} = (n - i + \frac{1}{2}) \bar{e}_1 + \sum_{k=2}^{i} \bar{e}_k,$

(2) $\nu_{0,i} = 2(n - i + \frac{1}{2}).$

**Proof.** Following Bourbaki [2],

$$2 \delta_m = \sum_{k=1}^{n-1} k(2(n - 1) - k) \gamma_{k+1} + \sum_{k=2}^{n} (k - 1)(2(n - 1) - k + 1) \gamma_k$$

$$= (2(n - 1) - 1) \bar{e}_1 + \sum_{k=3}^{n} (2n - 2k + 1) \bar{e}_k + ((n - 1)^2 - n(n - 2)) \bar{e}_n$$

$$= \sum_{k=2}^{n} (2n - 2k + 1) \bar{e}_k.$$

Thus,

$$2 \delta_{p^{0,i}} - 2 \delta_m = (2n - 2i + 1) \bar{e}_1 + \sum_{k=2}^{i} (2n - 2(k - 1) + 1) \bar{e}_k$$

$$+ \sum_{k=i+1}^{n} (2n - 2k + 1) \bar{e}_k - \sum_{k=2}^{n} (2n - 2k + 1) \bar{e}_k$$

$$= (2n - 2i + 1) \bar{e}_1 + \sum_{k=2}^{i} 2 \bar{e}_k$$

and (1) follows.
Since $\alpha = \tilde{e}_1$, (2) is evident.

**Lemma 15.2.** $G = \text{SU}(n, 1)$. Set $\Lambda_{ij} = \delta_{p_{ij}} - \delta_m$ and $\nu_{ij} = 2(\delta_{p_{ij}}, \alpha)/(\alpha, \alpha)$ for $0 < i < n - 1$ and $1 < j < n - i$. Then

1. $\Lambda_{ij} = \frac{1}{2}(n - 2i)\tilde{e}_1 + \frac{2}{2}k = 2^{i+1}e_k - \frac{1}{2}k = n_{n+2-j}\tilde{e}_k + \frac{1}{2}(n - 2(n - j + 2) + 2)\tilde{e}_{n+1}$

2. $\nu_{ij} = n - j - i + 1$.

**Proof.** Following Bourbaki [2],

$$2\delta_m = \sum_{j=1}^{n-2} j(n - 2 - j + 1)\gamma_{j+1} = \sum_{j=2}^{n-1} (j - 1)(n - j)\gamma_j$$

$$= (n - 2)\tilde{e}_2 + \sum_{j=3}^{n-1} (n - 2j + 2)\tilde{e}_j - (n - 2)\tilde{e}_n = \sum_{j=2}^{n} (n - 2j + 2)\tilde{e}_j.$$

Hence

$$2\delta_{p_{ij}} - 2\delta_m = (n - 2i)\tilde{e}_1 + \sum_{k=2}^{i+1} (n - 2(k - 1) + 2)\tilde{e}_k + \sum_{k=i+2}^{n-j+1} (n - 2k + 2)\tilde{e}_k$$

$$+ \sum_{k=n-j+2}^{n} (n - 2k + 2)\tilde{e}_k + (n - 2(n - j + 2) + 2)\tilde{e}_{n+1}$$

$$= (n - 2i)\tilde{e}_1 + \sum_{k=2}^{i+1} 2\tilde{e}_k + \sum_{k=n-j+2}^{n} (-2)\tilde{e}_k + (n - 2(n - j + 2) + 2)\tilde{e}_{n+1}$$

and (1) follows. Since $\alpha = \tilde{e}_1 - \tilde{e}_{n+1}$, (2) is immediate.

**Lemma 15.3.** $G = \text{Sp}(n, 1)$. Set $\Lambda_{ij} = \delta_{p_{ij}} - \delta_m$, $\nu_{ij} = 2(\delta_{p_{ij}}, \alpha)/(\alpha, \alpha)$ for $0 < i < j < n$ and $\Lambda_{i,j+n} = \delta_{p_{i,j+n}} - \delta_m$, $\nu_{i,j+n} = 2(\delta_{p_{i,j+n}}, \alpha)/(\alpha, \alpha)$ for $1 < i + j < n$. Then

$$\Lambda_{ij} = \left( n + \frac{1}{2} - i \right)\tilde{e}_1 + \left( n + \frac{3}{2} - j \right)\tilde{e}_2 + \sum_{k=3}^{i+2} 2\tilde{e}_k + \sum_{k=i+3}^{j+1} \tilde{e}_k,$$

$$\nu_{ij} = 2n - i - j + 2,$$

and

$$\Lambda_{i+j+n} = \left( n - i + \frac{1}{2} \right)\tilde{e}_1 + \left( \frac{1}{2} - j \right)\tilde{e}_2 + \sum_{k=3}^{i+2} 2\tilde{e}_k + \sum_{k=i+3}^{n+2-j} \tilde{e}_k,$$

$$\nu_{i,j+n} = n + 1 - i - j.$$
PROOF.

\[ 2\delta_m = \sum_{j=1}^{n-2} j(2(n - 1) - j + 1)\gamma_j + (n - 1)n/2\gamma_{n+1} + \gamma_1 \]

\[ = \sum_{j=3}^{n} (j - 2)(2(n - 1) - j + 3)\gamma_j + (n - 1)n\varepsilon_{n+1} + \varepsilon_1 - \varepsilon_2 \]

\[ = \sum_{j=3}^{n} (j - 2)(2n - j + 1)\gamma_j + (n - 1)n\varepsilon_{n+1} + \varepsilon_1 - \varepsilon_2 \]

\[ = (3 - 2)(2n - 3 + 1)\varepsilon_3 \]

\[ + \sum_{j=4}^{n} \{ (j - 2)(2n - j + 1) - (j - 3)(2n - j + 2) \} \varepsilon_j \]

\[ - (n - 2)(n + 1)\varepsilon_{n+1} + (n - 1)n\varepsilon_{n+1} + \varepsilon_1 - \varepsilon_2 \]

\[ = (2n - 2)\varepsilon_3 + \sum_{j=4}^{n} (2n - 2j + 4)\varepsilon_j + 2\varepsilon_{n+1} + \varepsilon_1 - \varepsilon_2 \]

\[ = \varepsilon_1 - \varepsilon_2 + \sum_{j=3}^{n+1} 2(n - j + 2)\varepsilon_j. \]

Hence

\[ 2\delta_{\mu,\nu} - 2\delta_m = 2 \left\{ (n + 1 - i)\varepsilon_1 + (n + 1 - j)\varepsilon_2 + \sum_{k=3}^{i+2} (n + 1 - (k - 2) + 1)\varepsilon_k \right. \]

\[ + \sum_{k=i+3}^{j+1} (n + 1 - (k - 1) + 1)\varepsilon_k \]

\[ + \sum_{k=j+2}^{n+1} (n + 1 - k + 1)\varepsilon_k - \frac{1}{2} \varepsilon_1 + \frac{1}{2} \varepsilon_2 - \sum_{j=3}^{n+1} (n - j + 2)\varepsilon_j \]

\[ = 2 \left\{ (n - i + \frac{1}{2})\varepsilon_1 + (n - j + \frac{3}{2})\varepsilon_2 + \sum_{k=3}^{i+2} 2\varepsilon_k + \sum_{k=i+3}^{j+1} \varepsilon_k \right\} \]

and (1) follows since \( \alpha = \varepsilon_1 + \varepsilon_2. \)

We now prove (2).

\[ 2\delta_{\mu,\nu} - 2\delta_m = 2 \left\{ (n + 1 - i)\varepsilon_1 - j\varepsilon_2 + \sum_{k=3}^{n+2-j} (n + 1 - (k - 2) + 1)\varepsilon_k \right. \]

\[ + \sum_{k=i+3}^{n+2-j} (n + 1 - (k - 1) + 1)\varepsilon_k \]

\[ + \sum_{k=n+3-j}^{n+1} (n + 1 - k + 1)\varepsilon_k - \frac{1}{2} \varepsilon_1 + \frac{1}{2} \varepsilon_2 - \sum_{j=3}^{n+1} (n - j + 2)\varepsilon_j \]

\[ = 2 \left\{ (n - i + \frac{1}{2})\varepsilon_1 - (j - \frac{1}{2})\varepsilon_2 + \sum_{k=3}^{i+2} 2\varepsilon_k + \sum_{k=i+3}^{n+2-j} \varepsilon_k \right\}. \]
The expression for $v_{i,j+n}$ is clear, so the proof is complete.

**Lemma 15.4.** $G = F_4$. Set $\Delta_{i,j} = \delta_{p,j} - \delta_m$ and $v_{i,j} = 2(\delta_{p,j}, \alpha)/(\alpha, \alpha)$. Then:

1. $\Lambda_{0,1} = \frac{1}{2}(11, 0, 0, 0)$, $v_{0,1} = 11$,
2. $\Lambda_{0,2} = \frac{1}{2}(10, 1, 1, 1)$, $v_{0,2} = 10$,
3. $\Lambda_{0,3} = \frac{1}{2}(9, 2, 2, 0)$, $v_{0,3} = 9$,
4. $\Lambda_{0,4} = \frac{1}{2}(7, 4, 2, 0)$, $v_{0,4} = 7$,
5. $\Lambda_{0,5} = \frac{1}{2}(5, 4, 4, 0)$, $v_{0,5} = 5$,
6. $\Lambda_{1,4} = \frac{1}{2}(6, 5, 1, 1)$, $v_{1,4} = 6$,
7. $\Lambda_{1,5} = \frac{1}{2}(4, 5, 3, 1)$, $v_{1,5} = 4$,
8. $\Lambda_{1,6} = \frac{1}{2}(2, 5, 3, 3)$, $v_{1,6} = 2$,
9. $\Lambda_{1,7} = \frac{1}{2}(1, 4, 4, 4)$, $v_{1,7} = 1$,
10. $\Lambda_{2,4} = \frac{1}{2}(5, 6, 0, 0)$, $v_{2,4} = 5$,
11. $\Lambda_{2,5} = \frac{1}{2}(3, 6, 2, 0)$, $v_{2,5} = 3$,
12. $\Lambda_{2,6} = \frac{1}{2}(1, 6, 2, 2)$, $v_{2,6} = 1$.

**Proof.** Since $2\delta_m = 5\varepsilon_2 + 3\varepsilon_3 + \varepsilon_4$ and $\alpha = \varepsilon_1$, using 14.4, the computation is straightforward.

**15.5.** Let $\pi_\mu$ be one of the $M$-representation we found in §12. We have computed its highest $\mu$ weight with respect to the $\varepsilon_i$'s. A moment's thought shows, how, in each case, the highest weight $\mu$ of $\pi_\mu$ reads with respect to the $\varepsilon_i$'s.

As we remarked in 11.1, we now use the equation of the infinitesimal character, to see which of these $M$-types will eventually give an embedding.

**Lemma 15.6.** (Spin$(2n, 1)$)

$$\mu_1 = \sum_{i=2}^{n} \varepsilon_i = \Lambda_{0, n\lambda_-}.$$  

**Proof.** $\Lambda_{0, n} = \frac{1}{2} \varepsilon_1 + \sum_{k=2}^{n} \varepsilon_k$, hence $\Lambda_{0, n\lambda_-} = \sum_{k=2}^{n} \varepsilon_k$.

**Lemma 15.7.** (SU$(n, 1)$)

1. $\mu_1^i = \Lambda_{i, n - i\lambda_-}$ for $i = 0, \ldots, n - 1$,
2. $\mu_2^i = \Lambda_{i-1, n - i\lambda_-}$ for $i = 1, \ldots, n - 1$,
3. $\mu_3^i = \Lambda_{i-1, n - i + 1\lambda_-}$ for $i = 1, \ldots, n$.

**Proof.**

$$\Lambda_{i, j\lambda_-} = \frac{1}{2}(n - 2i + n - 2(n - j + 2) + 2)(\varepsilon_1 + \varepsilon_{n+1}) \left(\frac{i + 1}{2}\right) \sum_{k=2}^{n} \varepsilon_k - \sum_{k=n+2-j}^{n} \varepsilon_k.$$
Hence

\[
\Lambda_{i,n-i_0} = \frac{n - 2i - 1}{2} (\tilde{e}_1 + \tilde{e}_{n+1}) + \sum_{k=2}^{i+1} \tilde{e}_k - \sum_{k=i+2}^{n} \tilde{e}_k = \mu_1^i \quad i = 0, \ldots, n - 1.
\]

\[
\Lambda_{i-1,n-i_0} = \frac{n - 2i}{2} (\tilde{e}_1 + \tilde{e}_{n+1}) + \sum_{k=2}^{i} \tilde{e}_k - \sum_{k=i+2}^{n} \tilde{e}_k = \mu_2^i \quad i = 1, \ldots, n - 1.
\]

\[
\Lambda_{i-1,n-i+1} = \frac{n - 2i + 1}{2} (\tilde{e}_1 + \tilde{e}_{n+1}) + \sum_{k=2}^{i} \tilde{e}_k - \sum_{k=i+1}^{n} \tilde{e}_k = \mu_3^i \quad i = 1, \ldots, n.
\]

**Lemma 15.8.** (Sp \((n, 1)\)) We have the following table, where “NO” means that the particular M-type does not give trivial infinitesimal character, i.e. is different from \(\Lambda_{i,j_0}\) or \(\Lambda_{i,j+n_{j_0}}\), for all possible values of \(i\) and \(j\). Otherwise, we give the corresponding \(\Lambda_{i,j}\).

<table>
<thead>
<tr>
<th>(i = 0)</th>
<th>(i = n-1)</th>
<th>(i \neq n-1, n, 0)</th>
<th>(i = n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Lambda_{n,0,2} = \mu_1^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td>(\Lambda_{n-2,n-1,2} = \mu_2^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td>(\Lambda_{n-3,n-1,2} = \mu_3^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td></td>
</tr>
<tr>
<td>(\Lambda_{n-3,n-1,2} = \mu_4^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td>(\Lambda_{n-2,n-1,2} = \mu_5^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td>(\Lambda_{n-3,n-1,2} = \mu_6^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td></td>
</tr>
<tr>
<td>(\Lambda_{n-2,n-1,2} = \mu_7^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td>(\Lambda_{n-3,n-1,2} = \mu_8^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td>(\Lambda_{n-2,n-1,2} = \mu_9^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td></td>
</tr>
<tr>
<td>(\Lambda_{n-2,n-1,2} = \mu_10^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td>(\Lambda_{n-2,n-1,2} = \mu_11^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td>(\Lambda_{n-2,n-1,2} = \mu_12^1 = (n-1)(\tilde{e}_1 - \tilde{e}<em>2) = \frac{1}{2} \sum</em>{j=3}^{n+1} \tilde{e}<em>j + \tilde{e}</em>{n+1})</td>
<td></td>
</tr>
</tbody>
</table>
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Proof.

\[ \Lambda_{k,l,n} = \frac{-k + l - 1}{2} (\bar{\varepsilon}_1 - \bar{\varepsilon}_2) + 2 \sum_{t=3}^{k+2} \bar{\varepsilon}_t + \sum_{t=k+3}^{l+1} \bar{\varepsilon}_t, \]

where

\[ \sum_{t=3}^{k+2} \bar{\varepsilon}_t = 0 \iff k = 0 \text{ and } \sum_{t=k+3}^{l+1} \bar{\varepsilon}_t = 0 \iff l = k + 1, \]

\[ (0 < k < l < n). \]

Similarly,

\[ \Lambda_{k,l+n,n} = \frac{n - k + l}{2} (\bar{\varepsilon}_1 - \bar{\varepsilon}_2) + 2 \sum_{t=3}^{k+2} \bar{\varepsilon}_t + \sum_{t=k+3}^{n+2-l} \bar{\varepsilon}_t, \]

where

\[ \sum_{t=3}^{k+2} \bar{\varepsilon}_t = 0 \iff k = 0 \text{ and } \sum_{t=k+3}^{n+2-l} \bar{\varepsilon}_t = 0 \iff l = n - k, \]

\[ (1 < k + l < n). \]

We also note that if \( 2 < i \), then

\[ \sum_{j=3}^{i} \bar{\varepsilon}_j = \sum_{j=3}^{k+2} \bar{\varepsilon}_j \iff k + 2 = i. \]

For convenience in what follows we write \( \Lambda_{k,l} \) for \( \Lambda_{k,l,n} \). Since \( \bar{\varepsilon}_1 - \bar{\varepsilon}_2, \bar{\varepsilon}_3, \ldots, \bar{\varepsilon}_{n+1} \) are linearly independent on \( S^{-} \), then

\[ 2 < i < n, \ u_1^i = \Lambda_{k_{i}, \ell_{i}} \iff \begin{cases} n - i = \frac{-k + \ell - 1}{2} \\ \ell = k + 1 \end{cases} \iff \begin{cases} n - i = 0 \\ k = n - 2 \\ \ell = n - 1 \end{cases} \iff i = n - 2 \quad \text{which is impossible \( \forall \ell, k \)}. \]

\[ 2 < i < n, \ u_1^i = \Lambda_{k_{i}, \ell_{i}} \iff \begin{cases} n - i = \frac{-k + \ell}{2} \\ \ell = n - k \end{cases} \iff \begin{cases} n - i = n - k \\ k = i - 2 \\ \ell = n - k \end{cases} \iff i = 2 \quad \text{which is impossible \( \forall \ell, k \)}. \]

\[ \mu_0^1 = \Lambda_{k_{1}, \ell_{1}} \iff \begin{cases} n = \frac{-k + \ell - 1}{2} \\ \ell = n - l \end{cases} \iff \begin{cases} n = 0 \\ k = 0 \\ \ell = 0 \end{cases} \quad \text{which is impossible}. \]

\[ \mu_0^1 = \Lambda_{k_{1}, \ell_{1}} \iff \begin{cases} n = \frac{-k + \ell}{2} \\ \ell = n \end{cases} \iff \begin{cases} n = 0 \\ k = 0 \\ \ell = n \end{cases} \iff i = n - 1 \quad \text{which is impossible \( \forall \ell, k \)}. \]

\[ \mu_2^1 = \Lambda_{k, \ell} \iff \begin{cases} n - i - \frac{1}{2} = \frac{-k + \ell - 1}{2} \\ \ell = k + 1 \end{cases} \iff \begin{cases} n - i - \frac{1}{2} = \frac{-k + \ell}{2} \\ \ell = k + 1 \end{cases} \iff \begin{cases} n - i - \frac{1}{2} = -k + \ell \\ \ell = k + 1 \end{cases} \iff \begin{cases} i = k \\ \ell = k + 1 \end{cases} \iff i = k \quad \text{which is impossible \( \forall \ell, k \)}. \]
\[
\begin{align*}
\mu_3 &= h_{k, \ell} \iff \\
&\iff \begin{cases}
  n-t / 2 = -k \ell - 1 \\
  k+2 = i \\
  k+3 = \ell + 1
\end{cases} \\
&\iff \begin{cases}
  n-t / 2 = 0 \\
  k+2 = i \\
  \ell = n-k
\end{cases} \\
&\iff \begin{cases}
  n-t / 2 = 0 \\
  k+2 = i \\
  \ell = k+1
\end{cases}
\]

which is impossible \( \forall k, \ell \).

\[\mu_4^i = h_{k, \ell} \iff\]
\[
\begin{cases}
  n-t / 2 = -k \ell - 1 \\
  k+2 = i \\
  \ell = n-k
\end{cases} \\
\iff \begin{cases}
  n-t / 2 = 0 \\
  k+2 = i \\
  \ell = k+1
\end{cases}
\]

which is impossible \( \forall k, \ell \).

\[\mu_5^i = h_{k, \ell} \iff\]
\[
\begin{cases}
  n-t / 2 = -k \ell - 1 \\
  k+2 = i+1 \\
  \ell = n-k
\end{cases} \\
\iff \begin{cases}
  n-t / 2 = 0 \\
  k+2 = i+1 \\
  \ell = k+1
\end{cases}
\]

which is impossible since \( i \leq n-1 \).

\[\mu_6^i = h_{k, \ell} \iff\]
\[
\begin{cases}
  n-t / 2 = -k \ell - 1 \\
  k+2 = i+1 \\
  \ell = n-k
\end{cases} \\
\iff \begin{cases}
  n-t / 2 = 0 \\
  k+2 = i+1 \\
  \ell = k+1
\end{cases}
\]

which is impossible \( \forall k, \ell \).

\[\mu_7^i = h_{k, \ell} \iff\]
\[
\begin{cases}
  n-t / 2 = -k \ell - 1 \\
  k+2 = i+1 \\
  \ell = n-k
\end{cases} \\
\iff \begin{cases}
  n-t / 2 = 0 \\
  k+2 = i+1 \\
  \ell = k+1
\end{cases}
\]

which is impossible \( \forall k, \ell \).
LEMMA 15.9. (F4) Let \( \mu_j^i \) be as in Theorem 12.5, and \( \Lambda_{ij} \) as in 15.4. Then \( \mu_j^i \) is equal to some \( \Lambda_{ij} \) if it is in the following list:

\[
\begin{align*}
\Lambda_{0,1} &= (0, 0, 0), & \Lambda_{0,2} &= \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right), & \Lambda_{0,3} &= (1, 1, 0), & \Lambda_{0,4} &= (2, 1, 0), \\
\Lambda_{0,5} &= (2, 2, 0), & \Lambda_{0,6} &= (2, 2, 2), & \Lambda_{0,7} &= (3, 0, 0), & \Lambda_{0,8} &= (3, 1, 0), & \Lambda_{0,9} &= (3, 1, 1).
\end{align*}
\]

Proof. If \( \mu_j^i = \sum_{\epsilon} q_j \epsilon \) is the highest weight of \( \pi_j^i \), then the highest weight of \( \pi_j^i \circ \phi \) with respect to

\[
\begin{array}{c}
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{array}
\]

reads \( \mu_j^i = \sum_{\epsilon} q_j \epsilon \). Lemma 15.4 gives the expression for the \( \Lambda_{ij} \), as follows (for convenience write simply \( \Lambda_{ij} \)):

\[
\begin{align*}
\Lambda_{0,1} &= (0, 0, 0), & \Lambda_{0,2} &= \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right), & \Lambda_{0,3} &= (1, 1, 0), & \Lambda_{0,4} &= (2, 1, 0), \\
\Lambda_{0,5} &= (2, 2, 0), & \Lambda_{0,6} &= (2, 2, 2), & \Lambda_{0,7} &= (3, 0, 0), & \Lambda_{0,8} &= (3, 1, 0), & \Lambda_{0,9} &= (3, 1, 1).
\end{align*}
\]
Comparing these expressions with the ones of the $\mu_j$'s gives the result. Note that the only $M$-type which gives infinitesimal character zero and with multiplicity greater than one, precisely two, is $\mu_{13}^2$.

16. Some realizations of a discrete series representation. We generically fix a system of positive roots $P$ for $\Delta$. We want to prove that if $P$ contains two simple noncompact roots, then the discrete series $\pi_{8r}$ is realized as a subspace in two distinct (nonequivalent) principal series. The result is a consequence of [10, Theorem 1.1].

Without loss of generality we may assume that $P \subseteq \Delta^+$.

**Lemma 16.1.** If $P$ contains two simple noncompact roots, then $\pi_{8r}$ is realized as a subspace in two distinct principal series.

**Proof.** Set, for convenience, $2\delta_{\alpha} = 2\delta_{\beta} = 2\delta_{\gamma} = 2\delta_{\delta}$ and $2\delta_{\delta}^* = 2\delta_{\delta}$. Let $\alpha_1$, $\alpha_2$ be two such simple roots. Choose $X_{\pm \alpha} \in \mathfrak{g}_{\pm \alpha}$ ($i = 1, 2$) so that $X_{\alpha} + X_{-\alpha} \in \mathfrak{p}$. Let $a_i = \mathfrak{R}(X_{\alpha} + X_{-\alpha})$ and $m_i$ be the centralizer of $a_i$ in $k$ ($i = 1, 2$).

Let $b_i = \{ H \in \mathfrak{h}, a_i(H) = 0 \}$ ($i = 1, 2$); then $b_i$ is a Cartan subalgebra of $m_i$.

Let $u_i = \exp(\pi/4)(X_{\alpha} - X_{-\alpha})$ and let $\text{Ad} u_i$ be the Cayley transform.

Set $\Phi^+_m = \{ \beta \circ \text{Ad}(u_i)^{-1}, \beta \in \Delta^+ \text{ and } (\beta, \alpha_i) = 0 \}$, then $\Phi^+_m$ is a system of positive roots for $(m_i, b_i, \mathfrak{c})$. Let $m_i$ as usual be the centralizer of $a_i$ in $K$. Form restricted roots $\Lambda_i$ with respect to $\alpha_i$, and let $\Lambda_i^+ = \{ \lambda \in \Lambda_i, \lambda(X_{\alpha} + X_{\alpha}) > 0 \}$; finally, let $\rho_i$ and $\eta_i$ be defined accordingly to $\Delta_i^+$. If $\xi_i$ ($i = 1, 2$) is the $M_i$-representation of highest weight $2\delta_{\alpha}$, $\Lambda_{\xi_i}$ relative to $\Phi^+_m$, then Knapp and Wallach [10] prove that $\pi_8$ is infinitesimally equivalent to a subspace of $\pi_{\xi_1, \eta_1}$, where $\nu_i \in \alpha_i^*$ is defined by

$$\nu_i(X_{\alpha} + X_{-\alpha}) = -\frac{2(\delta, \alpha_i)}{(\alpha_i, \alpha_i)} = 1.$$ 

Hence to prove the lemma, we need to show that these two principal series are not equivalent.

Set $\beta = \alpha_1 + \alpha_2$, then, due to the results of §11, $\beta$ is a simple compact root.

Since in rank one all the noncompact roots have the same length (cf. [10, 12.1]), it is clear that $s_\beta \alpha_1 = -\alpha_2$ and $s_\beta \alpha_2 = -\alpha_1$.

Let $k = \exp[\pi/\sqrt{2}(\beta, \beta)]^{1/2}(X_{\beta} - X_{-\beta})$, where $X_{\beta}$ is chosen so that $[X_{\beta}, X_{-\alpha}] = (\beta, \beta)^{1/2}X_{\alpha_2}/\sqrt{2}$. Then $\text{Ad}(k)(X_{\alpha_1} + X_{-\alpha_1}) = \cos \pi/2(X_{\alpha_1} + X_{-\alpha_1}) + \sin \pi/2(X_{\alpha_2} + X_{-\alpha_2}) = X_{\alpha_2} + X_{-\alpha_2}$.

$$\Phi^+_m = \Phi^+_m \circ \text{Ad}(k).$$

(1)

It is obvious that $\text{Ad}(k)$ sends the roots of $m_1$ to the roots of $m_2$, so we need only to verify that it sends the positive roots into the positive roots. Let $\gamma = \gamma_1 \circ \text{Ad} u_2^{-1} \in \Phi^*_m$. Since $ku_1 k^{-1} = u_2$, then $\gamma_1 \circ \text{Ad} u_2^{-1} \text{Ad}(k) \text{Ad} u_1 = \gamma_1 \text{Ad}(k) = s_\beta \gamma_1$. But $s_\beta = s_{\alpha_1} \gamma_1 \gamma_2 \gamma_1$, and $\gamma_1 \neq \alpha_1, \alpha_2$ and is positive for $\Delta$, hence $s_\beta \gamma_1 \in \Delta^+$. Similarly for the other inclusion. Note also that $\text{Ad}(k) n_1 = n_2$. Thus $\pi_{\xi_2, \eta_2} \simeq \pi_{\xi_2, \eta_2}$, where $\xi_2$ is the $M_1$ representation of highest weight $2\delta_{\alpha}$, $\text{Ad}(k)|_{\xi_2} = s_\beta 2\delta_{\alpha}$, and $\pi_2(X_{\alpha_1} + X_{-\alpha_1}) = \nu_2 \circ \text{Ad}(k)(X_{\alpha_1} + X_{-\alpha_1}) = \nu_2(X_{\alpha_2} + X_{-\alpha_2})$. 
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2\delta_{\alpha k} \neq s_\beta 2\delta_{\alpha k}.

Indeed \(2(\delta, \beta)/(\beta, \beta) = 2\) and \(2(\delta_k, \beta)/(\beta, \beta) = 1\) (\(\beta\) is simple compact) forces \(2(\delta_n, \beta)/(\beta, \beta) = 1\). Thus \(s_\beta 2\delta_n = 2\delta_n - 2\beta\), and \(2\delta_{\alpha k} - s_\beta 2\delta_{\alpha k} = 2\beta_{\alpha k} = 2\alpha_{\alpha k} \neq 0\). But (2) says that \(\pi_{\xi, \nu_1}\) is not equivalent to \(\pi_{\xi, \nu_2}\) and hence to \(\pi_{\xi, \nu_2}\), as asserted.

16.2. Let \(\pi_{\xi, \nu_1}\) be as in the previous lemma and \(\Psi^+_1 = \phi \circ \text{Ad} \phi^{-1}\). Then \(\lambda_1 = \alpha_1 \circ \text{Ad} \phi^{-1}\) is the real positive root. Let \(\Lambda(\xi_1, \nu_1)\) be the parameter for the infinitesimal character of \(\pi_{\xi, \nu_1}\).

**Corollary 16.3.** \(\Lambda(\xi_1, \nu_1) = \delta_Q\), where \(Q\) is a positive root system for the roots of \((h_1^- + a_1)\) and

1. \(Q \supset \Phi^*_1\) and \(\lambda_1\),
2. \(\lambda_1\) is \(Q\) simple.

**Proof.** (1) is just Lemma 7.1.

\(2(\nu_1, \lambda_1)/(\lambda_1, \lambda_1) = -\nu_1(X_\alpha + X_{-\alpha}) = 1\) and hence (2) follows.

16.4. We now go back to our situation. Let \(\Phi^+, \Phi^*_m\) and \(\alpha\) be as in §10.

Assuming that we are in the situation of Lemma 16.1, let \(\pi_{\xi, \nu}\) be one of such principal series; then we have

**Lemma 16.5.** \(\Lambda(\xi_1, \nu) = \delta_Q\), where \(Q\) is a positive root system for \(\Phi\), containing \(\Phi^*_m\) and \(\alpha\) as a simple root.

**Proof.** To simplify the notation we may assume that \(\pi_{\xi, \nu} = \pi_{\xi, \nu_1}\).

1. \(\exists k \in K\) such that \(\text{Ad}(k) : h^- + a_1 \rightarrow h^- + a\) and
   
   (i) \(\text{Ad}(k)(X_\alpha + X_{-\alpha}) = 2h_\alpha/(\alpha, \alpha) (B(H, h_\alpha) = \alpha(H))\).
   
   (ii) \(\Phi^+_1 = \Psi^+_1 \circ \text{Ad}(k)^{-1}\) contains \(\alpha\) and \(\Phi^*_m\).

Assume for the moment that (1) is true, then \(\alpha = \lambda_1 \circ \text{Ad}(k)^{-1}\) and \(\pi_{\xi, \nu_1} \simeq \pi_{\xi, \nu}\) where \(\xi\) has highest weight \(\Lambda_{\xi_1} \circ \text{Ad}(k)^{-1}\) relative to \(\Phi^*_m\) and \(\nu_1 \circ \text{Ad}(k)^{-1}\).

Since \(\text{Ad}(k^n) = n\) (\(n\) defined in terms of \(\alpha\)) then \(\Lambda(\xi_1, \nu) = \lambda_1 \circ \text{Ad}(k)^{-1} + \nu_1 \circ \text{Ad}(k)^{-1} + \delta_{\alpha_k} = \delta_Q \circ \text{Ad}(k)^{-1}\) where \(Q\) is as in Corollary 16.3. Set \(Q_1 = Q \circ \text{Ad}(k)^{-1}\), then \(\delta_Q \circ \text{Ad}(k)^{-1} = \delta_{Q_1}\) and the assertion follows by Corollary 16.3, modulo the proof of (1).

Let \(k_0 \in K\) such that \(\text{Ad}(k_0)h^- + a_1 = h^- + a\).

1. Clearly the roots of \(h^-\) are transformed under \(\text{Ad}(k_0)\) in roots of \(h^-\). If \(\Psi^+_1 \circ \text{Ad}(k_0)^{-1} \neq \Phi^*_m\), let \(\sigma \in \mathcal{W}(\Phi_m)\) so that \(\sigma(\Psi^+_1 \circ \text{Ad}(k_0)^{-1} \cap \Phi_m) = \Phi^*_m\). Let \(m \in N_m(T)\) so that \(\text{Ad}(m)h^- = \sigma(T\) the analytic subgroup of \(M\) corresponding to \(h^-\) and \(N_m(T)\) its normalizer in \(M\)). Then \(\text{Ad}(mk_0)(h^- + a_1) = h^- + a\) and \(\sigma(\Psi^+_1 \circ \text{Ad}(k_0)^{-1} \cap \Phi_m) = \sigma(\Psi^+_1 \circ \text{Ad}(k_0)^{-1} \cap \Phi_m) = \Phi^*_m\) since \(\sigma\) preserves the roots of \(m\). (2) forces \(\lambda_1 \circ \text{Ad}(mk_0)^{-1} = \lambda_1 \circ \text{Ad}(k)^{-1} = \pm a\).

If \(\lambda_1 \circ \text{Ad}(mk_0)^{-1} = a\) then (1) is true for \(k = mk_0\). If \(\lambda_1 \circ \text{Ad}(mk_0)^{-1} = -a\), let \(s_\alpha\) be the reflection by \(\alpha\) and \(k_1 \in K\) so that \(\text{Ad}(k_1)(h^- + a) = s_\alpha(h^- + a)\) \((k_1 = \exp[\pi/\sqrt{2} (\alpha, \alpha)^{1/2}](X_\alpha + \theta X_\alpha))\). Then \(\text{Ad}(k_1mk_0)(h^- + a_1) = h^- + a\) and (1) is true. Since \(s_\alpha\) acts trivially on \(\Phi_m\), we still have \(\Psi^+_1 \circ \text{Ad}(k_1mk_0)^{-1} \cap \Phi_m = \Phi^*_m\); thus (1) is true for \(k = k_1mk_0\) and the proof is complete.
17. Some more results.

17.1. If $\mu \in \alpha_\mathfrak{C}^*$, then $\mu = \mu_1 \alpha_{i_0}$, where $\mu_1 \in \mathbb{C}$. We abuse notation and set $\mu = 2\mu_1$.

Let $\pi_{i,j} = \pi_{P^i H^j, \ldots, P^j}$ be the principal series associated to $P_i^j$, defined for each group as in §13.

We also denote by $H^i$ the representation space of $\pi_{i,j}$.

Let $\pi_i$, for $i$ in the right range, the discrete series representation parametrized by $\delta_i$ (stands for one of the positive root systems introduced for each group in §11). Denote by $H^f$ the representation space. There is an easy way of reading off the formula of Theorem 9.1, using the diagrams of §13. We associate a $\pm$ sign to each $P^i$ in the following way: assign a $+$ sign to $P_0^i$, and suppose we have given a sign to $P^i$, then associate to $P^i+1$ and to $P^i+1$ (when it is defined) — the sign of $P^i$. Set $\tau = \delta_{P_0^i} \circ \text{Ad} u_\lambda$ ($\lambda$ as in §10); then the formula of Theorem 9.1 reads:

$$\sum \epsilon_{ij} \theta_{ij} + (-1)^{q} \sum \theta_i = 1,$$

where $\theta_{ij}$ is the characteristic of $\pi_{i,j}$, $\epsilon_{ij}$ is the sign associated to $P^i$ and the sums are taken over $i,j$ in the right range. The result is immediate since the diagrams are built in such a way that two positive chambers are connected by a line precisely when one is obtained from the other by reflection of a simple root.

Let $\xi \in \hat{M}$, $\nu \in \alpha_\mathfrak{C}^*$ such that $\text{Re} \nu > 0$. If $f \in H_\xi^\nu$, define $(A(\nu)f(g)) = \int_{\hat{N}} f(g\bar{n}) d\bar{n}$, where $g \in G$ and $\bar{N}$ is the analytic subgroup of $G$ corresponding to $\bar{n} = \theta(n)$. Denote by $J^{\xi,\nu}$ the only irreducible quotient of $(\pi_{\xi,\nu}, H_\xi^\nu)$ as by Theorem 6.5. Then if $Z_{\xi,\nu} = \ker A(\nu)$ we have $J^{\xi,\nu} = H_\xi^\nu / Z_{\xi,\nu}$. $J^{\xi,\nu}$ is the Langlands quotient.

Due to Langlands' classification of irreducible quasisimple representation [12] and [11] the following result is evident:

**Theorem 17.3.** If $\pi_{\xi,\nu}$ has a regular infinitesimal character, then the only irreducible components of $\pi_{\xi,\nu}$ are either Langlands quotients or discrete series representations.

We also have

**Theorem 17.4.** Let $\nu, \nu' \in \alpha^*$ such that $\nu, \nu' > 0$. Let $\pi$ be a representation of $G$ infinitesimally equivalent to $J^{\xi,\nu}$. Then if $\pi$ is a subquotient of $Z_{\xi,\nu}$ we have $\nu' > \nu$ ($\xi \in \hat{M}$).

**Proof.** The theorem is an immediate consequence of the well-known result on matrix coefficients of a principal series: let $\lambda \in \Lambda^+$ be a simple root and $H_\lambda \in \alpha$ such that $\lambda(H_\lambda) = 1$, then $\lim_{r \to \infty} e^{i(\varphi - 1)}/\pi_{\xi,\nu}(a_i^r, g) = \langle A(\nu)f(1), g(1) \rangle$ where $z \in \alpha_\mathfrak{C}^*$, $\text{Re} z > 0, f \in H_\xi^\nu$, and $a_i = \exp t H_\lambda$.

Write $J^{i,j}$ for the Langlands quotient of $\pi_{i,j}$.

**Corollary 17.5.** (1) If $i \neq 0, j \neq 1$ then there are an even number of subquotients in $(\pi_{k,j})$ infinitesimally equivalent to $J^{i,j}$.

(2) $J^{0,1}$ is an irreducible component only of $\pi_{0,1}$.

**Proof.** (2) is nothing else than Theorem 17.4. Since $J^{0,1}$ is the trivial representation [9], this is consistent with 17.2.
To prove (1) use 17.2 to get \( \sum e_{ij} m_{ij} \) (character of \( J^{*} \)) = 0 (\( J^{*} \) are infinitesimally inequivalent).

We are now ready to prove some results for \( F_{4} \) and \( \text{Sp}(n, 1) \).

**Lemma 17.6.** \( G = F_{4} \). Let \( \pi_{i} \), \( 1 \leq i \leq 3 \), be the discrete series representation associated to \( \delta_{i} \) (cf. Lemma 11.11). Then

1. \( \pi_{3} \) is a subspace of \( \pi_{o,1} \).
2. \( \pi_{2} \) is not an irreducible component of \( \pi_{o,1} \).

**Proof.** Let \( \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4} \) be the fundamental weights for \( \Delta_{k}^{+} \), in particular \( \lambda_{1} = \epsilon_{1} \) and \( \lambda_{4} = \frac{1}{2} (\epsilon_{1} + \epsilon_{2} + \epsilon_{3} + \epsilon_{4}) \). If \( m, k \in \mathbb{Z}_{+} \) and \( m - k \in 2\mathbb{Z} \), denote by \( X_{m,k} \) the irreducible \( K \)-module of highest weight \( (m - k)\lambda_{1} + k\lambda_{4} = m\epsilon_{1}/2 + k(\epsilon_{2} + \epsilon_{3} + \epsilon_{4}))/2 \).

Let

\[
\pi_{o,1}^{{0}}: \quad \gamma_{1} \to \gamma_{2} \to \gamma_{3} \to \gamma_{4}
\]

as in 13.9, thus \( \lambda = \gamma_{4} \) is the simple root for \( a \) and \( a = 2\lambda \). Since \( \nu_{o,1} = 11\lambda \) and \( 2p = 22\lambda \), thus in [9] it is shown that \( \pi_{o,1} \) has a composition series by \( H^{0,1} \subset \tilde{W}_{0} \subset M_{o} \cup (0) \) where

\[
\tilde{M}_{0} = \sum_{m-k>6} X_{m,k}, \quad \tilde{W}_{0} = \sum_{m+k>0} X_{m,k}, \quad \text{and} \quad \tilde{W}_{0}/\tilde{M}_{0} = \sum_{m-k<6 \land m+k>0} X_{m,k}.
\]

(a) \( \tilde{M}_{0} \cong \pi_{3} \). Since the minimal \( K \)-type \( \tau_{28,3} \) of \( \pi_{3} \) has highest weight \( 2\delta_{3}^{F_{3}} = 4\epsilon_{1} \), it is immediate that \( X_{8,0} \cong \tau_{28,3} \) with \( X_{8,0} \subset M_{0} \). If we can prove that \( \tilde{M}_{0} \) does not contain any irreducible \( K \)-module of highest weight of the form \( 2\delta_{n}^{F_{3}} - A \), where \( A \) stands for a nonempty sum of positive roots for \( F_{3} \), then (a) will follow from [15, Theorem 13].

A generic element of the form \( A \) is

\[
\sum_{i=1}^{4} k_{i}\gamma_{i} = \frac{1}{2} k_{4}\epsilon_{1} + \left( k_{1} - \frac{k_{4}}{2}\right)\epsilon_{2} + \left( k_{2} - k_{1} - \frac{k_{4}}{2}\right)\epsilon_{3} + \left( k_{3} - k_{2} - \frac{k_{4}}{2}\right)\epsilon_{4},
\]

where \( k_{i} \in \mathbb{Z}_{+} \), and they are not all zero.

\[
2\delta_{n}^{F_{3}} - A = \left( 4 - \frac{1}{2} k_{4}\right)\epsilon_{1} + \left( \frac{1}{2} k_{4} - k_{1}\right)\epsilon_{2} + \left( \frac{1}{2} k_{4} + k_{1} - k_{2}\right)\epsilon_{3} + \left( \frac{1}{2} k_{4} + k_{2} - k_{3}\right)\epsilon_{4}.
\]

Assume that there exist \( m, k \in \mathbb{Z}_{+} \) such that \( X_{m,k} \subset \tilde{M}_{0} \) and \( X_{m,k} \) is equivalent to the \( K \)-type of highest weight \( 2\delta_{n}^{F_{3}} - A \). Then we would have:

\[
m = 8 - k_{4}, \quad k = k_{4} - 2k_{1}, \quad k_{1} + k_{3} = 2k_{2}, \quad k_{3} = 3k_{1}.
\]

But \( m - k > 6 \) forces \( k_{4} - k_{1} < 1 \). Since \( k \in \mathbb{Z}_{+} \) we also have \( k_{4} > 2k_{1} \). Thus \( 2k_{1} < k_{4} < k_{1} + 1 \).

This last inequality is satisfied only if \( k_{1} = 0 \) and hence \( k_{2} = k_{3} = k_{4} = 0 \). Therefore \( \tilde{M}_{0} \) does not contain any irreducible \( K \)-module of highest weight of the form \( 2\delta_{n}^{F_{3}} - A \) and (a) follows.
(b) $\widetilde{W}_0/\widetilde{M}_0$ is not infinitesimally equivalent to a discrete series.

If $\widetilde{W}_0/\widetilde{M}_0$ is a discrete series, it could only be $\pi_2$ [cf. Lemma 15.9]. Now $2\delta_n^{F_2} = 3\epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4$. Hence:

(i) $X_{\delta_n^{F_2}} = \tau_{2\delta_2^{F_2}}$.

(ii) $X_{\delta_1^{F_2}}$ is equivalent to the $K$-module of highest weight $2\delta_n^{F_2} + \frac{1}{2}(\epsilon_1 - \epsilon_2 - \epsilon_3 - \epsilon_4)$. Since $-\frac{1}{2}(\epsilon_1 - \epsilon_2 - \epsilon_3 - \epsilon_4)$ is positive for $F_2$, the result follows again by [15, Theorem 1.3].

**Proposition 17.7.** $G = F_4$. Let $\tau_{\mu}$ be the irreducible $K$-module of highest weight $\mu = 2\epsilon_1 + 2\epsilon_2 + 2\epsilon_3 + 2\epsilon_4$, then $\tau_{\mu}$ is a $K$-type of $\pi_2$.

**Proof.** To prove that $\tau_{\mu}$ is a $K$-type of $\pi_2$, we use Blattner’s multiplicity formula [6]. Recall that

$$F_2 : \alpha_1 \rightarrow \alpha_2 \rightarrow \alpha_3 + \alpha_4 \rightarrow -\alpha_4$$

and

$$2\delta_n^{F_2} = 3\epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4, \quad \delta_k = \frac{1}{2}(7\epsilon_1 + 5\epsilon_2 + 3\epsilon_3 + \epsilon_4).$$

If $P$ is the usual partition function relative to the positive noncompact roots for $F_2$, then Blattner’s multiplicity formula says

$$m_{2\delta_n^{F_2}}(\mu) = \sum_{w \in W_k} P(w(\mu + \delta_k) - 2\delta_n^{F_2} - \delta_k).$$

Write $P(w) = P(w(\mu + \delta_k) - 2\delta_n^{F_2} - \delta_k)$. Now if $w \in W_k$, thus

$$w\left(\sum_{i=1}^{4} a_i e_i\right) = \sum_{i=1}^{4} (-1)^{v_i^w} a_i e_{\sigma^w(i)} \quad \text{with} \quad v_i^w = 0, 1 \ (i = 1, \ldots, 4),$$

and $\sigma^w$ a permutation of $\{1, \ldots, n\}$. We write $w = v^w.\sigma^w$. A sum of positive noncompact roots is of the form: $\sum_{i=1}^{4} \frac{1}{2}(x_i e_i)$ where

$$x_1 = k_1 + k_2 + k_3 + k_4 + k_5 + k_6 + k_8 - k_7,$$
$$x_2 = k_1 + k_4 + k_5 + k_7 + k_8 - k_2 - k_3 - k_6,$$
$$x_3 = k_1 + k_2 + k_5 + k_6 + k_7 - k_3 - k_4 - k_8,$$
$$x_4 = k_1 + k_2 + k_3 + k_4 + k_7 - k_5 - k_6 - k_8,$$

with $k_i \in \mathbb{Z}_+$, $i = 1, \ldots, 8$.

$$2\delta_n^{F_2} + \delta_k = \frac{1}{2}(13\epsilon_1 + 7\epsilon_2 + 5\epsilon_3 + 3\epsilon_4), \quad \mu + \delta_k = \frac{1}{2}(11\epsilon_1 + 9\epsilon_2 + 7\epsilon_3 + 5\epsilon_4).$$

Thus

$$w(\mu + \delta_k) - 2\delta_n^{F_2} - \delta_k = (-1)^{v_1^w} \frac{11}{2} \epsilon_1 e_{\sigma^w(1)} + (-1)^{v_2^w} \frac{5}{2} \epsilon_2 e_{\sigma^w(2)} + (-1)^{v_3^w} \frac{7}{2} \epsilon_3 e_{\sigma^w(3)} + (-1)^{v_4^w} \frac{5}{2} \epsilon_4 e_{\sigma^w(4)} - \frac{13}{2} \epsilon_1 - \frac{7}{2} \epsilon_2 - \frac{5}{2} \epsilon_3 - \frac{5}{2} \epsilon_4.$$
Suppose that \( \sigma^w = I \), thus \( P(w) \neq 0 \) iff there exists \( k_j \in \mathbb{Z}_+ \) such that

\[
\begin{align*}
(-1)^{e_7} 11 - 13 &= x_1, \\
(-1)^{e_7} 9 - 7 &= x_2, \\
(-1)^{e_7} 7 - 5 &= x_3, \\
(-1)^{e_7} 5 - 3 &= x_4,
\end{align*}
\]

i.e.

\[
\begin{align*}
(-1)^{e_7} 11 + (-1)^{e_7} 9 - 20 &= x_1 + x_2, \\
(-1)^{e_7} 11 + (-1)^{e_7} 7 - 18 &= x_1 + x_3, \\
(-1)^{e_7} 11 + (-1)^{e_7} 5 - 16 &= x_1 + x_4.
\end{align*}
\]

Since \( x_1 + x_i > 0 \), \( i = 2, 3, 4 \), the last three equations force \( v_i^w = 0 \), \( i = 1, 2, 3, 4 \), and \( k_1 = k_2 = k_3 = k_4 = k_5 = k_6 = k_7 = 0 \). Substituting these values in the first equation we get \( k_7 = 2 \). Thus we have proved that

\[
\sum_{w \in \mathcal{W}_k, w = v^w} P(w) = 1.
\]

Suppose that \( \sigma^w \neq I \), then we will prove that \( \sigma(4) = 4 \).

(a) If \( \sigma^w(4) = 1 \) then \((*)\) \( (-1)^{e_7} 7 - 7 = x_2 \).

On the other hand we would have \( \sigma^w(1) = 4 \) or \( \sigma^w(2) = 4 \) or \( \sigma^w(3) = 4 \). If \( \sigma^w(1) = 4 \) then \( \sigma^w(3) = 2 \) or 3. If \( \sigma^w(3) = 2 \) then \( (-1)^{e_7} 7 - 7 = x_2 \) and this equation summed with \((*)\) gives a contradiction, since \( x_1 + x_2 > 0 \). If \( \sigma^w(3) = 3 \) then \( (-1)^{e_7} 7 - 5 = x_3 \) and this again is impossible \( (x_1 + x_3 > 0) \). Thus \( \sigma^w(1) \neq 4 \).

If \( \sigma^w(2) = 4 \) (\( \sigma^w(3) = 4 \)) again we get a contradiction \( (x_1 + x_4 > 0) \) summing the equation \( \sigma^w(2) = 4 \) (\( \sigma^w(3) = 4 \)) with \((*)\). Therefore \( \sigma^w(4) \neq 1 \).

(b) If \( \sigma^w(4) = 2 \) then \( \sigma^w(1) = 1 \) or \( \sigma^w(2) = 1 \) or \( \sigma^w(3) = 1 \). In all cases we get a contradiction \( (x_1 + x_2 > 0) \) summing the equation in question with \( \sigma^w(4) = 2 \). Thus \( \sigma^w(4) \neq 2 \).

The same kind of argument proves that \( \sigma^w(4) \neq 3 \). If \( \sigma^w(4) = 4 \) then \( \sigma^w(2) \neq 1 \) and \( \sigma^w(3) \neq 1 \), as is easily seen. Thus we have proved that if \( \sigma^w \neq I \) then \( \sigma^w(4) = 4, \sigma^w(1) = 1 \) and \( \sigma^w(2) = 3, \sigma^w(3) = 2 \). In particular

\[
\begin{align*}
(-1)^{e_7} 11 - 13 &= x_1, \\
(-1)^{e_7} 7 - 7 &= x_2,
\end{align*}
\]

which is impossible. Hence

\[
\sum_{w \in \mathcal{W}_k, w = v^w, \sigma^w \neq I} P(w) = 0
\]

and we can conclude that \( m_{28^w}^2(\mu) = 1 \).

**Corollary 17.8.** \( \pi_2 \) is an irreducible component of \( \pi_{2,6}, \pi_{1,6} \) and \( \pi_{1,7} \) and it is not an irreducible component of any other principal series.

**Proof.** Combining Theorem 12.5 and Lemmas 15.9 and 17.6 we have that \( \pi_2 \) could be an irreducible component only of the following principal series:

\[
\begin{align*}
\pi_{0,2}, \pi_{0,3}, \pi_{0,4}, \pi_{0,5}, \pi_{1,4}, \pi_{1,5}, \pi_{1,6}, \pi_{1,7} \text{ and } \pi_{2,6}.
\end{align*}
\]

Let us consider the \( K \)-type \( \tau_\mu \) of the previous proposition and compute its \( M \)-types. Let \( a_1 = a_2 = a_3 = a_4 = 4 \).

We give a list of the possibilities for the \( q_i \)'s and the corresponding \( q_i^* \)'s satisfying (i)–(iv) as in the proof of Theorem 12.5.
Let $b_1, b_2, b_3$ satisfy (i)-(iv) as in Theorem 12.5, then $(b_1, b_2, b_3)$ is one of the following triple:

$(2, 2, 2), \quad (f, f, f), \quad (f, f, f), \quad (3, 1, 1), \quad (2, 1, 1), \quad (1, 1, 1), \quad (2, 2, 2), \quad (3, 0, 0), \quad (2, 0, 0), \quad (2, 0, 0), \quad (1, 0, 0), \quad (0, 0, 0).

Thus by Theorem 10.9, the $M$-types of $\tau_\mu$ are of the form $\tau_\gamma \circ \phi$, where $\gamma = \sum_{\alpha=1}^3 b_\alpha$, with $(b_1, b_2, b_3)$ in the above list. They all have multiplicity one. $\tau_\mu$ is a $K$-type, with multiplicity one, of the following principal series.

$$\pi_{0,1}^\mu \pi_{0,2}^\mu \pi_{1,4}^\mu \pi_{1,6}^\mu \pi_{1,7}^\mu \pi_{2,4}^\mu \pi_{2,6}^\mu$$

(2)

(1) and (2) we know that $\tau_\mu$ is a $K$-type of $J^{0.2}$ and $J^{0.2}$ is an irreducible component of $\pi_{0,1}^\mu$. $J^{0.2}$ is by definition in $\pi_{0.2}$ and Theorem 17.4 says that the only other place where $J^{0.2}$ may appear is in $\pi_{0.1}^\mu$. But $J^{0.2}$ appears in $\pi_{0.2}$ only once by [16] (it can also be proved directly), then Corollary 17.5 says that $J^{0.2}$ is in $\pi_{0.1}^\mu$. Referring to the proof of Lemma 17.3, since $H^{0.1} \tilde{\omega}_0 = J^{0.1}$, and $\tilde{M}_0 = \pi_3$, then

$$J^{0.2} \simeq \tilde{\omega}_0 / \tilde{\omega} = \sum_{m-k<6 \atop m+k>0} X_{m,k}.$$

Now $\tau_\mu = X_{4,4} \subset \tilde{\omega}_0 / \tilde{M}_0$, so (a) is true.

(b) $\tau_\mu$ is a $K$-type of $J^{2.4}$ and $J^{2.4}$ is an irreducible component of $\pi_{1,4}^\mu$. We know by Lemma 15.9 that there are no discrete series in the composition series of $\pi_{2,4}^\mu$.

Since $\tau_\mu$ is a $K$-type of $\pi_{2,4}^\mu$ then $\tau_\mu$ is a $K$-type of an irreducible component of $\pi_{2,4}^\mu$ which is necessarily a Langlands quotient. On the other hand $\tau_\mu$ is a $K$-type of $\pi_2$ and $\pi_2$ appears in $\pi_{2,6}$ and $\pi_{1,7}$ ($\alpha = \varepsilon_1$ is simple for $P^{1.7}$ and $P^{2.5}$ so apply 16.6), thus $\tau_\mu$ is not a $K$-type of $J^{2.6}$ and $J^{1.7}$ (the multiplicity of $\tau_\mu$ is always one). Thus if $\tau_\mu$ is not a $K$-type of $J^{2.4}$ we are forced to conclude that the irreducible component of $\pi_{2,4}$ of which $\tau_\mu$ is a $K$-type is $J^{1.6}$. But it is easily seen to be false using the $K$-type of highest weight $\gamma = 3\varepsilon_1 + \varepsilon_2 + \varepsilon_3$ which is a $K$-type of $J^{1.6}$ and not of $\pi_{2,4}^\mu$. Therefore $\tau_\mu$ is a $K$-type of $J^{2.4}$ and (b) follows from (a) together with Corollary 17.5.

Using (1) and (2) we know that $\pi_2$ can appear only in $\pi_{0,2}^\mu$, $\pi_{1,4}^\mu$, $\pi_{1,6}^\mu$, $\pi_{1,7}^\mu$, $\pi_{2,6}^\mu$. But (a) and (b) say that $\pi_2$ cannot be in $\pi_{0,2}^\mu$ and $\pi_{1,4}^\mu$. The result is now a consequence of Lemma 16.6 and Corollary 9.3.
THEOREM 17.9. A discrete series representation is realized in a nonunitary principal series with multiplicity at most one.

PROOF. In view of the result of §8, we only need to prove the theorem for discrete series representation with trivial infinitesimal character. With this in mind for Spin(2n, 1), SU(n, 1) and Sp(n, 1) the result is a consequence of the fact that the $M$-types of the minimal $K$-type all have multiplicity one. For $F_n$, the only discrete series which could occur twice is $n_2$ in $n_{0,2}$ as we noted at the end of the proof of Lemma 15.9. But now Corollary 17.8 applies to give the result.

PROPOSITION 17.10. $G = \text{Sp}(n, 1)$. The discrete series $n_{n-1}$ is an irreducible component of $n_{n-1,n+1}, n_{n-2,n+2}, n_{n-2,n+1}$ and it is not an irreducible component of any other principal series.

PROOF. We prove that there exists a $K$-type of $n_{n-1}$ which is not a $K$-type of $H^{n-2,n-1}$, $H^{n-2,n}$, $H^{n-3,n-1}$, $H^{n-3,n}$ (these principal series are the only ones where $n_{n-1}$ could occur, besides the ones in the statement).

Let $\mu = \sum_j^{n} 2\varepsilon_j + 4\varepsilon_{n+1}$, and consider the irreducible $K$-module $\tau_\mu$ with highest weight $\mu$. The choice of such $\mu$ is the obvious one, considering the form of the $M$-types that determine the above principal series. To prove that $\tau_\mu$ is a $K$-type of $n_{n-1}$, we use Blattner’s multiplicity formula (cf. [6]). Recall that

$$C_{n-1} = \begin{array}{ccccccc}
\circ & \ldots & \circ & \circ & \circ & \circ & \circ \\
\alpha_1 & \alpha_{n-2} & \varepsilon_{n-1} & \varepsilon_{n+1} & \varepsilon_{n+1} & \varepsilon_n & 2\varepsilon_n
\end{array}$$

and

$$2\delta_n^{C_{n-1}} = \sum_{j=1}^{n-1} 2\varepsilon_j + 2\varepsilon_{n+1}, \quad \delta_k = \sum_{j=1}^{n} (n-j+1)\varepsilon_j + \varepsilon_{n+1}.$$

If $P$ is the usual partition function relative to the positive noncompact roots for $C_{n-1}$, then Blattner’s multiplicity formula says

$$m_{2\delta_n^{C_{n-1}}} = \sum_{w \in W_k} P(w(\mu + \delta_k) - 2\delta_n^{C_{n-1}} - \delta_k) \quad (W_k = W(\Delta_k)).$$

Write $P(w) = P(w(\mu + \delta_k) - 2\delta_n^{C_{n-1}} - \delta_k)$. Now

$$\Delta_k^+ = \begin{array}{ccccccc}
\circ & \ldots & \circ & \circ & \circ \\
\alpha_1 & \alpha_{n-1} & 2\varepsilon_n & \alpha_{n+1}
\end{array}$$

and if $w \in W_k$, thus:

$$w\left(\sum_{i=1}^{n+1} a_i \varepsilon_i\right) = \sum_{i=1}^{n} (-1)^{v_i} \varepsilon_{n-i(j)} + (-1)^{v_{n+1}} \varepsilon_{n+1},$$

with $v_i^w = 0, 1 (1 < i < n+1)$ and $\sigma^w$ a permutation of the set $\{1, \ldots, n\}$. We write $w = \sigma^w \cdot \sigma^w$. The positive noncompact roots for $C_{n-1}$ are

$$\varepsilon_1 \pm \varepsilon_{n+1}, \varepsilon_2 \pm \varepsilon_{n+1}, \ldots, \varepsilon_{n-1} \pm \varepsilon_{n+1}, \varepsilon_{n+1} \pm \varepsilon_n.$$
Thus a sum of positive noncompact roots will be of the form
\[ \sum_{j=1}^{n-1} k_j (\epsilon_j - \epsilon_{n+1}) + k_n (\epsilon_{n+1} - \epsilon_n) + \sum_{j=n+1}^{2n-1} k_j (\epsilon_j + \epsilon_{n+1}) + k_{2n} (\epsilon_{n+1} + \epsilon_n) \]
\[ = \sum_{j=1}^{n-1} (k_j + k_{n+j}) \epsilon_j + (k_{2n} - k_n) \epsilon_n + (k_n + \cdots + k_{2n} - k_1 - \cdots - k_{n-1}) \epsilon_{n+1}, \]
with \( k_j \in \mathbb{Z}_+ \) for \( 1 \leq j \leq 2n. \)

Thus
\[ 2 \delta_n^{c_{n-1}} + \delta_k = \sum_{j=1}^{n-1} (n - j + 3) \epsilon_j + \epsilon_n + 3 \epsilon_{n+1}, \]
\[ \mu + \delta_k = \sum_{j=1}^{n} (n - j + 3) \epsilon_j + 5 \epsilon_{n+1}. \]

Suppose that \( \sigma^w = I \), thus \( P(w) \neq 0 \) iff there exists \( k_j \in \mathbb{Z}_+ \) such that
\[ (-1)^{\nu^w}(n - j + 3) - (n - j + 3) = \epsilon_j + k_{n+j}, \quad (1 \leq j \leq n - 1), \]
\[ (-1)^{\nu_{n+1}} \cdot 3 - 1 = k_{2n} - k_n, \]
\[ (-1)^{\nu_{n+1}} \cdot 5 - 3 = k_n + \cdots + k_{2n} - k_1 - \cdots - k_{n-1}. \]

Since \( k_j \geq 0 \), the first \( n - 1 \) equations force \( \nu_j^w = 0 \) and \( k_j = k_{j+n} = 0 \) for \( j = 1, \ldots, n - 1 \). Substituting these values in the last two equations we have
\[ (-1)^{\nu_{n+1}} \cdot 3 - 1 = k_{2n} - k_n, \quad (1) (-1)^{\nu_{n+1}} \cdot 5 - 3 = k_n + k_{2n}. \]

Again, since \( k_n, k_{2n} \geq 0 \) we have \( \nu_{n+1}^w = 0 \) and hence
\[ (-1)^{\nu_{n+1}} \cdot 3 - 1 = k_{2n} - k_n, \quad 2 = k_n + k_{2n}, \]
i.e.
\[ (-1)^{\nu_{n+1}} 3 - 1 = 2 - 2k_n, \quad 2 = k_n + k_{2n}. \]

If \( \nu_n^w = 0 \), thus \( k_n = 0 \) and \( k_{2n} = 2 \). If \( \nu_n^w = 1 \), thus \( k_n = 3 \) and \( k_{2n} = -1 \) which contradicts the positivity of \( k_{2n} \). Thus we have proved that
\[ \sum_{w \in W_k \atop \sigma^w \neq I} P(w) = 1. \]

Suppose now that \( \sigma^w \neq I \). Thus there exist \( j \in \{1, \ldots, n\} \) so that \( \sigma(j) = l \) for some \( l < j \). If the partition function for such \( w \) were different from zero, thus the following equation would be satisfied for some \( k_l, k_{l+n} \in \mathbb{Z}_+ \):
\[ (-1)^{\nu^w}(n - j + 3) - (n - l + 3) = k_l + k_{l+n}, \]
and this is clearly impossible. Thus

\[ \sum_{w \in W} P(w) = 0 \]

and we can conclude that \( m_{2a^{a+1}}(\mu) = 1 \).

To find the \( M \)-types of \( \tau_\mu \), we use the computations of Lemma 12.4(4) to see that \( b_1, b_2, \ldots, b_n \) could be
(i) \((0, 2, \ldots, 2, 0)\),
(ii) \((1, 2, \ldots, 2, 1)\),
(iii) \((2, 2, \ldots, 2, 2)\).

Since \( a_{n+1} = 4 \), by (i) get \( b_0 = 2 \), by (ii) get \( b_0 = \frac{5}{2}, \frac{3}{2} \), and by (iii) get \( b_0 = 3, 2, 1 \).

Hence the \( M \)-types of \( \tau_\mu \) are:

\[ 3(\varepsilon_1 + \varepsilon_{n+1}) + \sum_{j=2}^{n-1} 2\varepsilon_j + 2\varepsilon_n, \]

\[ 2(\varepsilon_1 + \varepsilon_{n+1}) + \sum_{j=2}^{n-1} 2\varepsilon_j + 2\varepsilon_n, \]

\[ (\varepsilon_1 + \varepsilon_{n+1}) + \sum_{j=2}^{n-1} 2\varepsilon_j + 2\varepsilon_n, \]

\[ \frac{5}{2}(\varepsilon_1 + \varepsilon_{n+1}) + \sum_{j=2}^{n-1} 2\varepsilon_j + \varepsilon_n, \]

\[ \frac{3}{2}(\varepsilon_1 + \varepsilon_{n+1}) + \sum_{j=2}^{n-1} 2\varepsilon_j + \varepsilon_n, \]

\[ 2(\varepsilon_1 + \varepsilon_{n+1}) + \sum_{j=2}^{n-1} 2\varepsilon_j. \]

Writing these \( M \)-types in terms of the \( \tilde{\varepsilon}_i \)'s, we have

\[ 3(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + \sum_{j=3}^{n+1} 2\tilde{\varepsilon}_j, \]

\[ 2(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + \sum_{j=3}^{n+1} 2\tilde{\varepsilon}_j, \]

\[ (\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + \sum_{j=3}^{n+1} 2\tilde{\varepsilon}_j, \]

\[ \frac{5}{2}(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + \sum_{j=3}^{n} 2\tilde{\varepsilon}_j + \tilde{\varepsilon}_{n+1}, \]

\[ \frac{3}{2}(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + \sum_{j=3}^{n} 2\tilde{\varepsilon}_j + \tilde{\varepsilon}_{n+1}, \]

\[ 2(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + \sum_{j=3}^{n} 2\tilde{\varepsilon}_j. \]
Comparing these formulas with the ones giving the $\Lambda^i$'s, we have the assertion at the beginning of the proof. The $P^{i+j+n}$'s with $i + j + n = 2n$ are the ones for which the real root $\alpha$ is simple. Thus the result follows combining Corollaries 9.3 and 16.4.

From now on we consider $G = \text{Sp}(n, 1)$. Let $\xi \in \hat{M}$ be the irreducible representation of highest weight $\Lambda_\xi = b_0(\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + \sum_{j=2}^{n} \frac{1}{2} b_j \tilde{\varepsilon}_j$ and $\nu \in \alpha^*$. We need the following result of [8, Theorem 3(1), p. 24].

**Theorem 17.11.** Let the representation $\pi_{\xi,\nu}$ be such that $b_0 = 0$ and $\frac{1}{2}(2(\nu, \alpha)/(\alpha, \alpha) + 1) \in \mathbb{Z}$. Define $t_j = b_{j+2} + n - j + 1$ for $j = 2, \ldots, n$ and set $\nu = 2(\nu, \alpha)/(\alpha, \alpha)$. Then if $(\nu + 1)/2 > t_j + 1$ or $t_{j-1} > (\nu + 1)/2 > t_j + 1$, $i = 3, \ldots, n$, the principal series has two invariant closed subspaces different from zero and from $H^{\xi,\nu}$.

We now want to prove that the discrete series $\pi_n$ of $\text{Sp}(n, 1)$ is an irreducible component of $\pi_{n-2,n-1}$. We show, using opportune $K$-types, that the only Langlands quotients which may appear in the composition series of $\pi_{n-2,n-1}$, besides $J^{n-2,n-1}$, is $J^{n-2,n}$. (The $K$-types we consider are usually "lowest" in the sense of [16].) This fact together with Theorem 17.11 will give us the result.

The same fact in the case of $\text{Sp}(2, 1)$ follows directly by [9] where the composition series for the spherical principal series $\pi_{0,1}$ is described. For the notation we refer to everything set up to now.

**Lemma 17.12.** Let $\tau_\mu$, $0 < i < n - 1$, denote the irreducible $K$-module of highest weight $\mu$, where $\mu$ is defined in the following way:

\[
\begin{aligned}
\mu_i &= \sum_{j=1}^{i} 2\varepsilon_j + \varepsilon_{i+1} + 2\left(n - i - \frac{1}{2}\right)\varepsilon_{n+1}, & 0 < i < n - 3, \\
\mu_{n-2} &= \sum_{j=1}^{n-1} 2\varepsilon_j + 4\varepsilon_{n+1}, \\
\mu_{n-1} &= \sum_{j=1}^{n+1} 2\varepsilon_j.
\end{aligned}
\]

Then $\tau_\mu$ is a $K$-type of $J^{1,2n-i}$ and of the following principal series:

\[
\pi_{i,2n-i-1}, \pi_{i-1,2n-i-1}, \pi_{i-1,2n-i}, \pi_{i-1,2n-i-1}, \pi_{i-1,2n-i}, & 1 < i < n - 1, \\
\pi_{0,2n}, \pi_{0,2n-1}.
\]

and for $i = 0$,

\[
\pi_{0,2n-1}, \pi_{0,2n}.
\]

$\tau_\mu$ always has multiplicity one.

**Proof.** We compute the $M$-types of $\tau_\mu$. We first consider the case $0 < i < n - 3$. Then $\mu_i = \sum_{j=1}^{i+1} a_j \varepsilon_j$ with $a_1 = \cdots = a_i = 2$, $a_{i+1} = 1$, $a_{i+2} = \cdots = a_n = 0$ and $a_{n+1} = 2(n - i - \frac{1}{2})$.

We need to find all the $n$-tuples in $\mathbb{Z}^n$, $b = (b_1, \ldots, b_n)$, satisfying (i)–(v) as in the proof of 12.4.
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Let $b$ be an $n$-tuple of integers satisfying (i)–(iii). Then $b_2 = \cdots = b_{i-1} = 2$, $1 < b_i < 2$, $b_{i+1} < 2$, $b_{i+2} < 1$ and $b_{i+3} = \cdots = b_n = 0$ (if $i = 0$, $b_2 < 1$, $b_3 = \cdots = b_n = 0$ and if $i = 1$, $b_2 < 2$, $b_3 < 1$, $b_4 = \cdots = b_n = 0$).

Also $A_1 = \cdots = A_{i-1} = 0$, $A_i = b_i - \max(1, b_{i+1})$, $A_{i+1} = \min(1, b_{i+1}) - b_{i+2}$, $A_{i+2} = \cdots = A_n = 0$ (if $i = 0$, $A_1 = 1 - b_2$, $A_2 = \cdots = A_n = 0$, and if $i = 1$, $A_1 = 2 - \max(1, b_2)$, $A_2 = \min(1, b_2) - b_3$, $A_3 = \cdots = A_n = 0$). $\sum(a_j + b_j) 2\mathbb{Z}$ forces $b_1 + b_i + b_{i+1} + b_{i+2}$ odd ($b_1 + b_2$ odd, if $i = 0$, $b_1 + b_2 + b_3$ odd, if $i = 1$).

In the following table we give on the left a list of the possible $n$-tuples of integers satisfying (i)–(iv). For simplicity we only indicate the values of $b_1$, $b_i$, $b_{i+1}$, $b_{i+2}$. $b_i$ depends on a parameter $k \in \mathbb{Z}$, thus on the right we compute for which $k$ the $n$-tuple we are considering satisfies (v). We also give the value of $A_i$, $A_{i+1}$, and the multiplicity

$$\tilde{m}_n(\mu) = \sum_{L \subseteq \{1, \ldots, n\}} (-1)^{|L|} \left( n - 2 - |L| + \frac{1}{2} \left( -b_1 + \sum_{i=1}^{n} A_i \right) - \sum_{i \in L} A_i \right) \left( \mu = \sum_{i=1}^{n} b_i \epsilon_i \right)$$

and the value of $b_0 = (\alpha_{n+1} + b_1 - 2j)/2$ for $j = 0, \ldots, \min(\alpha_{n+1}, b_1)$.

<table>
<thead>
<tr>
<th>$b_i$</th>
<th>$b_{i+1}$</th>
<th>$b_{i+2}$</th>
<th>$A_i$</th>
<th>$A_{i+1}$</th>
<th>$b_1$</th>
<th>$\tilde{m}_n(\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 &lt; $i &lt; n$</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0 &lt; $i &lt; n$</td>
<td>2k</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 &lt; $i &lt; n$</td>
<td>2k</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1 &lt; $i &lt; n$</td>
<td>2k</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 &lt; $i &lt; n$</td>
<td>2k</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2 &lt; $i &lt; n$</td>
<td>2k</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2 &lt; $i &lt; n$</td>
<td>2k</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

The computation is immediate but in the case of the $n$-tuple $b_k = (b_1, \ldots, b_n)$ where $b_1 = 2k$, $b_2 = \cdots = b_{i-1} = 2$, $b_i = 2$, $b_{i+1} = 1$, $b_{i+2} = 0$, $b_{i+3} = \cdots = b_n = 0$. We need to find for which $k$, $\tilde{m}_n(\mu_{b_k}) \neq 0$.

$$\tilde{m}_n(\mu_{b_k}) = \sum_{L \subseteq \{1, \ldots, n\}} (-1)^{|L|} \left( n - 2 - |L| + \frac{1}{2} (-2k + 2) - \sum_{j \in L} A_j \right) \left( \mu = \sum_{i=1}^{n} \left( n - 2 - |L| - k + 1 \right) \right)$$

and

$$\sum_{L \subseteq \{1, \ldots, n\}} (-1)^{|L|} \left( n - 2 - |L| - k + 1 \right).$$
If $k = 0$ then

$$
\tilde{m}_n(\mu_{b_0}) = \sum_{L \subset \{1, \ldots, n\}, i, i+1 \in L} (-1)^{|L|} \left( \begin{array}{c} n - 2 - |L| + 1 \cr n - 2 \end{array} \right) = \left( \begin{array}{c} n - 1 \cr n - 2 \end{array} \right) - (n - 2) \left( \begin{array}{c} n - 2 \cr n - 2 \end{array} \right) = 1.
$$

If $k = 1$ then $\tilde{m}_n(\mu_{b_0}) = 1$. If $k = 2$ then $\tilde{m}_n(\mu_{b_0}) = 0$. Since $a_{n+1} > 2$, the values of $b_0$ are the ones indicated. Thus the $M$-types of $\tau_\mu$, $0 < i < n - 3$, have highest weight relative to the $\tilde{e}_i$'s given by

0 < $i$ < $n$ - 3, \quad \gamma_1 = \left( n - i - \frac{1}{2} \right) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1} + 2\tilde{e}_{i+2} + \tilde{e}_{i+3}

with $m = m_\mu(\gamma_1) = 1$,

0 < $i$ < $n$ - 3, \quad \gamma_2 = (n - i) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1} + 2\tilde{e}_{i+2}

with $m = 1$,

0 < $i$ < $n$ - 3, \quad \gamma_3 = (n - i - 1) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1} + 2\tilde{e}_{i+2}

with $m = 1$,

1 < $i$ < $n$ - 3, \quad \gamma_4 = (n - i - 1) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1} + 2\tilde{e}_{i+2} + \tilde{e}_{i+3}

with $m = 1$,

1 < $i$ < $n$ - 3, \quad \gamma_5 = (n - i - 1) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1} + \tilde{e}_{i+2} + \tilde{e}_{i+3}

with $m = 1$,

1 < $i$ < $n$ - 3, \quad \gamma_6 = \left( n - i - \frac{1}{2} \right) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1} + \tilde{e}_{i+2}

with $m = 2$,

1 < $i$ < $n$ - 3, \quad \gamma_7 = \left( n - i + \frac{1}{2} \right) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1} + \tilde{e}_{i+2}

with $m = 1$,

1 < $i$ < $n$ - 3, \quad \gamma_8 = \left( n - i - \frac{3}{2} \right) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1} + \tilde{e}_{i+2}

with $m = 1$,

1 < $i$ < $n$ - 3, \quad \gamma_9 = (n - i) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1}

with $m = 1$,

1 < $i$ < $n$ - 3, \quad \gamma_{10} = (n - i - 1) (\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + 2\tilde{e}_{i+1}

with $m = 1$. 
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2 < i < n - 3, \quad \gamma'_{11} = \left(n - i - \frac{1}{2}\right)(\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + \tilde{e}_{i+1} + \tilde{e}_{i+2} + \tilde{e}_{i+3} \\
assembly {m = 1,}

2 < i < n - 3, \quad \gamma'_{12} = (n - i)(\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + \tilde{e}_{i+1} + \tilde{e}_{i+2} \quad \text{with } m = 1,

2 < i < n - 3, \quad \gamma'_{13} = (n - i - 1)(\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + \tilde{e}_{i+1} + \tilde{e}_{i+2} \quad \text{with } m = 1,

2 < i < n - 3, \quad \gamma'_{14} = \left(n - i - \frac{1}{2}\right)(\tilde{e}_1 - \tilde{e}_2) + \sum_{j=3}^{i} 2\tilde{e}_j + \tilde{e}_{i+1} \quad \text{with } m = 1.

To prove the second assertion of the lemma by the Frobenius reciprocity theorem, we have just to check which of the \( M \)-types we just found is equal to the \( M \)-types described by the \( \Lambda_{ij}' \)'s or the \( \Lambda_{ij+n}' \)'s. The computation is straightforward and we omit it (see e.g. Lemma 15.8).

(a) \( \tau_n \) is not a \( K \)-type of \( (\pi_i, H^i_F) \).
Indeed \( \mu_i = 2\delta^{i+1}_n - (\epsilon_{n+1} - \epsilon_{i+1}) \) with \( \epsilon_{n+1} - \epsilon_{i+1} \) simple for \( C_i \). Hence (a) follows by [15].

(b) \( \tau_n \) is not a \( K \)-type of \( (\pi_{i+1}, H^{i+1}_F) \).
Indeed \( \mu_i = 2\delta^{i+1}_n - (\epsilon_{i+1} - \epsilon_{n+1}) \) with \( \epsilon_{i+1} - \epsilon_{n+1} \) simple for \( C_{i+1} \). Again (b) follows by [15].

By Lemma 15.8 and Corollary 16.4 we know that \( \pi_i, \pi_{i+1} \) are subspaces of \( \pi_{i,2n-i} \) and that they are the only discrete series which are irreducible components of \( \pi_{i,2n-i} \). Thus by Theorem 17.4 we have that the composition series of \( \pi_{i,2n-i} \) is given by \( H^{2n-i}_F \supset H^i_F \supset H^{i+1}_F \supset H^i_F \supset (0) \).

Using (a) and (b) we may conclude that \( \tau_n \) is a \( K \)-type of \( J^{i,2n-i} \) as asserted.

The proofs for \( \tau_{n-2} \) and \( \tau_{n-1} \) are very similar and we omit them.

**Lemma 17.13.** Let \( \tau_{\beta_i}, 0 < i < n - 1, \) denote the irreducible \( K \)-module of highest weight \( \beta_i \), where \( \beta_i \) is defined in the following way:

\[
\beta_i = \sum_{j=1}^{i} \epsilon_j + \epsilon_{i+1} + \epsilon_{i+2} + 2(n - i - 1)\epsilon_{i+1}, \quad 0 < i < n - 2,
\]

\[
\beta_{n-1} = \sum_{j=1}^{n-1} \epsilon_j.
\]

Then \( \tau_{\beta_i} \) is a \( K \)-type of \( J^{i,2n-i-1} \) and of the following principal series:

\[
1 \leq i < n - 4, \quad \pi_{i,2n-i-2}, \pi_{i,2n-i-1}, \pi_{i-1,2n-i-2}, \pi_{i-1,2n-i-1},
\]

\[
i = 0, \quad \pi_{0,2n-2}, \pi_{0,2n-1},
\]

\[
i = n - 2, \quad \pi_{n-2,n}, \pi_{n-2,n+1}, \pi_{n-3,n-1}, \pi_{n-3,n}, \pi_{n-3,n+1}, \pi_{n-4,n-1}, \pi_{n-4,n},
\]

\[
i = n - 3, \quad \pi_{n-3,n+1}, \pi_{n-3,n+2}, \pi_{n-4,n-1}, \pi_{n-4,n}, \pi_{n-4,n+1}, \pi_{n-4,n+2}, \pi_{n-5,n-1}, \pi_{n-5,n},
\]

\[
i = n - 1, \quad \pi_{n-1,n}, \pi_{n-2,n}, \pi_{n-3,n-2}, \pi_{n-3,n-1}.
\]
Proof. The $M$-types of $\tau_{\bar{q}}$, $0 < i < n - 2$, have highest weight relative to the $\bar{e}_i$'s given by

- For $0 < i < n - 3$,
  \[ \gamma_1' = (n - i - 1)(\bar{e}_1 - \bar{e}_2) \]
  \[ + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3} + \bar{e}_{i+4} \]
  with $m = 1$,

- For $0 < i < n - 2$,
  \[ \gamma_2' = \left(n - i - \frac{1}{2}\right)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + 2\bar{e}_{i+2} + \bar{e}_{i+3} \]
  with $m = 1$,

- For $0 < i < n - 2$,
  \[ \gamma_3' = \left(n - i - \frac{3}{2}\right)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + 2\bar{e}_{i+2} + \bar{e}_{i+3} \]
  with $m = 1$,

- For $0 < i < n - 2$,
  \[ \gamma_4' = (n - i - 1)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + 2\bar{e}_{i+2} \]
  with $m = 1$,

- For $1 < i < n - 3$,
  \[ \gamma_5' = \left(n - i - \frac{1}{2}\right)(\bar{e}_1 - \bar{e}_2) \]
  \[ + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3} + \bar{e}_{i+4} \]
  with $m = 1$,

- For $1 < i < n - 3$,
  \[ \gamma_6' = \left(n - i - \frac{3}{2}\right)(\bar{e}_1 - \bar{e}_2) \]
  \[ + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3} + \bar{e}_{i+4} \]
  with $m = 1$,

- For $1 < i < n - 2$,
  \[ \gamma_7' = (n - i - 1)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3} \]
  with $m = 2$,

- For $1 < i < n - 2$,
  \[ \gamma_8' = (n - i)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3} \]
  with $m = 1$,

- For $1 < i < n - 2$,
  \[ \gamma_9' = (n - i - 2)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3} \]
  with $m = 1$,

- For $1 < i < n - 2$,
  \[ \gamma_{10}' = \left(n - i - \frac{1}{2}\right)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + \bar{e}_{i+2} \]
  with $m = 1$,
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\[1 < i < n - 2, \quad \gamma'_{11} = \left(n - i - \frac{3}{2}\right)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + 2\bar{e}_{i+1} + \bar{e}_{i+2}\]

with \(m = 1\),

\[2 < i < n - 3, \quad \gamma'_{12} = (n - i - 1)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + \bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3} + \bar{e}_{i+4}\]

with \(m = 1\),

\[2 < i < n - 2, \quad \gamma'_{13} = \left(n - i - \frac{1}{2}\right)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + \bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3}\]

with \(m = 1\),

\[2 < i < n - 2, \quad \gamma'_{14} = \left(n - i - \frac{3}{2}\right)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + \bar{e}_{i+1} + \bar{e}_{i+2} + \bar{e}_{i+3}\]

with \(m = 1\),

\[2 < i < n - 2, \quad \gamma'_{15} = (n - i - 1)(\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{i} 2\bar{e}_j + \bar{e}_{i+1} + \bar{e}_{i+2} \quad \text{with } m = 1\]

The computation is very similar to the one of the previous lemma, hence we omit it. To prove the second assertion of the lemma by the Frobenius reciprocity theorem, we have just to check which of the \(M\)-types in the previous list is equal to the \(M\)-types described by the \(\Lambda_{ij}\)'s or the \(\Lambda_{ij+n}\)'s. Again we omit the computation.

Hence \(\tau_{\eta}\) is a \(K\)-type of the described principal series. The only irreducible components of \(\pi_{i,2n-i-1}\), \(0 < i < n - 2\), are \(\pi_{i+1}\), \(J^{i,2n-i-1}\) and eventually a Langlands quotient of the form \(J^{k,2n-k}\) for some \(0 < k < n - 1\) (cf. Theorem 17.4).

Hence \(\tau_{\eta}\) must be a \(K\)-type of \(J^{i,2n-i-1}\), otherwise it would be either a \(K\)-type of \(\pi_{i+1}\) or possibly of \(J^{k,2n-k}\) for some \(k\) (this is impossible because then \(\tau_{\eta}\) would be a \(K\)-type of \(\pi_{i+1,2n-i-1}\) or of \(\pi_{k,2n-k}\)).

The proof for \(\tau_{\eta,-1}\) is very similar and we omit it.

**Lemma 17.14.** Let \(\gamma_i, 0 < i < n - 3\), be the irreducible \(K\)-module of highest weight \(\gamma_i\), where \(\gamma_i\) is defined in the following way:

\[\gamma_i = \sum_{j=1}^{i} 2\epsilon_j + \epsilon_{i+1} + \epsilon_{i+2} + \epsilon_{i+3} + 2\left(n - i - \frac{3}{2}\right)\epsilon_{n+1}\]

Then \(\tau_{\eta}\) is a \(K\)-type of \(J^{i,2n-i-2}\) and of the following principal series:

\[
\begin{aligned}
1 & < i < n - 4, & \pi_{1,2n-i-3}, & \pi_{1,2n-i-2}, & \pi_{i-1,2n-i-3}, & \pi_{i-1,2n-i-2}, \\
1 & = 0, & \pi_{0,2n-3}, & \pi_{0,2n-2}, \\
1 & = n - 3, & \pi_{n-3,n}, & \pi_{n-3,n+1}, & \pi_{n-4,n-1}, & \pi_{n-4,n+1}, & \pi_{n-5,n}, & \pi_{n-5,n+1}, \\
1 & = n - 4, & \pi_{n-4,n+1}, & \pi_{n-4,n+2}, & \pi_{n-5,n-1}, & \pi_{n-5,n}, & \pi_{n-5,n+1}, & \pi_{n-5,n+2}, \\
& & & & & \pi_{n-6,n-1}, & \pi_{n-6,n}.
\end{aligned}
\]

\(\tau_{\eta}\) always has multiplicity one, but \(\tau_{\eta,-3}\) has multiplicity two in \(\pi_{n-4,n}\).

**Proof.** We omit the proof because it involves the same computational details of the two previous lemmas. We only give a list of the \(M\)-types for the convenience of the reader.
The $M$-types of $\tau_n$, $0 < i < n - 3$, have highest weight:

$0 < i < n - 4,$ \[ \beta_i^1 = \left(n - i - \frac{3}{2}\right)(\bar{\epsilon}_1 - \bar{\epsilon}_2) \]
\[ + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + 2\bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3} + \bar{\epsilon}_{i+4} + \bar{\epsilon}_{i+5}, \]

$0 < i < n - 3,$ \[ \beta_i^2 = (n - i - 1)(\bar{\epsilon}_1 - \bar{\epsilon}_2) \]
\[ + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + 2\bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3} + \bar{\epsilon}_{i+4}, \]

$0 < i < n - 3,$ \[ \beta_i^3 = (n - i - 2)(\bar{\epsilon}_1 - \bar{\epsilon}_2) \]
\[ + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + 2\bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3} + \bar{\epsilon}_{i+4}, \]

$0 < i < n - 3,$ \[ \beta_i^4 = \left(n - i - \frac{3}{2}\right)(\bar{\epsilon}_1 - \bar{\epsilon}_2) + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + 2\bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3}, \]

$1 < i < n - 4,$ \[ \beta_i^5 = (n - i - 1)(\bar{\epsilon}_1 - \bar{\epsilon}_2) \]
\[ + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + \bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3} + \bar{\epsilon}_{i+4} + \bar{\epsilon}_{i+5}, \]

$1 < i < n - 4,$ \[ \beta_i^6 = (n - i - 2)(\bar{\epsilon}_1 - \bar{\epsilon}_2) \]
\[ + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + \bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3} + \bar{\epsilon}_{i+4} + \bar{\epsilon}_{i+5}, \]

$1 < i < n - 3,$ \[ \beta_i^7 = \left(n - i - \frac{3}{2}\right)(\bar{\epsilon}_1 - \bar{\epsilon}_2) \]
\[ + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + \bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3} + \bar{\epsilon}_{i+4}, \]

$1 < i < n - 3,$ \[ \beta_i^8 = \left(n - i - \frac{1}{2}\right)(\bar{\epsilon}_1 - \bar{\epsilon}_2) \]
\[ + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + \bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3} + \bar{\epsilon}_{i+4}, \]

$1 < i < n - 3,$ \[ \beta_i^9 = \left(n - i - \frac{5}{2}\right)(\bar{\epsilon}_1 - \bar{\epsilon}_2) \]
\[ + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + \bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3} + \bar{\epsilon}_{i+4}, \]

$1 < i < n - 3,$ \[ \beta_{i10} = (n - i - 1)(\bar{\epsilon}_1 - \bar{\epsilon}_2) + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + \bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3}, \]

$1 < i < n - 3,$ \[ \beta_{i11} = (n - i - 2)(\bar{\epsilon}_1 - \bar{\epsilon}_2) + \sum_{j=1}^{i} 2\bar{\epsilon}_j + 2\bar{\epsilon}_{i+1} + \bar{\epsilon}_{i+2} + \bar{\epsilon}_{i+3}, \]
EMBEDDINGS OF THE DISCRETE SERIES

2 < i < n - 4, \[ \beta_{12}^i = \left( n - i - \frac{3}{2} \right) (\bar{e}_1 - \bar{e}_2) \]
+ \sum_{j=3}^{n-2} 2\bar{e}_j + \bar{e}_{j+1} + \bar{e}_{j+2} + \bar{e}_{j+3} + \bar{e}_{j+4} + \bar{e}_{j+5},

2 < i < n - 3, \[ \beta_{13}^i = (n - i - 1) (\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{n-3} 2\bar{e}_j + \bar{e}_{j+1} + \bar{e}_{j+2} + \bar{e}_{j+3} + \bar{e}_{j+4}, \]

2 < i < n - 3, \[ \beta_{14}^i = (n - i - 2) (\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{n-3} 2\bar{e}_j + \bar{e}_{j+1} + \bar{e}_{j+2} + \bar{e}_{j+3} + \bar{e}_{j+4}, \]

2 < i < n - 3, \[ \beta_{15}^i = \left( n - i - \frac{3}{2} \right) (\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{n-3} 2\bar{e}_j + \bar{e}_{j+1} + \bar{e}_{j+2} + \bar{e}_{j+3}. \]

They all have multiplicity one, but \( \beta_7 \) has multiplicity 2. Once the second assertion of the lemma is proved, since there are no discrete series in \( \pi_{n-2,n-2}, 0 < i < n - 3 \), then \( \tau_i \) must be a \( K \)-type of \( J^i,2n-i \) by Theorem 17.4.

**Lemma 17.15.** Let \( \tau_i \) denote the irreducible \( K \)-module of highest weight \( \sum_{j=1}^{n-2} 2\bar{e}_j + \bar{e}_{n-1} + \bar{e}_n. \) Then \( \tau_i \) is a \( K \)-type of \( J^{n-2,n} \) and of the following principal series:

\( \pi_{n-2,n-1}, \pi_{n-2,n}, \pi_{n-3,n-1}, \pi_{n-3,n}, \tau_i \) always has multiplicity one.

**Proof.** The \( M \)-types of \( \tau_i \) have highest weights:

\[ \alpha_1 = \frac{1}{2} (\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{n-2} 2\bar{e}_j + 2\bar{e}_{n-1} + 2\bar{e}_n + \bar{e}_{n+1}, \]

\[ \alpha_2 = \sum_{j=3}^{n-2} 2\bar{e}_j + 2\bar{e}_{n-1} + 2\bar{e}_n, \]

\[ \alpha_3 = \sum_{j=3}^{n-2} 2\bar{e}_j + 2\bar{e}_{n-1} + \bar{e}_n + \bar{e}_{n+1}, \]

\[ \alpha_4 = (\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{n-2} 2\bar{e}_j + 2\bar{e}_{n-1} + \bar{e}_n + \bar{e}_{n+1}, \]

\[ \alpha_5 = \frac{1}{2} (\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{n-2} 2\bar{e}_j + 2\bar{e}_{n-1} + \bar{e}_n, \]

\[ \alpha_6 = \frac{1}{2} (\bar{e}_1 - \bar{e}_2) + \sum_{j=3}^{n-2} 2\bar{e}_j + \bar{e}_{n-1} + \bar{e}_n + \bar{e}_{n+1}, \]

\[ \alpha_7 = \sum_{j=3}^{n-2} 2\bar{e}_j + \bar{e}_{n-1} + \bar{e}_n. \]

Once the second assertion of the lemma is proved, since there are no discrete series in \( \pi_{n-2,n} \), then \( \tau_i \) is a \( K \)-type of \( J^{n,n-2} \) by Theorem 17.4.

**Theorem 17.16.** (1) \( \pi_{n-2,n-1} \) has a composition series of length three; the irreducible components are: \( J^{n-2,n-1}, J^{n-2,n} \) and the discrete series \( \pi_n \).

(2) \( \pi_n \) is an irreducible component of \( \pi_{n-2,n} \).
Proof. The parameters which describe the principal series \( \pi_{n-2,n-1} \) are
\[
\Lambda_{n-2,n-1} = b_0(\bar{\epsilon}_1 - \bar{\epsilon}_2) + \sum_{j=3}^{n+1} b_j \bar{\epsilon}_j
\]
with \( b_0 = 0, b_j = 2 \), for \( 3 \leq j \leq n \) and \( b_{n+1} = 0 \),

and
\[
\nu = \nu_{n-2,n-1} \quad \text{with} \quad 2(\nu, \alpha)/(\alpha, \alpha) = 5.
\]

Thus \( \frac{1}{2}(2(\nu, \alpha)/(\alpha, \alpha) + 1) = 3 \).

Let \( t_j \) be as in Theorem 17.11, then \( t_j = n - j + 3 \), \( 2 < j < n - 1 \); \( t_n = 1 \) and
\[
4 = t_{n-1} > \frac{1}{2}(2(\nu, \alpha)/(\alpha, \alpha) + 1) > t_n + 1 = 2.
\]

Hence by Theorem 17.11, we can conclude that the composition series of \( \pi_{n-2,n-1} \) has length \( \geq 3 \).

On the other hand we know that the only irreducible components of \( \pi_{n-2,n-1} \), could be, besides \( J^{n-2,n-1} \), the discrete series \( \pi_n \) (cf. Lemma 15.8) or the Langlands quotient \( J^{n-2,n} \) (combine Lemmas 17.12, 17.13, 17.14, 17.15 and Theorem 17.4). Therefore (1) is proved.

\( \pi_n \) may be an irreducible component of \( \pi_{n-3,n-1}, \pi_{n-2,n} \) and \( \pi_{n-1,n+1} \) (Lemma 15.8). Since \( \pi_n \) is in \( \pi_{n-1,n+1} \) (Lemma 16.6) then (2) is a consequence of (1) and of Corollary 9.3.

18. Tables. We maintain the notation of §§10–17.

Let \( Q \) be positive for \( A \) and containing \( \Delta_k^+ \). The following tables will give realizations of the discrete series \( \pi_{\delta_0} \) in the principal series for which the \( \alpha \) parameter is real and in the positive Weyl chamber for \( \alpha \). As we saw in the discussion of 11.1, this is enough for our purpose.

Because of the minimal \( K \)-type Theorem 5.1 and Lemma 7.1, the parameters of the principal series where \( \pi_{\delta_0} \) may appear are the ones computed in §15.

We use the following symbols:

- the discrete series appears as a subspace,
- the discrete series appears, and it is not a quotient.

If none of the symbols appear, then no discrete series occurs.

**TABLE I.** Spin(2n, 1), \( n \geq 2 \)

Let \( \pi_1, \pi_2 \) be the discrete series representations associated with \( \delta_{B_1}, \delta_{B_2} \) (cf. Lemma 11.5).

<table>
<thead>
<tr>
<th>( p^0,1 )</th>
<th>( p^0,2 )</th>
<th>( p^0,3 )</th>
<th>( p^0,n-2 )</th>
<th>( p^0,n-1 )</th>
<th>( p^0,n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi_1 )</td>
<td>( \pi_2 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The parameters of the principal series \( \pi_{\Lambda_{a_{\delta_0}a_{\delta_0}}} \) \( 0 < j < n \) associated with \( P^{0j} \) are
\[
\Lambda_{a_{\delta_0}a_{\delta_0}} = \sum_{k=2}^{n} \bar{\epsilon}_k \frac{2(\nu_{0j}, \alpha)}{(\alpha, \alpha)} = 2\left(n - j + \frac{1}{2}\right).
\]

Comments. * is because of Lemma 11.6.
TABLE II. SU(n, 1), n > 2

Let $\pi_i (0 < i < n)$, be the discrete series representation parametrized by $\delta_\lambda$ (cf. Lemma 11.6).

The parameters of the principal series $\pi_{\lambda, j} - \nu_{ij}$, $0 < i < n - 1$, $1 < j < n - i$, associated to $P^{ij}$ are

$$
\Lambda_{ij} = \frac{j - i - 1}{2} (\bar{\varepsilon}_1 + \bar{\varepsilon}_{n+1}) + \sum_{k=2}^{i+1} \bar{\varepsilon}_k + \sum_{k=n+3-j}^{n} \bar{\varepsilon}_k
$$

and

$$
\frac{2(\nu_{ij}, \alpha)}{(\alpha, \alpha)} = n - j - i + 1,
$$

$\alpha = \bar{\varepsilon}_1 - \bar{\varepsilon}_{n+1}$.

Comments. Lemma 16.2 guarantees two realizations of $\pi_i$, $1 < i < n - 1$, as a subspace and one for $\pi_0$ and $\pi_n$. On the other hand the $P^{ij}$ marked with * are just the ones for which $\alpha$ is simple. Thus apply Lemma 16.6. Finally Corollary 9.3 gives the rest. (See Table III.)

The parameters of the principal series $\pi_{\lambda, j} - \nu_{ij}$, $0 < i < j < n$, $0 < i < n - 1$, $1 < j < n - i$ associated with $P^{ij}$ ($P^{jj+n}$) are
TABLE III. $\text{Sp}(n,1), n > 2$

Let $\pi_i$ ($0 < i < n$), be the discrete series representation parametrized by $\delta_{C_i}$ (cf. Lemma 11.9).
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\[ \Lambda_{i,j,k} = \frac{-i + j - 1}{2} (\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + 2 \sum_{k=3}^{i+2} \tilde{\varepsilon}_k + \sum_{k=i+3}^{j+1} \tilde{\varepsilon}_k, \]

\[ \frac{2(v_{i,j}, \alpha)}{(\alpha, \alpha)} = 2n + 2 - i - j, \]

\[ \Lambda_{i,j+n,k} = \frac{n - i + j}{2} (\tilde{\varepsilon}_1 - \tilde{\varepsilon}_2) + 2 \sum_{k=3}^{i+2} \tilde{\varepsilon}_k + \sum_{k=i+3}^{n+2-j} \tilde{\varepsilon}_k, \]

\[ \frac{2(v_{i,j+n}, \alpha)}{(\alpha, \alpha)} = n + 1 - i - j \quad (\alpha = \tilde{\varepsilon}_1 + \tilde{\varepsilon}_2). \]

Comments. In Proposition 17.10, we prove that \( \pi_{n-1} \) is an irreducible component of \( \pi_{n-1,n+1} \), \( \pi_{n-2,n+2} \) and of \( \pi_{n-2,n+1} \) only. Also the \( P^{i,j+n} \)'s with \( i + j + n = 2n \) are the ones for which the real root \( \alpha \) is simple. All this together with the same remarks as for \( SU(n, 1) \), explain the content of the table for all the discrete series representations, except \( \pi_n \). The result for \( \pi_n \) follows from Theorem 17.16.

TABLE IV. \( F_4 \)

Let \( \pi_i, 1 < i < 3 \), be the discrete series representation associated with \( \delta_F \) (cf. 11.10).

The parameters for the principal series \( \pi_{\Lambda_{i,j,k}} \) associated with the \( P^{i,j+n} \)'s are in order (\( P^{0,1}, \ldots, P^{0,5}, P^{1,4}, \ldots, P^{1,7}, P^{2,4}, \ldots, P^{2,6} \)):

\[ \Lambda_{i,j,k} : (0, 0, 0), (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}), (1, 1, 0), (2, 1, 0), (2, 2, 0), (\frac{5}{2}, \frac{1}{2}, \frac{1}{2}), (\frac{3}{2}, \frac{3}{2}, \frac{1}{2}), \]

\[ (\frac{5}{2}, \frac{3}{2}, \frac{3}{2}), (2, 2, 2), (3, 0, 0), (3, 1, 0), (3, 1, 1) \]

and

\[ v_{i,j} : 11, 10, 9, 7, 5, 6, 4, 2, 1, 5, 3, 1. \]

Comments. Since \( \alpha = \tilde{\varepsilon}_1 \) is simple for \( P^{1,7} \) and \( P^{2,5} \), this explains *. Lemma 17.6 says that \( \pi_3 \) appears in \( \pi_{0,1} \) and is a subspace. Hence the situation for \( \pi_3 \) is clear by Corollary 9.3.

For \( \pi_2 \) the result follows by Corollary 17.8.

Let \( \tau_\mu \) be the irreducible \( K \)-type of highest weight \( \mu = 4\varepsilon_1 + 4\varepsilon_2 + 2\varepsilon_3 \). \( \tau_\mu \) is a \( K \)-type of \( \pi_1 \) with multiplicity one. The proof, using Blattner's multiplicity formula is straightforward, but deals with many different possibilities, hence we omit it. On
the other hand using 17.2, it can be easily seen that \( \tau_\mu \) is a \( K \)-type of \( \pi_i \) of multiplicity greater than or equal to one. Since \( \tau_\mu \) is a \( K \)-type only of the following principal series: \( \pi_{0.5} (m = 1) \), \( \pi_{1.5} (m = 2) \), \( \pi_{1.6} (m = 2) \), \( \pi_{1.7} (m = 1) \), \( \pi_{2.5} (m = 1) \) and \( \pi_{2.6} (m = 3) \), \( m \) being the multiplicity of \( \tau_\mu \) in the corresponding principal series, we are forced to conclude that \( \pi_i \) does not appear in \( \pi_{1.4} \) and \( \pi_{0.4} \). Therefore \( \pi_i \) can only be an irreducible component of \( \pi_{1.5} \) and \( \pi_{0.5} \) besides \( \pi_{2.6} \) (Lemma 15.9).

By Theorem 4.15, Corollary 4.18 and Proposition 4.19 of [25], the composition series of \( \pi_{1.5} \) and \( \pi_{0.5} \) “look like” those of certain principal series for \( \text{Sp}(2, 1) \). In particular, Table III then implies that \( \pi_1 \) does occur in both \( \pi_{1.5} \) and \( \pi_{0.5} \).
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