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ABSTRACT. We prove here by elementary arguments a generalization of a theorem by Gleason, Kahane and Želazko: If \( \varphi \) is a linear functional on an algebra with unit \( A \) such that \( \varphi(1) = 1 \) and \( \varphi(u) \neq 0 \) for any invertible \( u \) in \( A \), then \( \varphi \) is multiplicative, provided the spectrum of each element in \( A \) is bounded. We present also other conditions which may replace the assumptions on \( A \) in the theorem above.

1. Introduction. In [3], [4], and [7], Gleason, Kahane and Želazko proved that in a Banach algebra with unit over the complex field \( \mathbb{C} \), a linear functional which assigns the value 1 to the unit and which does not vanish on invertible elements, is multiplicative. Their proofs are analytic in nature.

In this article we generalize this result. By using elementary methods we show that the same result holds in any algebra with unit \( A \) over \( \mathbb{C} \) provided the spectrum of each element of \( A \) is not too large. In particular, if for each \( x \in A \), \( \sigma(x) \) is not dense in \( \mathbb{C} \) or \( |\sigma(x)| < 2^n \), then the theorem holds (\( |\cdot| \) stands here for cardinality).

Throughout this paper \( A \) will denote an algebra with unit over \( \mathbb{C} \), so \( \mathbb{C} \subseteq A \). We denote the group of invertible elements of \( A \) by \( A^* \). The resolvent of an element \( x \in A \) is the set \( \rho(x) = \{ \lambda \in \mathbb{C} : x - \lambda \in A^* \} \) and its spectrum is \( \sigma(x) = \mathbb{C} \setminus \rho(x) \).

A linear functional \( \varphi : A \to \mathbb{C} \) is called quasimultiplicative (q.m. in short) if \( \varphi(1) = 1 \) and \( 0 \not\in \varphi(A^*) \) (equivalently \( \varphi(x) \in \sigma(x) \) for all \( x \in A \)). Obviously any nonzero multiplicative functional is q.m. \( A \) is called ordinary if every q.m. functional on \( A \) is multiplicative.

For a subset \( S \) of \( \mathbb{C} \) and scalars \( a, b \), we use notations as

\[
(S - a)/(S - b) = \{ (z - a)/(z - b) : z \in S \} \quad (\text{provided } b \not\in S),
\]

\[
S^* = \{ z \in S : z \neq 0 \} \quad (\text{that is, } S^* = \mathbb{C}^* \cap S),
\]

\[
S^2 = \{ z^2 : z \in S \}, \quad S \cdot S = \{ z_1z_2 : z_1, z_2 \in S \}, \quad \text{etc.}
\]

In §2 we recall some known facts and prove a simple lemma from which the Gleason-Kahane-Želazko theorem follows at once. In §3 we study the local case: Given an element \( x \) of an algebra \( A \), consider the collection of all subalgebras with unit \( B \) of \( A \) which contain \( x \) and such that \( B^* = B \cap A^* \) (that is, for \( y \in B \), \( \sigma_B(y) = \sigma_A(y) \)). Clearly the intersection \( A(x) \) of all such subalgebras is still in this collection. It turns out that the ordinarity of \( A(x) \) is determined by \( \sigma(x) \) and we give some necessary and some sufficient conditions on \( \sigma(x) \) for the ordinarity of
\( A(x) \). We also present examples which refute some possible conjectures in this connection. In §5 we globalize the discussion and deal with the ordinariness of general algebras. In §4 we study q.m. functionals on the algebra of all entire functions.

2. A generalization of the Gleason-Kahane-Żelazko theorem. The following lemma, which is a part of the proof of Theorem 10.9 in [6, p. 233], will be proved here for the sake of completeness.

**Lemma 1.** The following four conditions are equivalent for a linear functional \( \varphi \) on an algebra \( A \) with \( \varphi(1) = 1 \).

(i) \( \varphi(x) = 0 \) implies \( \varphi(x^2) = 0 \) for \( x \in A \).

(ii) \( \varphi(x^2) = (\varphi(x))^2 \), \( x \in A \).

(iii) \( \varphi(x) = 0 \) implies \( \varphi(xy) = 0 \) for \( x, y \) in \( A \).

(iv) \( \varphi(xy) = \varphi(x)\varphi(y) \), \( x, y \) in \( A \).

**Proof.** (i) \( \Rightarrow \) (ii) \( \varphi(1) = 1 \) implies \( \varphi(x - \varphi(x)) = 0 \). By (i)

\[
0 = \varphi((x - \varphi(x))^2) = \varphi(x^2 - 2x\varphi(x) + \varphi(x)^2) = \varphi(x^2) - \varphi(x)^2,
\]

i.e., \( \varphi(x^2) = \varphi(x)^2 \).

(ii) \( \Rightarrow \) (iii) By substituting \( u + v \) for \( x \) in (ii) we obtain

\[
\varphi(uv + vu) = 2\varphi(u)\varphi(v), \quad u, v \in A.
\]

Let \( x, y \) be in \( A \) with \( \varphi(x) = 0 \). By (1) we obtain

\[
\varphi(xy + yx) = 0.
\]

Hence, by (ii), \( \varphi((xy + yx)^2) = 0 \) also. Thus, from the identity \( (xy - yx)^2 = 2(x(yxy) + (yxy)x) - (xy + yx)^2 \) it follows (using (1)) that

\[
\varphi((xy - yx)^2) = 2\varphi(x(yxy) + (yxy)x) = 4\varphi(x)\varphi(xy) = 0,
\]

and by (ii)

\[
\varphi(xy - yx) = 0.
\]

Adding (2) and (3) we obtain \( \varphi(xy) = 0 \).

(iii) \( \Rightarrow \) (iv) Let \( x, y \in A \). \( \varphi(x - \varphi(x)) = 0 \); hence, by (iii),

\[
0 = \varphi((x - \varphi(x))y) = \varphi(xy - \varphi(x)y) = \varphi(xy) - \varphi(x)\varphi(y)
\]

and (iv) follows.

(iv) \( \Rightarrow \) (i) is trivial. \( \square \)

**Lemma 2.** Let \( \varphi \) be a q.m. functional on an algebra \( A \) and \( x \in A \). If \( \varphi(x) = 0 \) and \( \varphi(x^2) \neq 0 \), then \( \sigma(x) \) is unbounded.

**Proof.** Consider the polynomial \( P(\lambda) = \varphi((\lambda - x)^n) \) \((n > 2)\).

Let \( \{\lambda_i\}_{i=1}^n \) be the roots of \( P \). Then for each \( 1 < i < n \), \( 0 = P(\lambda_i) = \varphi((\lambda_i - x)^n) \).

Since \( \varphi \) is q.m., \( (\lambda_i - x)^n \notin A^* \), hence \( \lambda_i - x \notin A^* \) also, i.e., \( \{\lambda_i\}_{i=1}^n \subseteq \sigma(x) \). On the other hand,

\[
P(\lambda) = \lambda^n - n\varphi(x)\lambda^{n-1} + \binom{n}{2}\varphi(x^2)\lambda^{n-2} + \cdots = \prod_{i=1}^n (\lambda - \lambda_i).
\]
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Hence

\[ \sum_{i=1}^{n} \lambda_i = n\varphi(x) = 0 \quad \text{and} \quad \sum_{i<j} \lambda_i \lambda_j = \binom{n}{2} \varphi(x^2). \]

Thus

\[ 0 = \left( \sum_{i=1}^{n} \lambda_i \right)^2 = \sum_{i=1}^{n} \lambda_i^2 + 2 \sum_{i<j} \lambda_i \lambda_j = \sum_{i=1}^{n} \lambda_i^2 + n(n-1)\varphi(x^2) \]

and

\[ n(n-1)|\varphi(x^2)| = \left| \sum_{i=1}^{n} \lambda_i^2 \right| < \sum_{i=1}^{n} |\lambda_i|^2. \]

It follows that for some 1 < i < n, |\lambda_i|^2 > (n - 1)|\varphi(x^2)|, and, since n is arbitrary, \( \sigma(x) \) is unbounded. \( \square \)

The Gleason-Kahane-Żelazko theorem is a particular case of the following

**Corollary.** If for each \( x \in A \), \( \sigma(x) \) is bounded, then \( A \) is ordinary.

**Proof.** Use Lemmas 1 and 2. \( \square \)

3. **The local case.** We denote by \( \mathbb{C}[X] \) the ring of polynomials in the indeterminate \( X \) and by \( \mathbb{C}(X) \) the ring of rational functions of \( X \).

Let \( \sigma \) be a subset of \( \mathbb{C} \). We denote by \( A(\sigma) \) the following subalgebra of \( \mathbb{C}(X) \):

\[ A(\sigma) = \{ f(X)/g(X) : f, g \in \mathbb{C}[X], g(\alpha) \neq 0 \text{ for all } \alpha \in \sigma \}. \]

For example, \( A(\emptyset) = \mathbb{C}(X) \), \( A(\mathbb{C}) = \mathbb{C}[X] \). If \( \sigma_1 \subseteq \sigma_2 \) then \( A(\sigma_1) \supseteq A(\sigma_2) \). For all \( \sigma \), \( \mathbb{C}[X] \subseteq A(\sigma) \subseteq \mathbb{C}(X) \).

Clearly any element \( h \) of \( A(\sigma) \) determines a rational function on \( \mathbb{C} \): \( \alpha \mapsto h(\alpha) \) which has no poles on \( \sigma \) and, in fact, \( A(\sigma) \) can be identified with the ring of all such rational functions.

If \( x \) is an element of an algebra \( A \), then any element \( h = f/g \in A(\sigma(x)) \) \((f, g \in \mathbb{C}[X], g(\alpha) \neq 0 \text{ for } \alpha \in \sigma) \) determines an element \( h(x) = f(x)/g(x) \) of \( A \) \((g(x) \text{ is invertible in } A) \): indeed let \( g(X) = c\prod_{i=1}^{n}(X - \lambda_i), c, \lambda_i \in \mathbb{C} \); then for all \( i \), \( \lambda_i \notin \sigma(x), \text{i.e., } x - \lambda_i \in A^* \text{ and so } g(x) \in A^* \).

The following lemma will be used repeatedly without further mention.

**Lemma.** For \( x \) in \( A \) and \( h \in A(\sigma(x)) \) we have \( \sigma(h(x)) = h(\sigma(x)) \).

**Proof.** Let \( h(X) = f(X)/g(X), f, g \in \mathbb{C}[X], g(\alpha) \neq 0 \text{ for } \alpha \text{ in } \sigma. \) Then for any scalar \( \alpha \) we have

\[ \alpha \in \sigma(h(x)) \iff \frac{f(x)}{g(x)} - \alpha = \frac{f(x) - \alpha g(x)}{g(x)} \notin A^* \iff f(x) - \alpha g(x) \notin A^* \]

\[ \iff \text{The polynomial } f(X) - \alpha g(X) \text{ has a root in } \sigma(x) \]

\[ \iff \exists \beta \in \sigma(x), f(\beta)/g(\beta) = \alpha \iff \alpha \in h(\sigma(x)). \] \( \square \)

The last lemma shows in particular that for any subset \( \sigma \) of \( \mathbb{C} \) and \( f \in A(\sigma) \) we have \( \sigma(f) = f(\sigma) \) as \( \sigma(X) = \sigma \).
For an element \( x \) in an algebra \( A \) we denote by \( A(x) \) the following subalgebra of \( A \):
\[
A(x) = \{ h(x) : h \in A(\sigma(x)) \}.
\]

Clearly \( A(x) \) is the unique subalgebra of \( A \) which is minimal with respect to the properties: \( x \in A(x) \), \( A(x)^* = A(x) \cap A^* \). Viewing \( X \) as an element of the algebra \( A(\sigma) \) we have \( A(\sigma) = A(\sigma)(X) \).

If \( x \) is an element of an algebra \( A \) we have a natural homomorphism of algebras
\[
A(\sigma(x)) \to A(x), \quad f \mapsto f(x).
\]

This homomorphism is clearly an isomorphism if and only if \( x \) is transcendental over \( C \). In case \( x \) is algebraic \( \sigma(x) \) is the set of roots of the minimal polynomial of \( x \) and so it is finite. It follows that \( A(x) \cong A(\sigma(x)) \) in case \( \sigma(x) \) is infinite. In case \( \sigma(x) \) is finite there are two possibilities: \( x \) is transcendental over \( C \) and then \( A(x) \cong A(\sigma(x)) \) or \( x \) is algebraic and then \( A(x) \neq A(\sigma(x)) \).

As we shall see later (Theorem 5(a)(1)), \( A(x) \) is ordinary if \( \sigma(x) \) is finite, so in any case \( A(x) \) is ordinary if and only if \( A(\sigma(x)) \) is ordinary.

The following lemma will serve as our main tool in checking the ordinariness of \( A(\sigma) \).

**Lemma 3.** Let \( x \) be an element of an algebra \( A \). If for every q.m. functional \( \varphi \) on \( A(x) \), \( \varphi(x^2) = (\varphi(x))^2 \), then \( A(x) \) is ordinary.

**Proof.** Let \( \varphi \) be a q.m. functional on \( A(x) \). Define
\[
x_0 = \begin{cases} 
x & \text{if } \varphi(x) \neq 0, \\
x + 1 & \text{if } \varphi(x) = 0.
\end{cases}
\]

Clearly \( \varphi(x_0^2) = \varphi(x_0)^2 \) for any q.m. functional \( \varphi \).

Set \( \varphi(x_0) = \alpha \). Clearly \( \alpha \neq 0 \). We prove first by induction on \( n > 2 \) that \( \varphi(x_0^n) = \alpha^n \). As mentioned, \( \varphi(x_0^2) = \varphi(x_0)^2 \), so let us proceed from \( n \) to \( n + 1 \). Define a functional \( \psi \) on \( A(x) \) by \( \psi(y) = 1/\alpha^{n-1}\varphi(x_0^{n-1}y) \). Clearly \( \psi \) is q.m. and
\[
\psi(x_0) = \varphi(x_0^{n-1}x_0)/\alpha^{n-1} = \alpha^n/\alpha^{n-1} = \alpha.
\]

Hence
\[
\alpha^2 = \psi(x_0^2) = \varphi(x_0^{n-1}x_0)/\alpha^{n-1} = \varphi(x_0^{n+1})/\alpha^{n-1},
\]
so \( \varphi(x_0^{n+1}) = \alpha^{n+1} \).

It follows that for any polynomial \( P(X) \in C[X] \) we have \( \varphi(P(x_0)) = P(\alpha) \). As \( C[x_0] = C[x] \) (the subalgebra generated by \( x \)), we see that for any q.m. functional \( \psi \), \( \psi[C[x]] \) is multiplicative.

Next we prove that if \( y \in C[x] \) is invertible in \( A(x) \), then \( \varphi(y^{-1}) = 1/\varphi(y) \). To see this define
\[
\psi(z) = (1/\varphi(y^{-1}))\varphi(y^{-1}z).
\]

Clearly \( \psi \) is q.m. We have \( \psi(y^2) = (\varphi(y))^2 \), so \( (1/\varphi(y^{-1}))\varphi(y) = (1/\varphi(y^{-1}))^2 \), that is, \( \varphi(y^{-1}) = 1/\varphi(y) \).

Now, any element of \( A(x) \) is a linear combination over \( C \) of an element in \( C[X] \) and elements of the form \( 1/(x - \lambda)^k \), where \( \lambda \in \rho(x) \), \( k > 1 \). Hence for \( f(X) \in A(\sigma) \) we have \( \varphi(f(x)) = f(\alpha) \) and \( \varphi \) is multiplicative. \( \square \)
A corollary of Lemma 3 is the fact that ordinariness of $A(\sigma)$ is a monotone property:

**Proposition 4.** Let $\sigma_1 \subseteq \sigma_2 \subseteq C$. If $A(\sigma_2)$ is ordinary then so is $A(\sigma_1)$.

**Proof.** Recall $A(\sigma_1) \supseteq A(\sigma_2)$. Let $\varphi$ be a q.m. functional on $A(\sigma_1)$, hence $\varphi|A(\sigma_2)$ is a q.m. functional on $A(\sigma_2)$, and since $A(\sigma_2)$ is ordinary, it follows that $\varphi(X^2) = \varphi(X)^2$. By Lemma 3, $A(\sigma_1)$ is ordinary. □

**Remark.** Lemma 3 shows that to check ordinariness of $A(\sigma)$ it is enough to check the restrictions of q.m. functionals on $A(\sigma)$ to $C[X]$. If $\varphi: C[X] \to C$ is a restriction of a q.m. functional on $A(\sigma)$, then clearly $\varphi(1) = 1$ and $\varphi(f) \neq 0$ for any polynomial $f(X)$ in $A(\sigma)^*$. Nevertheless, generally a linear functional on $C[X]$ which fulfils these properties is not extendable to a q.m. functional on $A(\sigma)$. Indeed let $\sigma = \{ z \in C: \text{Re } z > 0 \}$ and let $\varphi: C[X] \to C$, $1 \mapsto 1$, $X \mapsto 1$, $X^k \mapsto 0$ ($k > 2$).

Let $\varphi(f) = 0$, $f = \sum_{k=0}^{n} a_k X^k$, so $a_0 + a_1 = 0$. We want to show that $f(X)$ has a root in $\sigma$, so we may assume $a_0 \neq 0$. Let $a_n \neq 0$, $f(X) = a_n \prod_{k=1}^{n} (X - \lambda_k)$. Then as $a_0 + a_1 = 0$ we have $\prod_{k=1}^{n} \lambda_k = \sum_{k=1}^{n} (\prod_{l=1}^{k-1} \lambda_l / \lambda_k)$, or $\sum_{k=1}^{n} 1 / \lambda_k = 1$. Therefore there exists $k$: $\text{Re}(1 / \lambda_k) > 0$ and so $\text{Re} \lambda_k = \text{Re} (\lambda_k / \lambda_k^*) > 0$, $\lambda_k \in \sigma$. $\varphi$ is not extendable to a q.m. functional on $A(\sigma)$ because $A(\sigma)$ is ordinary by Theorem 5(c)(i) below.

**Theorem 5.** Let $x$ be an element of an algebra $A$, $\sigma = \sigma(x)$, $\rho = \rho(x) = C \setminus \sigma$.

(a) Each of the following conditions implies the ordinariness of $A(x)$.

1. $|\sigma| < 2^{|\rho|}$.
2. $\sigma$ is a Lebesgue set of measure zero.
3. $\sigma$ is bounded.
4. $\sigma$ is not dense in $C$.
5. The subfield generated by $\sigma$ is not all $C$.
6. For all $a \in \sigma$, $0 \neq \alpha \in -(\sigma - a)^2$, $\alpha / (\rho - a) \not\subseteq \sigma - a$.
7. For all $a \in \sigma$, $-(\sigma - a)^2 \setminus \{0\} \subseteq (\rho - a) \cdot (\rho - a)$.

(b) If $A(x)$ is ordinary, then:

1. $|\rho| = 2^{|\rho|}$.
2. The subring generated by $\rho$ is all $C$.
3. For all $a \in \sigma$, the additive subgroup generated by $1 / (\rho - a)$ is all $C$.
4. The multiplicative subgroup of $C^*$ generated by $(\rho - a) / (\rho - b)$ is all $C^*$ for $a, b \in \sigma$, $a \neq b$.

(c) In each of the following two cases $A(x)$ is ordinary if and only if $\sigma \neq C$:

(i) $\sigma$ is a closed set.
(ii) $\sigma$ is a subfield of $C$.

(d) If $\rho$ is a subring of $C$, then $A(\sigma)$ is ordinary if and only if $\rho = C$.

(e) If $\sigma$ is an additive subgroup of $C$, then $A(\sigma)$ is ordinary if and only if it fulfils one of the following equivalent conditions:

(i) $\rho \cdot \rho = C^*$

(ii) For all $\alpha \in C^*$, $\alpha / \rho \not\subseteq \sigma$. 
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Proof of Theorem 5. (a)(6) Assume $A(x)$ is not ordinary. Then by Lemma 3 there exists a q.m. functional $\varphi$ on $A(x)$ such that $\varphi(x^2) \neq \varphi(x)^2$. Let $a, b \in \sigma$ be such that $\varphi(a) = a, \varphi(b) = b^2$ and set $a = a^2 - b^2$. Then $0 \neq a = -\varphi((x - a)^2) \in -(\sigma - a)^2$.

Let $y = x - a$ and $\lambda \in \mathbb{C}^*$. Then

$$0 = \varphi(y^2 - (\lambda + \alpha/\lambda)y + \alpha) = \varphi[(y - \lambda)(y - \alpha/\lambda)]$$

and, since $\varphi$ is q.m., it follows that $\lambda$ or $\alpha/\lambda$ is in $\sigma(y) = \sigma - a$. If $\lambda \in \rho$, then $0 \neq \lambda - a \notin \sigma - a$ and so $\alpha/(\lambda - a) \in \sigma - a$, i.e., $\alpha/(\rho - a) \subseteq \sigma - a$, contradicting the assumption of (a)(6). □

(a)(7) is a reformulation of (a)(6). □

(a)(1) and (a)(2) follow from (a)(6). □

(a)(3). By Lemma 2, $\varphi(x^2) = \varphi(x)^2$ for any q.m. functional $\varphi$, so $A(x)$ is ordinary by Lemma 3. □

(a)(4) Let $\lambda$ be an interior point of $\rho$. Then $\sigma(1/(x - \lambda)) = 1/(\sigma - \lambda)$ is bounded, so $A(1/(x - \lambda)) = A(x)$ is ordinary by (a)(3). □

(a)(5) Assume $A$ is not ordinary and let $F$ be the subfield generated by $\sigma$. By (a)(6) there exist $a \in \sigma$ and $0 \neq \alpha \in -(\sigma - a)^2 \subseteq F$ such that $\alpha/(\lambda - a) \subseteq \sigma - a \subseteq F$. As $0 \neq \alpha \in F$, we have $1/(\rho - a) \subseteq F, \rho \subseteq F$, contradicting the assumption $F \neq \mathbb{C}$. □

In the proof of part (b) we use the fact that $A(x)$ is ordinary if and only if $A(\sigma(x))$ is ordinary, so we assume in each case that the given condition fails to hold and conclude that under this assumption $A(\sigma)$ is not ordinary.

(b)(3) Assume there exists $a \in \sigma$ such that $\langle 1/(\rho - a) \rangle$ (the additive subgroup generated by $1/(\rho - a)$) is not all $\mathbb{C}$. Without loss of generality we may assume $a = 0$, so $\langle 1/\rho \rangle \neq \mathbb{C}$. Let $\alpha \in \mathbb{C} \setminus \langle 1/\rho \rangle$. Clearly $\alpha \neq 0$. Define $\varphi(f(X)) = f(0) - f'(0)/\alpha$ for $f(X)$ in $A(\sigma)$. Clearly $\varphi$ is a linear functional on $A(\sigma)$, $\varphi(1) = 1$. $\varphi$ is not multiplicative because $\varphi(X) = -1/\alpha \neq 0 = \varphi(X^2)$. We claim that $\varphi$ is q.m.

Indeed, each invertible element of $A(\sigma)$ is of the form $c f(X)/g(X)$, where $c \in \mathbb{C}^*$,

$$f(X) = \prod_{i=1}^{n} \left(1 - \frac{1}{\alpha_i} X\right), \quad g(X) = \prod_{j=1}^{m} \left(1 - \frac{1}{\beta_j} X\right),$$

with $\alpha_i, \beta_j \in \rho$. Set $t = (f/g)'(0)$. Then

$$t = \frac{f'(0)g(0) - f(0)g'(0)}{g^2(0)} = \frac{f'(0) - g'(0)}{g^2(0)}$$

$$= -\sum_{i=1}^{n} \frac{1}{\alpha_i} + \sum_{j=1}^{m} \frac{1}{\beta_j} \in \left\langle \frac{1}{\rho} \right\rangle.$$

($f'(0)$ is the coefficient of $X$ in $f(X)$.) Thus $\varphi(f(X)/g(X)) = 1 - t/\alpha \neq 0$ since $\alpha \notin \langle 1/\rho \rangle$.

It follows that $A(\sigma)$ is not ordinary. □

(b)(2) Assume first that the subring generated by $\rho$ is not a field and so it is contained in a valuation ring $R$ for $\mathbb{C}$, $R \neq \mathbb{C}$ (that is, for any $\alpha$ in $\mathbb{C}^*$, $\alpha \in R$ or $1/\alpha \in R$; see, e.g., [2, Chapter VI, p. 375]).
Let \( a \in \mathbb{C} \setminus R \subseteq \sigma \). Then for all \( \lambda \in R \subseteq \mathbb{C} \), \( \lambda - a \not\in R \) and, hence, \( 1/(\lambda - a) \in R \), that is, \( 1/(\rho - a) \subseteq R \), and it follows that the additive subgroup generated by \( 1/(\rho - a) \) is contained in \( R \) and differs from \( \mathbb{C} \). By (b)(3) \( A(\sigma) \) is not ordinary.

Assume now that the subring generated by \( \rho \) is a field \( F \neq \mathbb{C} \). Let \( \alpha \in \mathbb{C} \setminus F \), \( \beta \in \mathbb{C} \), \( \beta^2 = \alpha \), so \( \beta \not\in F \), \( \beta^2 \not\in F \). Let \( C = F \oplus V \), where \( V \) is an \( F \)-linear subspace of \( \mathbb{C} \) and \( \beta \in V \).

We define a \( C \)-linear functional \( \varphi \) on \( A(\sigma) \) by defining it on the linear basis
\[
B = \{X^k : k > 0\} \cup \{1/(X - \lambda)^k : k > 1, \lambda \in \rho\}.
\]
For \( g \in B \) let \( \varphi(g) = g(\beta) - 2\pi(g(\beta)) \) (where \( \pi : \mathbb{C} \oplus V \to V \) is the canonical projection), that is, if \( g(\beta) = t + v, t \in F, v \in V \), then \( \varphi(g) = t - v \). Clearly \( \varphi(1) = 1 \). \( \varphi \) is not multiplicative because \( \varphi(X) = -\beta \), and if \( \beta^2 = t + v, t \in F, v \in V \), then \( \varphi(X^2) = t - v \neq t + v = \beta^2 = \varphi(X)^2 \) as \( \beta^2 \not\in F \).

Any element in \( A(\sigma)^* \) is of the form \( cg \) where \( c \in \mathbb{C}^* \) and \( g \in F(X) \cap A(\sigma)^* \) and so \( g \) is a linear combination of elements in \( B \) with coefficients in \( F \), \( \varphi(g) = g(\beta) - 2\pi g(\beta) \). Let \( g(\beta) = t + v, t \in F, v \in V \). If \( \varphi(g) = t - v = 0 \), then \( t = v = 0 \), \( g(\beta) = 0 \), which is impossible as \( \beta \not\in \sigma \). It follows that \( \varphi(g) \neq 0 \), i.e., \( \varphi \) is q.m. and \( A(\sigma) \) is not ordinary. □

(b)(1) follows from (b)(2). □

(b)(4) Let \( \alpha \neq 0 \) not in the multiplicative subgroup of \( \mathbb{C}^* \) generated by \( (a - \rho)/(b - \rho) \). Clearly \( \alpha \neq 1 \). Define a functional \( \varphi \) on \( A(\sigma) \) by \( \varphi(f) = (1/(1 - \alpha))(f(a) - \alpha f(b)) \). \( \varphi \) is linear, \( \varphi(1) = 1 \) and \( \varphi \) is not multiplicative because \( a \neq b \) and multiplicative functionals are linearly independent over \( \mathbb{C} \). We claim that \( \varphi \) is q.m. Let
\[
f(X) = \frac{(X - \lambda_1) \cdots (X - \lambda_k)}{(X - \mu_1) \cdots (X - \mu_n)}
\]
be in \( A(\sigma) \), \( \lambda_i, \mu_j \in \rho \). Then
\[
f(a) - \alpha f(b) = \frac{(a - \lambda_1) \cdots (a - \lambda_k)}{(a - \mu_1) \cdots (a - \mu_n)} - \alpha \frac{(b - \lambda_1) \cdots (b - \lambda_k)}{(b - \mu_1) \cdots (b - \mu_n)}
\]
\[
= \frac{(b - \lambda_1) \cdots (b - \lambda_k)}{(b - \mu_1) \cdots (b - \mu_n)} \cdot \left( \frac{(a - \lambda_1)/(b - \lambda_1) \cdots (a - \lambda_k)/(b - \lambda_k)}{(a - \mu_1)/(b - \mu_1) \cdots (a - \mu_n)/(b - \mu_n)} - \alpha \right) \neq 0
\]
since \( \alpha \) is not in the multiplicative subgroup of \( \mathbb{C}^* \) generated by \( (a - \rho)/(b - \rho) \). It follows that \( \varphi \) is q.m. and \( A(\sigma) \) is not ordinary. □

(c) If \( \sigma = \mathbb{C} \), clearly \( A(x) \cong \mathbb{C}[X] \) is not ordinary. (i) follows now from (a)(4) and (ii) from (a)(5). □

(d) If \( \rho = \mathbb{C} \), clearly \( A(x) \cong \mathbb{C}(X) \) is ordinary, so (d) follows from (b)(2).

(e)(i) and (ii) are equivalent formulations of the same condition, so we show that (i) is equivalent to ordinariness of \( A(\sigma) \). If \( A(x) \) is not ordinary then, by (a)(7) \( (\rho - a) \cdot (\rho - a) \neq \mathbb{C}^* \) for some \( a \in \sigma \). As \( \sigma \) is an additive group we have \( \rho - a = \rho \), so \( \rho \cdot \rho \neq \mathbb{C}^* \) and (i) does not hold.
Conversely let \( \rho \neq C^* \), so there exists \( \alpha \in C^* \setminus \rho \cdot \rho \). It follows that \( \alpha/\rho \subseteq \sigma \), which is an additive subgroup of \( C \). If \( \sigma \neq C \), then \( A(x) \) is not ordinary by (b)(3). If \( \sigma = C \), then clearly \( A(x) \) is not ordinary. \( \Box \)

**REMARKS.** In the following remarks we show among other things that none of the conditions of Theorem 5(a) (1)–(7) is necessary and none of the conditions of (b) (1)–(4) is sufficient for the ordinariness of \( A(x) \).

5(a)(1), (2), (3), (5), (6), (7). For \( \sigma = \{ z : |z| > 1 \} \), \( A(\sigma) \) is ordinary by 5(c)(i), but \( |\sigma| = 2^{\infty} \), \( \sigma \) is a closed set of infinite measure, \( \sigma \) is not bounded, the subfield generated by \( \sigma \) is all \( C \) and for any \( a \in \sigma \), \(-\sigma - a)^2 \setminus \{ 0 \} \not\subseteq (\rho - a) \cdot (\rho - a) \), so none of the conditions (a)(1), (2), (3), (5), (6), (7) holds in this case.

In 5(a) we may not replace “subfield” by “subring”. Indeed let \( \sigma \neq C \) be a valuation ring for \( C \). Then \( A(\sigma) \) is not ordinary by (b)(3) as \( 0 \in \sigma \) and \( 1/\rho \not\subseteq \sigma \).

5(a)(4), (3). Take \( \sigma = \mathbb{Q} + i\mathbb{Q} \) (\( \mathbb{Q} \) = rationals). Then \( A(\sigma) \) is ordinary by (a)(1), but conditions (a)(3) and (a)(4) do not hold.

5(b)(1), (2), (4). We have seen that \( A(\sigma) \) is not ordinary in case \( \sigma \neq C \) is a valuation ring for \( C \). In this case conditions (b)(1) and (b)(2) hold as the subring and even the additive subgroup generated by \( \rho \) is all \( C \) (if \( H \subseteq G \) are groups, then the subgroup of \( G \) generated by \( G \setminus H \) is all \( G \)). Also the multiplicative subgroup of \( C^* \) generated by \( \rho \) is all \( C^* \).

We show now that for any \( a, b \in \sigma, a \neq b \), we have \( (\rho - a)/(\rho - b) = C^* \), so (b)(4) holds.

5(b)(1), (3), (4). Let \( \rho \neq C \) be a subfield of \( C \), \( |\rho| = 2^{\infty}, \sigma = C \setminus \rho \). Then \( A(\sigma) \) is not ordinary by (b)(2), but (b)(1) holds and for any \( a \in \sigma \) the additive subgroup generated by \( 1/(\rho - a) = \sigma \) is all \( C \), so (b)(3) also holds. (b)(4) holds by the argument in the preceding remark.

In 5(b)(3) we may not replace “additive subgroup” by “additive subsemigroup”. Indeed for \( \sigma = \{ z \in C : \text{Re } z < 0 \} \), \( A(\sigma) \) is ordinary by 5(c)(i). Nevertheless for all \( a \in \sigma \) the subsemigroup generated by \( 1/(\rho - a) = \sigma \) is not all \( C \) since \( 1/(\rho - a) \subseteq \rho \) and \( \rho \neq C \) is a semigroup.

In 5(b)(2) we may not replace “subring” by “additive subgroup”. Indeed by the next claim, for \( \rho = R + iQ, A(\sigma) \) is ordinary.

**Claim.** Let \( V \) be a dense subset of the real field \( R, \rho = R + iV, \sigma = C \setminus \rho \). Then \( A(\sigma) \) is ordinary.

**Proof.** We shall show that for all \( a \in C \), \( (\rho - a) \cdot (\rho - a) \supseteq C^* \) and the claim will follow from Theorem 5(a)(7). For any \( a \in C, R + iV - a \) is of the form \( R + iV_1 \), where \( V_1 \) is a dense subset of \( R \), so it suffices to show that

\[
(R + iV) \cdot (R + iV) \supseteq C^*
\]

for a dense subset \( V \) of \( R \). Let \( a + ib \in C^*, a, b \in R \). We have to find \( x, y \) in \( R \) and \( v, w \) in \( V \) such that \( a + ib = (x + iv)(y + iw) \), that is,

\[
xy - vw = a, \quad wx + vy = b.
\]
There exist elements \( v \) and \( w \neq 0 \) in \( V \) such that \( b^2 - 4vw(a + vw) > 0 \) because \( V \) is dense in \( \mathbb{R} \). Now we can solve the above system of equations for \( x \) and \( y \):

\[
wx^2 + vxy = bx,
\]

\[
wx - bx + v(a + vw) = 0.
\]

There exists a real solution \( x \neq 0 \) to the last equation as its discriminant \( b^2 - 4vw(a + vw) \) is positive and \( w \neq 0 \). We also find \( y = (a + vw)/x \). □

The last claim provides us with an example of an additive subgroup of \( \mathbb{C} \), which is an \( F_\sigma \) set of measure zero, \( \rho = \mathbb{R} + i\mathbb{Q} \) such that \( A(\sigma) \) is ordinary (cf. also Theorem 5(a)(2) and 5(b)(3)). Therefore the Lebesgue measure cannot be used to characterize ordinariness of \( A(\sigma) \) for \( \sigma \) Lebesgue measurable.

The following three examples again illustrate this point.

**Example** of a subset \( \sigma \) of \( \mathbb{C} \) such that \( A(\sigma) \) is ordinary, but \( A(\sigma \cup \{0\}) \) is not ordinary.

Set \( \rho = \{1/z : 0 \neq z \in \mathbb{R} + i\mathbb{Q}\} \cup \{0\} \) and \( \sigma = \mathbb{C} \setminus \rho \). \( X \in A(\sigma)^* \) and \( A(\sigma) = A(\sigma)(1/X) \), \( a(1/X) = \mathbb{C} \setminus (\mathbb{R} + i\mathbb{Q}) \), so \( A(\sigma) \) is ordinary.

Set \( \sigma' = \sigma \cup \{0\} \). Then \( \rho' = \mathbb{C} = \sigma' = \{1/z : 0 \neq z \in \mathbb{R} + i\mathbb{Q}\} \), \( 0 \in \sigma' \) and \( 1/\rho' \subseteq \mathbb{R} + i\mathbb{Q} \), which is an additive subgroup of \( \mathbb{C} \). By Theorem 5(b)(3) \( A(\sigma') \) is not ordinary. □

**Example.** Let \( C = Q \otimes V \), where \( V \) is a \( Q \)-linear subspace of \( \mathbb{C} \). Set \( \rho = \{1/v : 0 \neq v \in V\} \), \( \sigma = \mathbb{C} \setminus \rho \). By Theorem 5(b)(3), \( A(\sigma) \) is not ordinary, although the outer measure of \( \rho \) is infinite. □

In spite of the preceding examples it is not clear whether \( A(\sigma) \) is ordinary for \( \rho = \mathbb{C} \setminus \sigma \) of positive inner measure.

Let \( S = \{ \sigma \subseteq \mathbb{C} : A(\sigma) \) is ordinary \}. By Theorem 5(a) we know that \( S \) contains all the nondense subsets of \( \mathbb{C} \), all the subfields, etc. By the monotone property (Proposition 4) if \( \sigma_1 \subseteq \sigma_2 \in S \), then \( \sigma_1 \) is also in \( S \).

For any \( \sigma \subseteq \mathbb{C} \) any Möbius transformation of \( \mathbb{C} \) of the form

\[
Tz = (az - b) / (cz - d) \quad \text{where}\ ad - bc \neq 0
\]

and \( d/c \not\in \sigma \) if \( c \neq 0 \), induces an isomorphism \( A(\sigma) \cong A(T(\sigma)) \). (In fact any isomorphism \( A(\sigma) \cong a(\sigma') \) is induced by a Möbius transformation \( T \) as above with \( \sigma' = T(\sigma) \).) It follows that if \( \sigma \in S \), then \( T\sigma \) is also in \( S \) for \( T \) as above.

If \( \theta \) is an automorphism of \( \mathbb{C} \) it is easy to show for \( \sigma \subseteq \mathbb{C} \) that \( A(\sigma) \) is ordinary if and only if \( A(\theta(\sigma)) \) is ordinary, although generally \( A(\sigma) \not\cong A(\theta(\sigma)) \). Therefore if \( \sigma \in S \), then \( \theta(\sigma) \in S \).

On the other hand \( S \) is not closed under finite unions: for \( \sigma_1 = \{z : |z| < 1\} \) and \( \sigma_2 = C \setminus \sigma_1 \), \( \sigma_1, \sigma_2 \) are in \( S \) but \( \sigma_1 \cup \sigma_2 = C \not\in S \). As we have seen above, it is possible for \( \sigma \subseteq \mathbb{C} \) and \( c \in \mathbb{C} : \sigma \in \tilde{S} \), but \( \sigma \cup \{c\} \not\in \tilde{S} \).

4. The algebra of entire functions. The algebra \( E \) of entire analytic functions drove our attention because of its simple spectral structure: by the well-known theorem of Picard, for each \( f \in E \setminus \mathbb{C} \), \( \rho(f) \) is either empty or consists of a single point. Other equivalent well-known formulations of the Picard theorem are the
following: if \( f \) and \( g \) are nonconstant entire functions then \( e^f + e^g \neq 1 \); or, if \( g_1, g_2, g_3 \) are three different entire functions with \( g_i(0) = 0 \) for \( i = 1, 2, 3 \), then the functions \( e^{g_1}, e^{g_2}, e^{g_3} \) are linearly independent.

Actually a much stronger result holds: in his proof of the Picard theorem, Borel proved the following theorem (see [1, p. 387] and also [5, p. 118]):

**Theorem (Borel).** The set \( \{e^g : g \text{ entire with } g(0) = 0\} \) is linearly independent.

In other words a set of invertible entire functions is linearly independent, provided any two different elements in the set are linearly independent.

We present first the proof of the equivalence of the formulations of the Picard theorem in the general case.

**Proposition 6.** The following two properties are equivalent for an algebra \( A \):

(i) For all \( x \in A \setminus \mathbb{C} \), \( \rho(x) \) consists of at most one point.

(ii) Each set of three different elements of \( A^* \) is linearly independent, provided each pair of its elements is linearly independent.

**Proof.** (i) \( \Rightarrow \) (ii) Let \( x, y, z \) be three elements as in (ii) and assume \( ax + by + cz = 0 \), \( a, b, c \) not all zero. Therefore \( a \neq 0 \), \( b \neq 0 \), \( c \neq 0 \). We have \( -axz^{-1} = byz^{-1} + c \), so \( 0 \) and \( -c \) are in \( \rho(byz^{-1}) \), but \( byz^{-1} \notin \mathbb{C} \) as \( y \) and \( z \) are linearly independent. This contradicts (i).

(ii) \( \Rightarrow \) (i) Let \( \alpha \neq \beta \) be in \( \rho(x) \), \( x \in A \setminus \mathbb{C} \). Then \( 1, x - \alpha, x - \beta \) are in \( A^* \), they are mutually independent, but not independent. \( \square \)

There is a natural topology on the algebra \( E \) of entire functions—the topology of uniform convergence on compact sets. It turns out that although \( E \) is not ordinary, q.m. functionals which are continuous with respect to this topology are multiplicative. In the proof of part 2 of the following theorem we use the ideas from the proof of Theorem 10.9 in [6].

**Theorem 7.** Let \( E \) be the algebra of entire functions.

1. Each multiplicative functional \( \varphi \) on \( E \) is of the form \( \varphi(f) = f(a) \) for a unique \( a \in \mathbb{C} \).

2. A q.m. continuous functional on \( E \) is multiplicative.

3. \( E \) is not ordinary. Moreover, the cardinality of the set of q.m. functionals on \( E \) is \( 2^{2^{2^{2^0}}} \) while the cardinality of the set of multiplicative functionals on \( E \) is \( 2^{2^{2^{2^0}}} \).

**Proof.** 1. Let \( \varphi \) be a multiplicative functional on \( E \). Set \( a = \varphi(z) \) (\( z \) is the function \( f(z) = z \)). Let \( f \in E \). Then \( f(z) - f(a) = (z - a)g(z) \) for some \( g \in E \). Hence

\[
\varphi(f - f(a)) = \varphi((z - a)g) = \varphi(z - a)\varphi(g) = (\varphi(z) - a)\varphi(g) = 0,
\]

that is \( \varphi(f) = f(a) \).

\( a \) is uniquely determined by \( \varphi \): \( a = \varphi(z) \). \( \square \)

---

1 additions. Professor W. Źelazko (Warsaw) informed us that the results of this theorem have appeared already in his paper: 7.2 in [7] and 7.3 in Colloq. Math. 28 (1973), 251–253.
2. We need the following two lemmas:

**Lemma a.** Let $g$ be an entire function, $g(0) = 1$, $g'(0) = 0$ and $0 < |g(z)| < e^{|az|}$ for all $z \in \mathbb{C}$ and some $\alpha > 0$. Then $g(z) = 1$ for all $z \in \mathbb{C}$.

**Proof.** Set $f(z) = g(z/\alpha)$ in Lemma 10.8 of [6]. □

**Lemma b.** If $(\alpha_n)_{n=0}^{\infty} \subseteq \mathbb{C}$ is a sequence such that for each sequence $(a_n)_{n=0}^{\infty} \subseteq \mathbb{C}$ with $\lim_{n \to \infty} |a_n|^{1/n} = 0$, $\lim_{n \to \infty} a_n \alpha_n = 0$ holds, then there exists $\alpha \in \mathbb{R}^+$, such that $|\alpha_n| < \alpha^n$ for all $n$.

**Proof.** Assume there exists no such $\alpha$. Then there exists a subsequence $(\alpha_{n_k})$ of $(\alpha_n)$ such that $|\alpha_{n_k}| > k^k$ for all $k > 1$. Define $a_{n_k} = 1/\alpha_{n_k}$, $a_n = 0$ for $n \not\in \{n_k\}$. Clearly $\lim_{n \to \infty} a_n^{1/n} = 0$, but $a_n \alpha_n = 1$ for all $k$. This contradiction proves the lemma. □

**Proof of Theorem 7.2.** Let $\varphi$ be a continuous q.m. functional on $A$. We may assume $\varphi(z) = 0$, since otherwise we consider $\psi(f) = \varphi(f(z - \varphi(z)))$. Set $\varphi(z^n) = \alpha_n$, $n = 0, 1, 2, \ldots$

If $(a_n) \subseteq \mathbb{C}$ is a sequence such that $\lim_{n \to \infty} |a_n|^{1/n} = 0$, then $f(z) = \sum_{n=0}^{\infty} a_n z^n$ is in $E$, and by the continuity of $\varphi$, $\varphi(f) = \sum_{n=0}^{\infty} a_n \alpha_n$, so by Lemma b, $|\alpha_n| < \alpha^n$ ($n = 0, 1, \ldots$) for some positive $\alpha$.

Set

$$g(z) = \sum_{n=0}^{\infty} \frac{\alpha_n}{n!} z^n.$$

Then

$$|\frac{\alpha_n}{n!}|^{1/n} \leq \frac{\alpha}{(n!)^{1/n}} \to 0,$$

that is, $g \in E$. We have $g(0) = \alpha_0 = 1$, $g'(0) = \alpha_1 = 0$ and also

$$|g(z)| \leq \sum_{n=0}^{\infty} \frac{|\alpha_n|}{n!} |z|^n \leq \sum_{n=0}^{\infty} \frac{\alpha^n |z|^n}{n!} = e^{\alpha |z|}.$$

Also, for all $\lambda \in \mathbb{C},$

$$\varphi(e^{\lambda z}) = \varphi\left( \sum_{n=0}^{\infty} \frac{\lambda^n z^n}{n!} \right) = \sum_{n=0}^{\infty} \frac{\lambda^n \alpha_n}{n!} = g(\lambda),$$

and since $e^{\lambda z} \in E^*$ and $\varphi$ is q.m. it follows that $g(\lambda) \neq 0$ for all $\lambda \in \mathbb{C}$. By Lemma a, $g(z) = 1$ for all $z \in \mathbb{C}$, that is, $\alpha_n = 0$ for all $n > 1$ and so, as $\varphi$ is continuous, $\varphi(f) = f(0)$ for all $f \in E$. □

Note that from the proof it follows that a continuous linear functional on $E$ which does not vanish on elements of the form $e^{\lambda z}$, $\lambda \in \mathbb{C}$ is multiplicative.

3. By the above-mentioned theorem of Borel one can define a linear functional on $E$ by assigning arbitrary nonzero values to the elements of the set $\{e^z: g \in E, g(0) = 0\}$ and then extending it to the whole of $E$. Such functionals are q.m. since each element of $E^*$ is of the form $ce^z$, $c \in \mathbb{C}^*$, $g(0) = 0$. Hence there exist $2^{2^\omega}$ q.m. functionals, and by 1, just $2^{2^\omega}$ multiplicative ones. □
Example 8. We present now an example of an algebra $A$ such that for each $x \in A \setminus C$, $\rho(x)$ consists of at most one point (that is, $A$ fulfills the analogue of Picard's theorem), but in contrast to $E$, $A$ is ordinary (so, in particular, $A$ does not fulfill the analogue of Borel's theorem).

Let $A$ denote the algebra of all elements in the ring of rational functions $C(X, Y)$ of the form $f(X, Y)/\prod_{i=1}^{n}(X + \lambda_i Y + \lambda_i^2)$, where $f(X, Y) \in C[X, Y]$ (the ring of polynomials in $X, Y$) and $\lambda_i \in C$. Let $\varphi$ be a linear functional on $A$ with $\varphi(1) = 1$. Then $\varphi(X + \lambda Y + \lambda^2) = \varphi(X) + \lambda \varphi(Y) + \lambda^2 = 0$ for a suitable $\lambda \in C$. Since $X + \lambda Y + \lambda^2 \in A^*$, it follows that there are no q.m. functionals on $A$, so $A$ is ordinary vacuously.

Assume that the property $|\rho(x)| < 1$ for all $x \in A$ does not hold. Then by Proposition 6 there exist three elements $f, g, h \in A^*$, any two of which being linearly independent such that $af + bg + ch = 0$, $a, b, c \in C$ not all zero so $a \neq 0$, $b \neq 0$, $c \neq 0$. By multiplying $f, g, h$ with their common denominator we may assume $f, g, h$ are polynomials in $C[X, Y]$. Furthermore we may assume that no two of the polynomials $f, g, h$ have prime factors in common in $C[X, Y]$ and that they are of the form

$$f(X, Y) = \prod_{i=1}^{n}(X + \lambda_i Y + \lambda_i^2), \quad g(X, Y) = \prod_{i=1}^{m}(X + \mu_i Y + \mu_i^2),$$

$$h(X, Y) = \prod_{i=1}^{k}(X + \nu_i Y + \nu_i^2).$$

We may assume $g \notin C, f \notin C$, so $n > 1, f(\lambda Y - \lambda_i^2, Y) = 0$,

$$bg(-\lambda Y - \lambda_i^2, Y) + ch(-\lambda Y - \lambda_i^2, Y) = 0,$$

$$g(-\lambda Y - \lambda_i^2, Y) = \prod_{i=1}^{m}((\mu_i - \lambda_i)Y + \mu_i^2 - \lambda_i^2),$$

so $-(\mu_i^2 - \lambda_i^2)/(\mu_i - \lambda_i) = -(\mu_i + \lambda_i)$ is a root of $g(-\lambda Y - \lambda_i^2, Y)$ as a polynomial in $C[Y]$. It follows that $-(\mu_i + \lambda_i)$ is also a root of $h(-\lambda Y - \lambda_i^2, Y)$ so there exist $1 < i < k$: $-(\mu_i + \lambda_i) = -(\mu_i + \lambda_i)$, contradicting the fact that $g$ and $h$ have no prime factors in common in $C[X, Y]$. □

It is easy to show that the algebra

$$B = \left\{ \frac{f(X, Y, Z)}{X^k Y^m(X + Y + Z)^l} : f(X, Y, Z) \in C[X, Y, Z] \right\} \subseteq C(X, Y, Z)$$

fulfills the Picard property, does not fulfill the Borel property and is not ordinary. We conclude that for general algebras the only connections between the three properties we have studied here are the following: the Borel property implies the Picard property and nonordinariness. On the other hand for algebras of the type $A(x)$ it is easy to show that the Picard property and the Borel property are equivalent.

For comparison with the Picard property we include here the following

Proposition 9. Let $A \neq C$ be an algebra such that $\rho(x) = \emptyset$ for all $x \in A \setminus C$ (that is, there are no invertible elements apart from nonzero scalars). Then $A$ is not ordinary.
PROOF. Let $A = C \oplus V$, where $V$ is a linear subspace of $A$. Let $0 \neq v_0 \in V$. If $v_0^2 \not\in C + C v_0$, then clearly we may define a linear functional such that $\varphi(1) = 1$, $\varphi(v_0^2) \neq \varphi(v_0)^2$, and so $A$ is not ordinary. Assume $v_0^2 = \alpha + \beta v_0$. Choose a scalar $c_0$ such that $c_0^2 \neq \alpha + \beta c_0$ and let $\varphi$ be a linear functional such that $\varphi(1) = 1$, $\varphi(v_0) = c_0$ and so $\varphi(v_0^2) \neq \varphi(v_0)^2$. $A$ is not ordinary. □

On the other hand if there exists in an algebra $A$ an element $x$ such that $\sigma(x) = \emptyset$, then $A$ is ordinary vacuously (there are no q.m. functionals on $A$). The existence of $x$ with $\sigma(x) = \emptyset$ is equivalent to the property: $A$ contains a field $F \supsetneq C$.

5. Remarks on the global case. Given an algebra $A$, which conditions on $A$ imply ordinariness? Clearly such a condition is "$A(x)$ is ordinary for all $x$ in $A$" and so we can globalize Theorem 5. For example if $\sigma(x)$ is of measure zero or nondense in $C$ for any $x$ in $A$, then $A$ is ordinary. Nevertheless $A$ may be ordinary and $A(x)$ not ordinary for any $x \in A \setminus C$ (see Example 8 above). This shows that the class of ordinary algebras is not closed with respect to subalgebras, although, as it is easy to show, it is closed with respect to homomorphic images. Even in ordinary algebras of the type $A(\sigma)$ may exist elements $x$ such that $\rho(x) = \emptyset$ and so $A(x) \cong \mathbb{Q}[X]$ is not ordinary. Furthermore we have the following

Example of an ordinary algebra $A(\sigma)$ such that any element $x$ in $A(\sigma)$ is a sum $x = y + z$, with $\rho(y) = \rho(z) = \emptyset$.

Let $\sigma = \{ z \in C : |z| > 1 \}$. Then $A(\sigma)$ is ordinary by Theorem 5(c)(i). Let $f/g \in A(\sigma)$, where $f, g$ are in $\mathbb{Q}[X]$, $g \in A(\sigma)^*$. Let $n = \max(\deg f, \deg g)$ (take $n = \deg g$ for $f = 0$). We have $f/g = y + z$ where

$$y = \frac{f + X^{n+2} + (n + 2)X^{n+1}}{g} \quad \text{and} \quad z = -\frac{X^{n+2} + (n + 2)X^{n+1}}{g}.$$

If $\beta_i (1 \leq i \leq n + 2)$ are the roots of the polynomial $X^{n+2} + (n + 2)X^{n+1} + f(X) - \sigma g(X)$, then $\sum_{i=1}^{n+2} \beta_i = -(n + 2)$, so there exists $i$: $|\beta_i| > 1$, $\beta_i \in \sigma$. It follows that $\alpha = y(\beta_i) \in \sigma(y) = \sigma(y)$, so $\sigma(y) = \mathbb{C}$. Similarly $\sigma(z) = \mathbb{C}$.

The algebra $A = \mathbb{C}(X)[Y]$ is also ordinary and any element $x$ in $A$ is a sum $x = y + z$, where $\rho(y) = \rho(z) = \emptyset$. □

PROPOSITION 10. The following conditions on an algebra $A$ are equivalent:
(i) The spectrum of every element in $A$ is bounded.
(ii) The spectrum of every element in $A$ is closed and differs from $C$.
(iii) The spectrum of every element in $A$ is compact.

Under these conditions $A$ is ordinary.

PROOF. (i) ⇒ (ii) Assume there is $x$ in $A$ such that $\sigma(x)$ is not closed and let $\alpha \in \sigma(x) \setminus \sigma(x)$. Then $x - \alpha \in A^*$ and $\sigma(1/(x - \alpha)) = 1/(\sigma - \alpha)$ is not bounded, contradicting (i).

(ii) ⇒ (i) Assume there is $x$ in $A$ such that $\sigma(x)$ is not bounded. Let $\alpha \in C \setminus \sigma(x) = \rho(x)$. Then $\sigma(1/(x - \alpha)) = 1/(\sigma - \alpha)$ is not closed because

$$0 \in \sigma(1/(x - \alpha)) \setminus \sigma(1/(x - \alpha)).$$

EXAMPLE. For $\sigma = \mathbb{R}$ it can be shown that the spectrum of any element in $A(\sigma)$ is not dense in $C$, but $\sigma(X) = \mathbb{R}$ is not bounded. □
If we assume $\sigma(x) \neq C$ for all $x$ in $A$ (that is $\rho(x) \neq \emptyset$), but drop the assumption that $\sigma(x)$ is closed in Proposition 10(ii), then the next example shows that $A$ may be not ordinary (even if $A$ is of the type $A(\sigma)$). This holds in spite of the fact that in this case $\rho(x)$ is a “large set”--for all $x$ in $A$, $\rho(x) + \rho(x) = C$. (Indeed let $x \in A$ and $a \in C$. If $\lambda \in \rho(x^2 - ax)$, then $x^2 - ax - \lambda = (x - \alpha)(x - \beta) \in A^*$, hence $\alpha, \beta \in \rho(x)$ and $\alpha + \beta = a$, that is, $C = \rho(x) + \rho(x)$.)

Example. Let $R \subsetneq C$ be an integrally closed domain whose field of quotients is $C$. (E.g. take for $R \subsetneq C$ a valuation ring for $C$. We recall that an integral domain $R$ is called integrally closed if any element of the field of quotients of $R$ which is a root of a monic polynomial over $R$ belongs to $R$.)

Let $\rho = \{1/r: 0 \neq r \in R\}$ and $\sigma \in C \setminus \rho$. Then $0 \in \sigma$, $1/\rho \subseteq R \subseteq C$, so $A(\sigma)$ is not ordinary by Theorem 5(b)(3).

Claim. A polynomial $f(X)$ is in $A(\sigma)^*$ if and only if $f(X) = c_0 g(X)$ for $c_0 \in C^*$ and $g(X) \in R[X]$ with $g(0) = 1$.

Proof. Let $f(X) \in A(\sigma)^*$,

$$f(X) = c \prod_{i=1}^{n} \left( X - \frac{1}{r_i} \right), \quad 0 \neq r_i \in R.$$ 

Set

$$c_0 = \frac{c(-1)^n}{\prod_{i=1}^{n} r_i}, \quad g(X) = (-1)^n \prod_{i=1}^{n} (r_i X - 1).$$

Then $f(X) = c_0 g(X)$, $g(X) \in R[X]$, $g(0) = 1$. Conversely, let $g(X) \in R[X]$, $g(0) = 1$, that is, $g(X) = \sum_{k=0}^{n} r_k X^k$, $r_k \in R$, $r_0 = 1$. Let $\lambda \in C$ be a root of $g(X)$. Then $X^r g(1/X) = \sum_{k=0}^{n} r_k X^{n-k}$ is a monic polynomial in $R[X]$ and $1/\lambda$ is a root of this polynomial, as $(1/\lambda^n) g(1/(1/\lambda)) = (1/\lambda^n) g(\lambda) = 0$. As $R$ is integrally closed, we have $1/\lambda \in R$, $\lambda \in \rho$, so $g(X) \in A(\sigma)^*$. This completes the proof of our claim.

Let $0 \neq x$ be any element of $A$. By the claim above and using the fact that $C$ is the field of quotients of $R$, we see that $x$ is of the form $x = cf/g$, where $c \in C^*$, $f(X)$, $g(X)$ are in $R[X]$, $g(0) = 1$.

Then for $\lambda = cf(0) - 1$ we have $x - \lambda = c(f(X) - g(X)(f(0) - 1))/g(X)$. By the claim above the numerator is in $A(\sigma)^*$, so $\lambda \in \rho(x)$, $\rho(x) \neq \emptyset$. □

We conclude from the last two sections that the spectral approach is not satisfactory in the global case.
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