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ABSTRACT. If $\mu$ is a measure on a locally compact abelian group with its positive and negative convolution powers bounded in norm by $K < \frac{1}{3}(4 \cos(\pi/9) + 1) \sim 1.58626$, then $\mu$ has the form $\mu = \lambda(\cos \theta \delta_x + i \sin \theta \delta_{xu})$ where $|\lambda| = 1$ and $u^2 = e$. Applications to isomorphism theorems are given. In particular, if $G_1$ and $G_2$ are l.c.a. groups and $T$ is an isomorphism of $L^1(G_1)$ onto $L^1(G_2)$ with $\|T\| < \frac{1}{3}(4 \cos(\pi/9) + 1)$, then either $G_1$ and $G_2$ are isomorphic, or they both have subgroups of order 2 with isomorphic quotients.

1. Introduction. In this paper, we characterize all measures on a locally compact abelian group that have the norms of their (positive and negative) convolution powers bounded by a number $K < \frac{1}{3}(4 \cos(\pi/9) + 1) \sim 1.58626$. In fact, such measures are supported on a coset of a subgroup of order 2 and have the form

(1) $\mu = \lambda(\cos \theta \delta_x + i \sin \theta \delta_{xu})$

where $u^2 = e$ and $|\lambda| = 1$. These measures actually have the norms of their convolution powers bounded by $\sqrt{2}$. The result is the best possible in the sense that there is a measure supported on a group of order 3 which has its powers bounded in norm by $\frac{1}{3}(4 \cos(\pi/9) + 1)$. For example

$$\mu = \frac{1}{3} \left(1 + 2 \cos \frac{2\pi}{9}\right) \delta_x + \frac{1}{3} \left(1 + 2 \cos \frac{8\pi}{9}\right) \delta_u + \frac{1}{3} \left(1 + 2 \cos \frac{14\pi}{9}\right) \delta_u^2$$

where $u^3 = e$.

This paper may be thought of as a continuation—and improvement—of [3]. Characterizing measures with powers bounded in norm by $K$ is equivalent to the problem of characterizing homomorphisms between group algebras with norm less than $K$. If $T: l_1(G_1) \to l_1(G_2)$ is a homomorphism with $\|T\| < K$, then for $x \in G_1$, $Tx \in l_1(G_2)$ is a measure with powers norm-bounded by $K$. Conversely, if $\mu$ is a measure on $G$ with powers norm-bounded by $K$, then there is a homomorphism of $l_1(\mathbb{Z})$ into $l_1(G)$ with norm less than $K$ defined by

$$T\left(\sum_{-\infty}^{\infty} \lambda_n \delta_n\right) = \sum_{n=-\infty}^{\infty} \lambda_n \mu^n.$$
Thus in [3], it is implicit that measures with powers norm-bounded by $K < \sqrt{2}$ have the form (1) with $\theta = 2\pi/n$ for an odd number $n$. The methods used there did not give a result even for $K = \sqrt{2}$.

Here, we show that when $K = \sqrt{2}$, then measures have the form (1) without restriction on $\theta$. We also show that no measures exist where the precise bound is between $\sqrt{2}$ and $\frac{1}{3}(4 \cos(\pi/9) + 1)$.

In [3], it was shown that there is an algebra isomorphism of $l_1(\mathbb{Z} \times \mathbb{Z})$ onto $l_1(\mathbb{Z}_4)$ with norm $\sqrt{2}$. This occurs because the two groups concerned each have a subgroup of order 2 and their quotients are isomorphic. In §3, we show that if $T$ is an algebra isomorphism of $l_1(G_1)$ onto $l_1(G_2)$ with norm less than $\frac{1}{3}(4 \cos(\pi/9) + 1)$,

then either $G_1$ and $G_2$ are isomorphic, or they each have a subgroup of order 2 and their quotients are isomorphic. In particular, if the groups have no elements of order 2, then $G_1$ and $G_2$ must be isomorphic. This last result is best possible, since there is an isomorphism of $l_1(\mathbb{Z}_3 \times \mathbb{Z}_3)$ onto $l_1(\mathbb{Z}_9)$ with norm precisely $\frac{1}{3}(4 \cos(\pi/9) + 1)$.

(See Example in §3.)

The general method is similar to that contained in [3], but the estimates here have to be made much more carefully. Sometimes the estimates are incredibly close—a pocket calculator is essential! It is perhaps surprising that the characterization of measures with bounded powers in [5] and homomorphisms in [4] seem to be no help in proving these quantitative results.

The first lemma gives the estimates which arise from an $l_1$-sequence with norm $K$ and $l_2$-norm equal to 1. No properties of groups are used, and these are the estimates that provide the improvement to [3].

**Lemma 1.** If $(\alpha_i) \in l_1$ with $\sum |\alpha_i| = K$ and $\sum |\alpha_i|^2 = 1$, then if $|\alpha_1| > |\alpha_2| > |\alpha_3| > \ldots$,

(a) \[ |\alpha_1| > \max \left\{ \frac{1}{K}, \frac{K}{3} + \frac{1}{3} \sqrt{\left( \frac{3 - K^2}{2} \right)} \right\}, \]

(b) \[ |\alpha_2| > \frac{1 - |\alpha_1|^2}{K - |\alpha_1|}, \]

(c) \[ |\alpha_2| > \frac{1}{2} (K - |\alpha_1|) + \sqrt{\left\{ \frac{1}{2} (1 - |\alpha_1|^2) - \frac{1}{4} (K - |\alpha_1|)^2 \right\}} \]

whenever the expression under the square root is positive i.e. when

\[ |\alpha_1| < \frac{1}{3} K + \frac{2}{3} \sqrt{\left( \frac{3 - K^2}{2} \right)}. \]
In particular, if $K < \frac{1}{3}(4 \cos(\pi/9) + 1)$,
(e) $|\alpha_1| > 0.69269$,
(f) $|\alpha_2| < 0.36481$.

PROOF. The first part of (a) is simply the inequality

$$\left( \max_i |\alpha_i| \right) \left( \sum_{i=1}^\infty |\alpha_i| \right) > \sum_{i=1}^\infty |\alpha_i|^2 = 1$$

while (b) is

$$\left( \max_{i > 2} |\alpha_i| \right) \left( \sum_{i=2}^\infty |\alpha_i| \right) > \sum_{i=2}^\infty |\alpha_i|^2.$$  

For (c), we have

$$\sum_{i=3}^\infty |\alpha_i|^2 < \left( \sum_{i=3}^\infty |\alpha_i| \right)^2$$

which is the same as

$$1 - |\alpha_1|^2 - |\alpha_2|^2 < (K - |\alpha_1| - |\alpha_2|)^2.$$  

Rearranging this as a condition on $|\alpha_2|$ gives (c). The second part of (a) is obtained by putting $|\alpha_2| < |\alpha_1|$ in inequality (c), and solving for $|\alpha_1|$.

For (d), consider the following two cases.

(1) If

$$|\alpha_1| < \frac{1}{3} K + \frac{2}{3} \sqrt{\frac{3 - K^2}{2}},$$

then by (c) we have

$$|\alpha_1| + |\alpha_2| > \frac{1}{2} \left( K + |\alpha_1| \right) + \sqrt{\left( \frac{1}{2} \left( 1 - |\alpha_1|^2 \right) - \frac{1}{4} (K - |\alpha_1|)^2 \right)}$$

which decreases as $|\alpha_1|$ increases, since the derivative with respect to $|\alpha_1|$ is

$$\frac{1}{2} - \frac{1}{4} (3|\alpha_1| - K) \left( \frac{1}{2} \left( 1 - |\alpha_1|^2 \right) - \frac{1}{4} (K - |\alpha_1|)^2 \right)^{-1/2}$$

which is negative since

$$|\alpha_1| > \frac{1}{3} K + \frac{1}{3} \sqrt{\frac{3 - K^2}{2}}$$

by (a). Thus

$$|\alpha_1| + |\alpha_2| > \frac{1}{2} K + \frac{1}{2} \left( \frac{1}{3} K + \frac{2}{3} \sqrt{\frac{3 - K^2}{2}} \right)$$

$$= \frac{2}{3} K + \frac{1}{3} \sqrt{\frac{3 - K^2}{2}}.$$
Now

$$|\alpha_3| < K - |\alpha_1| - |\alpha_2| < \frac{1}{3} K - \frac{1}{3} \sqrt{\left(\frac{3 - K^2}{2}\right)}.$$  

(2) If

$$|\alpha_1| > \frac{1}{3} K + \frac{2}{3} \sqrt{\left(\frac{3 - K^2}{2}\right)},$$

then we have

$$|\alpha_3| < \sqrt{\frac{1}{2} \left(1 - |\alpha_1|^2\right)} < \sqrt{\frac{1}{2} \left(1 - \left(\frac{1}{3} K + \frac{2}{3} \sqrt{\left(\frac{3 - K^2}{2}\right)}\right)^2\right)}$$

$$= \frac{1}{2} \left[1 - \frac{1}{9} K^2 - \frac{4}{9} K \sqrt{\left(\frac{3 - K^2}{2}\right)} - \frac{4}{9} \left(\frac{3 - K^2}{2}\right)\right]$$

$$= \frac{1}{2} \left[\frac{1}{3} + \frac{1}{9} K^2 - \frac{4}{9} K \sqrt{\left(\frac{3 - K^2}{2}\right)}\right] = \frac{1}{3} K - \frac{1}{3} \sqrt{\left(\frac{3 - K^2}{2}\right)}.$$  

Thus (d) is proved, and (e) and (f) follows from (a) and (d) by substitution. This completes the lemma.

Note that $|\alpha_1| + |\alpha_2| > \min\{1, 2/K\}$. For, by Lemma 1(b) $|\alpha_1| + |\alpha_2| > |\alpha_1| + ((1 - |\alpha_1|^2)/(K - |\alpha_1|))$ which is a convex function of $|\alpha_1|$. Hence, since $1/K < |\alpha_1| < 1$, $|\alpha_1| + |\alpha_2| > \min\{1, 2/K\}$.

2. Measures with bounded powers. Let $G$ be an abelian group. For most of this section we will not be concerned with any topological property of the group. In $l_1(G)$, the convolution of $\mu$ and $\nu$ will be denoted by $\mu \ast \nu$, and the adjoint of $\mu$ by $\mu^\ast$ i.e. if $\mu = \sum_{x \in G} a(x)x$, $\mu^\ast = \sum_{x \in G} \bar{a}(x)x^{-1}$. The first lemma is essentially Proposition 2.2 of [3].

Lemma 2. If $\mu \in l_1(G)$ has norm-bounded convolution powers, then $\mu^\ast = \mu^{-1}$. In particular $\|\mu\|_2 = 1$.

We consider first the case where the identity $e$ of the group has the largest coefficient for all powers of $\mu$. (Here we use the phrase ‘the largest coefficient’ to mean a coefficient whose modulus is greater than or equal to the modulus of all other coefficients. Thus uniqueness is not implied and we avoid repetitive use of ‘modulus’.)

We obtain a result which is slightly better than is required for this paper, but which is not best possible—see remark after Theorem 1.

Theorem 1. If $\mu \in l_1(G)$ has its powers norm-bounded by $5/3$, and if $e$ has the largest coefficient in $\mu^{2^n}$ for all $n$, then $\mu = \lambda e$ with $|\lambda| = 1$.

Proof. Let $\mu^{2^n} = \alpha_n e + \beta_n u_N + f_n$ where $|\alpha_n| > |\beta_n| > \text{all coefficients in } f_n$. Let $M = \sup_n |\beta_n|$, and fix $\epsilon > 0$. Choose $N$ such that $|\beta_N| > M/(1 + \epsilon)$. To simplify notation, we will write $\alpha$ for $\alpha_N$, $\beta$ for $\beta_N$, $u$ for $u_N$, $f$ for $f_N$. Then

$$\mu^{2^n+1} = \mu^{2^n} \ast \mu^{2^n} = (\alpha e + \beta u + f) \ast (\alpha e + \beta u + f)$$

$$= \alpha^2 e + 2\alpha \beta u + \beta^2 u^2 + 2\alpha f + 2\beta u \ast f + f \ast f.$$
Now if \( f = \sum \gamma(x)x \), the coefficient of \( u \) in \( f \ast f \) is \( \sum \gamma(xu)\gamma(x^{-1}) \) and this has modulus \( < \sum |\gamma(xu)\gamma(x^{-1})| < \sum |\gamma(x)|^2 = \| f \|^2 \) by the Cauchy-Schwarz inequality. Hence the coefficient of \( u \) in \( \mu^{2n+1} \) has modulus \( > 2|\alpha\beta| - \| f \|^2 = 2|\alpha\beta| - (1 - |\alpha|^2 - |\beta|^2) = (|\alpha| + |\beta|)^2 - 1 \), using the fact that \( \| \mu^{2n} \|^2 = 1 \). By definition of \( M \), we have

\[
(|\alpha| + |\beta|)^2 - 1 < M < |\beta|(1 + \varepsilon), \quad \text{i.e.} \quad |\alpha| < \sqrt{(|\beta| + \varepsilon|\beta| + 1) - |\beta|}.
\]

But, by Lemma 1(b), \( |\beta| > ((1 - |\alpha|^2)/(K - |\alpha|)) \) which decreases as \( |\alpha| \) increases over the interval \([1/K, K] \). \((|\alpha| > 1/K \) by Lemma 1(a)). Hence

\[
|\beta| > \frac{1 - \sqrt{(|\beta| + \varepsilon|\beta| + 1) - |\beta|}}{K - \sqrt{(|\beta| + \varepsilon|\beta| + 1) - |\beta|}}
\]

i.e.

\[
K|\beta| - |\beta|\sqrt{(|\beta| + \varepsilon|\beta| + 1) + |\beta|^2} > 1 - \left[ |\beta| + \varepsilon|\beta| + 1 + |\beta|^2 - 2|\beta|\sqrt{(|\beta| + \varepsilon|\beta| + 1)} \right]
\]

or

\[
2|\beta|^2 + (K + 1 + \varepsilon)|\beta| - 3|\beta|\sqrt{|\beta| + \varepsilon|\beta| + 1}) > 0.
\]

Therefore \( |\beta| = 0 \) or \( 2|\beta| + K + 1 + \varepsilon - 3\sqrt{|\beta| + \varepsilon|\beta| + 1}) > 0 \). If \( \varepsilon = 0 \), this last condition becomes

\[
(2|\beta| + K + 1)^2 > 9(|\beta| + 1)
\]

or

\[
|\beta| > \sqrt{\frac{153}{64} - \frac{9K}{8}} - \frac{1}{2}(K - \frac{5}{4})
\]

\[
> \frac{\sqrt{33} - 5}{24} \quad \text{since} \ K < \frac{5}{3}
\]

\[
> 0.50974.
\]

Thus, by continuity, there exists \( \varepsilon > 0 \) for which the corresponding \( \beta \) must satisfy either \( |\beta| = 0 \) or \( |\beta| > \frac{1}{2} \). In fact, since \( |\alpha| < \sqrt{|\beta| + \varepsilon|\beta| + 1) - |\beta|} \), we may assume that if \( |\beta| \neq 0 \), we have \( |\alpha| < \sqrt{\frac{3}{2} - \frac{1}{2} < 0.725}. \) By Lemma 1(c)

\[
|\alpha| + |\beta| > \frac{K + |\alpha|}{2} + \sqrt{\left[ \frac{1}{2}(1 - |\alpha|^2) - \frac{1}{4}(K - |\alpha|^2) \right]}
\]

which, as in the proof of Lemma 1, decreases as \( |\alpha| \) increases. Therefore

\[
|\alpha| + |\beta| > \frac{K + \frac{725}{2}}{2} + \sqrt{\left[ \frac{1}{2}(1 - (0.725)^2) - \frac{1}{4}(K - 0.725)^2 \right]}
\]

This is a concave function of \( K \), since the second derivative is negative, and so has its minimum value in \( 1 < K < \frac{5}{3} \) at \( K = 1 \) or \( K = \frac{5}{3} \). But at \( K = 1 \), the value is \( > 1.329 \) and at \( K = \frac{5}{3} \), it is bigger than 1.32. Thus

\[
|\alpha| + |\beta| > 1.32.
\]

But this makes \( M > (|\alpha| + |\beta|)^2 - 1 > 0.74 \) which is a contradiction (since \( |\alpha_n|^2 + |\beta_n|^2 < 1 \), and \( |\alpha_n| > |\beta_n| \) must mean \( |\beta_n| < 1/\sqrt{2} \). This means that \( |\beta| = 0 \), and hence \( M = 0 \). The result is proved.
This is clearly not the best possible result. The proof given here can be used for a number slightly bigger than \( \frac{3}{2} \). However, it is conceivable that the result is true without any restriction on \( K \).

**Conjecture.** If \( \mu \in l^1(G) \) has norm-bounded powers and \( e \) has the largest coefficient for all powers of \( \mu \), then \( \mu = \lambda e \) with \( |\lambda| = 1 \).

We now look at the case when \( e \) does not always have the largest coefficient. We show first that the only other elements of the group that appear with the largest coefficient in \( \mu^n \), for some \( n \), must have order 2. We need two lemmas.

**Lemma 3.** Let \( \mu^* = \mu^{-1} \) and \( \mu = \alpha e + \beta u + f \) with \( u^2 \neq e \) and \( |\alpha| > |\beta| \geq \text{all coefficients in } f \). Then

\[
|\alpha| + |\beta| < \frac{1}{2}(\|\mu\| + 1).
\]

**Proof.** Now \( \mu^* = \bar{\alpha} e + \bar{\beta} u^{-1} + f^* \). By Lemma 2,

\[
|\alpha|^2 + |\beta|^2 + \|f\|^2 = 1.
\]

Also \( |\alpha| + |\beta| + \|f\| = \|\mu\| = K \) say. The coefficient of \( u \) in \( \mu \ast \mu^* \) is zero. We consider two cases.

(1) If \( u^3 = e \), let \( f = \gamma u^{-1} + g \).

Then the coefficient of \( u \) in \( \mu \ast \mu^* \) gives

\[
|\alpha\beta + \alpha\gamma + \beta\gamma| < \|g\|^2.
\]

Hence \( |\alpha\beta| < (|\alpha| + |\beta|)|\gamma| + (\|f\|^2 - |\gamma|^2) \), which is an increasing function of \( |\gamma| \) for \( 0 < |\gamma| < \|f\| \). Hence \( |\alpha\beta| < (|\alpha| + |\beta|)\|f\| \).

(2) If \( u^3 \neq e \), let \( f = \gamma u^{-1} + \delta u^2 + g \).

Then the coefficient of \( u \) in \( \mu \ast \mu^* \) gives

\[
|\alpha\beta + \alpha\gamma + \beta\delta| < (\|f\|^2 - |\gamma|^2)^{1/2}(\|f\|^2 - |\delta|^2)^{1/2}.
\]

Hence \( |\alpha\beta| < |\alpha| |\gamma| + |\beta| |\delta| + (\|f\|^2 - |\gamma|^2)^{1/2}(\|f\|^2 - |\delta|^2)^{1/2} \), which, for fixed \( |\gamma| \), is an increasing function of \( |\delta| \) for \( 0 < |\delta| < |\gamma| \). Hence, by symmetry

\[
|\alpha\beta| < (|\alpha| + |\beta|)\theta + (\|f\|^2 - \theta^2), \quad \text{where } \theta = \max(|\gamma|, |\delta|).
\]

Now, as in (1), since \( \theta < \|f\| \), \( |\alpha\beta| < (|\alpha| + |\beta|)\|f\| \). Thus, in either case, we have \( |\alpha\beta| < (|\alpha| + |\beta|)\|f\| \). Now

\[
|\alpha\beta| = \frac{1}{2}\left[(|\alpha| + |\beta|)^2 - |\alpha|^2 - |\beta|^2\right] = \frac{1}{2}\left[(|\alpha| + |\beta|)^2 - 1 + \|f\|^2\right].
\]

Therefore

\[
(|\alpha| + |\beta|)^2 - 1 + \|f\|^2 < 2(|\alpha| + |\beta|)\|f\|
\]
i.e.

\[
(|\alpha| + |\beta| - \|f\|)^2 < 1
\]
or

\[
|\alpha| + |\beta| < 1 + \|f\| < 1 + \|f\|_1 < 1 + (K - |\alpha| - |\beta|)
\]
and the result follows.
Lemma 4. If $\mu^* = \mu^{-1}$, $\| \mu \| = K$, $\mu = \alpha e + \beta u + f$ where $|\alpha| > |\beta|$ $> \text{coefficients of } f$. Then $|\alpha| + |\beta| \leq (K + 1)/2$ implies that

$$|\alpha| > \frac{1}{2} \{ K + 1 + \sqrt{(K + 1)(5 - 3K)} \}.$$

Proof. By Lemma 1(c), either

$$|\alpha| > \frac{K}{3} + \frac{2}{3} \sqrt{\frac{3 - K^2}{2}}$$

or

$$|\beta| > \frac{1}{2} (K - |\alpha|) + \sqrt{\left( \frac{1}{4} (1 - |\beta|^2) - \frac{1}{4} (K - |\alpha|)^2 \right)}.$$

In the latter case,

$$|\alpha| + |\beta| > \frac{1}{2} (K + |\alpha|) + \sqrt{\left( \frac{1}{4} (1 - |\beta|^2) - \frac{1}{4} (K - |\alpha|)^2 \right)}.$$

Since $|\alpha| + |\beta| < \frac{1}{2}(K + 1)$, we have

$$\frac{1}{4} (1 - |\alpha|) > \sqrt{\left( \frac{1}{4} (1 - |\beta|^2) - \frac{1}{4} (K - |\alpha|)^2 \right)}.$$

Simplifying, we obtain

$$\frac{1}{4} (K - |\alpha|)^2 > \frac{1}{2} (1 - |\beta|^2) - \frac{1}{4} (1 - |\alpha|)^2 = \frac{1}{4} (1 + 2|\alpha| - 3|\alpha|^2)$$

or

$$\frac{1}{4} K^2 > \frac{1}{4} + \frac{1}{2} (K + 1)|\alpha| - |\alpha|^2$$

which becomes $|\alpha| > \frac{1}{4} \{ K + 1 + \sqrt{(K + 1)(5 - 3K)} \}$. Thus, the result is proved if we can show that

$$\frac{1}{3} K + \frac{2}{3} \sqrt{\frac{3 - K^2}{2}} > \frac{1}{4} \{ K + 1 + \sqrt{(K + 1)(5 - 3K)} \}.$$

But this is equivalent to

$$\frac{4}{9} \left( \frac{3 - K^2}{2} \right) > \left\{ \frac{3 - K}{12} + \frac{1}{4} \sqrt{(K + 1)(5 - 3K)} \right\}^2$$

$$= \frac{3}{8} + \frac{1}{12} K - \frac{26}{144} K^2 + \frac{1}{24} (3 - K) \sqrt{(K + 1)(5 - 3K)}$$

i.e.

$$(7 - 2K - K^2) > (3 - K) \sqrt{(K + 1)(5 - 3K)}$$

or

$$(7 - 2K - K^2)^2 > (3 - K)^2 (K + 1)(5 - 3K).$$

But this is equivalent to $(K - 1)^4 > 0$ which is certainly true.

From now on we assume that $K < \frac{1}{3} (4 \cos(\pi/9) + 1)$.

Theorem 2. Let $\mu = \alpha e + \beta u + f$, $\mu^* = \mu^{-1}$, where $|\alpha|$ is the largest coefficient in $\mu$ and $u$ has the largest coefficient in $\mu^2$. If $\| \mu \| < K$ and $\| \mu^2 \| < K$, then $|\beta|$ is the second largest coefficient in $\mu$ and $u^2 = e$. 
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Proof. Suppose that $|\beta|$ is not the second largest coefficient, and that $\mu = ae + \beta u + \gamma v + g$ where $|\gamma|$ is the second largest coefficient. We obtain a contradiction by considering two cases:

Case 1. $|\alpha| < 0.83$. By Lemma 1(c)

$$|\alpha| + |\gamma| > \frac{1}{2}(K + |\alpha|) + \sqrt{\frac{1}{2} (1 - |\alpha|^2) - \frac{1}{4}(K - |\alpha|^2)}$$

which, as in Lemma 1, decreases as $|\alpha|$ increases. Therefore $|\alpha| + |\gamma| > 1.32$. But the coefficient of $v$ in $\mu^2$ has modulus

$$2|\alpha| - (1 - |\alpha|^2 - |\gamma|^2) = (|\alpha| + |\gamma|)^2 - 1 > 0.74.$$

But this contradicts the fact that $u$ has the largest coefficient in $\mu^2$.

Case 2. $|\alpha| > 0.83$. Now the coefficient of $e$ in $\mu^2$ has modulus $> |\alpha|^2 - (1 - |\alpha|^2) = 2|\alpha|^2 - 1 > 0.37$. By Lemma 1(f), this cannot be the third largest coefficient in $\mu^2$, so it must be the second. Thus the coefficient of $v$ in $\mu^2$ cannot be the second largest, and so by Lemma 1(f) again has modulus $< 0.36481$ i.e.

$$2|\alpha| - (1 - |\alpha|^2 - |\gamma|^2) < 0.36481 \text{ or } |\alpha| + |\gamma| < \sqrt{1.365} < 1.169.$$ Now Lemma 1(b) implies that

$$|\alpha| + |\gamma| > |\alpha| + \frac{1}{K - |\alpha|}$$

and so

$$1 + K|\alpha| - 2|\alpha|^2 < 1.169(K - |\alpha|)$$

which implies $|\alpha| > 0.9$ and $|\gamma| < 0.269$. Since $|\beta| < |\gamma|$, $|\beta| < 0.269$ and $|\alpha| - |\beta| > 0.63$. But the coefficient of $u$ in $\mu^2$ has modulus less than $2|\alpha\beta| + (1 - |\alpha|^2 - |\beta|^2) = 1 - (|\alpha| - |\beta|)^2 < 0.61$. This again contradicts the fact that $u$ has the largest coefficient in $\mu^2$. Thus we have proved that $|\beta|$ is the second largest coefficient in $\mu$.

Now suppose that $u \neq e$. Then, by Lemma 3, $|\alpha| + |\beta| < \frac{1}{2}(K + 1)$. Also by Lemma 4,

$$|\alpha| > \frac{1}{4}(K + 1 + \sqrt{(K + 1)(5 - 3K)})$$

which decreases with $K$, and so $|\alpha| > 0.844$. Hence the coefficient of $e$ in $\mu^2$ has modulus greater than $2|\alpha|^2 - 1 > 0.424$. By Lemma 1(f), this must be the second largest coefficient in $\mu^2$. Thus we can apply Lemma 4 to $\mu^2$ to obtain that the coefficient of $u$ in $\mu^2$ has modulus greater than

$$\frac{1}{4}(K + 1) + \frac{1}{4}\sqrt{K + 1}(5 - 3K).$$

This modulus is less than $2|\alpha\beta| + ||f||_2^2$. But

$$2|\alpha\beta| + ||f||_2^2 = (|\alpha| + |\beta|)^2 + 2||f||_2^2 - 1$$

$$< (|\alpha| + |\beta|)^2 + 2(K - |\alpha| - |\beta|)^2 - 1$$

which is a concave function of $|\alpha| + |\beta|$. Since $1 < |\alpha| + |\beta| < \frac{1}{2}(K + 1)$ (see note after Lemma 1), we have

$$2|\alpha\beta| + ||f||_2^2 < \max\left\{\left(\frac{K + 1}{2}\right)^2 + 2\left(\frac{K - 1}{2}\right)^2 - 1, 2(K - 1)^2\right\}.$$
But
\[
\left( \frac{K + 1}{2} \right)^2 + 2 \left( \frac{K - 1}{2} \right)^2 - 1 = \frac{3}{4} K^2 - \frac{1}{2} K - \frac{1}{4} > (K - 1)^2
\]
since \( |K - \frac{1}{2}|^2 < \frac{24}{25} \). Hence
\[
(2) \quad 2|\alpha \beta| + \|f\|_2^2 < \frac{3}{4} K^2 - \frac{1}{2} K - \frac{1}{4}
\]
From (1) and (2)
\[
\frac{1}{4}(K + 1) + \frac{1}{4} \sqrt{(K + 1)(5 - 3K)} < \frac{3}{4} K^2 - \frac{1}{2} K - \frac{1}{4}
\]
i.e.
\[
\frac{1}{16}(K + 1)(5 - 3K) < \left( \frac{3}{4} K^2 - \frac{3}{4} K - \frac{1}{2} \right)^2
\]
or
\[
5 + 2K - 3K^2 < 9K^4 - 18K^3 - 3K^2 + 12K + 4.
\]
This is equivalent to
\[
9K^4 - 18K^3 + 10K - 1 > 0
\]
or
\[
(K - 1)(9K^3 - 9K^2 - 9K + 1) > 0.
\]
But this is a contradiction, since \( K < \frac{1}{3}(4 \cos(\pi/9) + 1) \) which is a solution of
\[
\theta^3 - \theta^2 - \theta + \frac{1}{9} = 0. \]
This contradiction proves Theorem 2.

Remark. This proof is an improvement on Lemma 2.4 of [3]. In fact part of the proof there of the fact that \( u^2 = e \) is incorrect, but can easily be rectified. In estimating the coefficient of \( u^{-1} \), it should be
\[
|\alpha \beta| < (|\alpha| + |\beta||f| + \|f\|^2
\]
which implies that \(|\beta| < 0.1947\). But this still contradicts \(|\beta| > 0.37\).

It remains to show that it is always the same element of order 2 that appears. We use the idea of Lemma 2.5 in [3], but the estimates have to be made very carefully. In fact, in the general case, that method only shows that at most a finite number of elements of order 2 appear. This turns out to be sufficient if we can characterize all measures with bounded powers supported on the Klein 4-group. We shall do this first.

Let \( G = \{e, u, v, uv\} \) with \( u^2 = v^2 = (uv)^2 = e \). Then the measures on \( G \) with powers norm-bounded have the form
\[
\mu = \lambda_0 \chi_0 + \lambda_1 \chi_1 + \lambda_2 \chi_2 + \lambda_3 \chi_3,
\]
where \( \chi_0, \chi_1, \chi_2 \) and \( \chi_3 \) are the characters on \( G \) and \(|\lambda_0| = |\lambda_1| = |\lambda_2| = |\lambda_3| = 1\). i.e.
\[
\mu = \frac{1}{4}(\lambda_0 + \lambda_1 + \lambda_2 + \lambda_3)e + \frac{1}{4}(\lambda_0 - \lambda_1 + \lambda_2 - \lambda_3)u
\]
\[
+ \frac{1}{4}(\lambda_0 + \lambda_1 - \lambda_2 - \lambda_3)v + \frac{1}{4}(\lambda_0 - \lambda_1 - \lambda_2 + \lambda_3)uv.
\]
Now if \( K = \sup_n \|\mu^n\| \), we have an explicit formula for \( K \):
\[
K = \sup_n \left\{ \frac{1}{4}|\lambda_0^n + \lambda_1^n + \lambda_2^n + \lambda_3^n| + \frac{1}{4}|\lambda_0^n - \lambda_1^n + \lambda_2^n - \lambda_3^n|
\]
\[
+ \frac{1}{4}|\lambda_0^n + \lambda_1^n - \lambda_2^n - \lambda_3^n| + \frac{1}{4}|\lambda_0^n - \lambda_1^n - \lambda_2^n + \lambda_3^n| \right\}.
\]
However this is not a very useful formula. We will show that if
\[ K < \frac{1}{2}(4 \cos(\pi/9) + 1), \]
then \( \mu \) is supported on a subgroup of order 2. It is easy to check that \( \mu \) is supported on a subgroup of order 2 if the \( \lambda_i \)'s are either equal in pairs or add up to zero in pairs. It seems likely that the best result here is that if \( \mu \) is not supported on a subgroup of order 2, then \( K > \frac{1}{4} + \sin(2\pi/5) + \sin(2\pi/5)\sin(\pi/5) \approx 1.76 \), and this value is attained when \( \lambda_0 = 1 \), \( \lambda_1 = \exp(2\pi i/5) \), \( \lambda_2 = \exp(4\pi i/5) \), \( \lambda_3 = \exp(6\pi i/5) \), but the weaker result is enough here.

It is clear that if two of the \( \lambda_i \)'s are equal then \( \mu \) has two coefficients adding up to zero. We show now that this only occurs if \( K > 1 + \frac{1}{2}\sqrt{3} \sim 1.86 \). This value is attained when, for example, \( \lambda_0 = \lambda_1 = 1 \), \( \lambda_2 = \exp(2\pi i/3) \), \( \lambda_3 = \exp(4\pi i/3) \). The significance of this example is that only one element of order 2 appears as the largest coefficient in the powers of \( \mu \), but it is not supported on a group of order 2.

**Lemma 5.** If \( \mu = ae + \beta u + \gamma v - \gamma uv \), \( \gamma \neq 0 \) and \( K = \sup_n ||\mu^n|| \), then \( K > 1 + \frac{1}{2}\sqrt{3} \).

**Proof.** We have \( |a|^2 + |\beta|^2 + 2|\gamma|^2 = 1 \) by Lemma 2, and \( |a + \beta| = 1 \) by applying the identity character to \( \mu \). Also if \( \mu^2 = a_1 e + \beta_1 u + \gamma_1 v - \gamma_1 uv \), we have \( \gamma_1 = 2\gamma(\alpha - \beta) \). Now \( |\alpha - \beta|^2 = 2|\alpha|^2 + 2|\beta|^2 - |\alpha + \beta|^2 = 2(1 - 2|\gamma|^2) - 1 = 1 - 4|\gamma|^2 \). Suppose \( K < 1 + \frac{1}{2}\sqrt{3} \). Then \( 2|\gamma| < K - |\alpha| - |\beta| < K - 1 \) i.e. \( 4|\gamma|^2 < (K - 1)^2 \) and so \( |\alpha - \beta|^2 > 1 - (K - 1)^2 \). Therefore \( |\gamma_1| = 2|\gamma(\alpha - \beta)| > |\gamma|(2\sqrt{1 - (K - 1)^2}) \). If \( 2\sqrt{1 - (K - 1)^2} = M \), \( M > 1 \) since \( K < 1 + \frac{1}{2}\sqrt{3} \). Hence if \( \mu^{n+1} = a_n e + \beta_n u + \gamma_n v - \gamma_n uv \) we have \( |\gamma_n| > M^n|\gamma| \) which is a contradiction. Hence \( \gamma = 0 \). This completes the proof.

We need the following lemmas:

**Lemma 6.** If \( \mu = ae + \beta u + \gamma v + \delta uv \) and \( \mu^{-1} = \mu^* \), then, if \( |a| > |\beta| > |\gamma| > |\delta| \),

(i) \( |a\delta| > |\beta\gamma| \);

(ii) \( |a\beta + \gamma\delta| < \sqrt{(|a\beta|^2 - |\gamma\delta|^2)} < |a\beta| \);

(iii) If \( |a| + |\beta| < A \), then

\[ |a| > \frac{A}{2} + \sqrt{\left(\frac{1}{2} \left( \frac{K}{A} - 1 \right)^2 + 1 \right)^{-1} - \frac{1}{4} A^2} \];

(iv) \( |a| + |\beta| < K \left( 1 + \sqrt{\left( \frac{|\gamma|^2 + |\delta|^2}{1 - |\gamma|^2 - |\delta|^2} \right)} \right)^{-1} \);

(v) \( \left| \frac{a\beta}{|a|} + \frac{\bar{a}\beta}{|\beta|} \right| < \sqrt{2 - (|a| + |\beta|)^2} \).

Further, if \( \mu^2 = a_1 e + \beta_1 u + \gamma_1 v + \delta_1 uv \), then

(vi) \( |\gamma_1|^2 + |\delta_1|^2 > 4(|\gamma|^2 + |\delta|^2)(1 - 2|\gamma|^2 - 2|\delta|^2) \).
Proof. Without loss of generality, we may assume that $\alpha$ is real. Then the condition $\mu^* = \mu^{-1}$ gives

\begin{align*}
(1) & \quad \alpha(\beta + \bar{\beta}) + \gamma \delta + \bar{\gamma} \delta = 0, \\
(2) & \quad \alpha(\gamma + \bar{\gamma}) + \beta \delta + \bar{\beta} \delta = 0, \\
(3) & \quad \alpha(\delta + \bar{\delta}) + \beta \bar{\gamma} + \bar{\beta} \gamma = 0.
\end{align*}

If $\delta = 0$, then $\beta + \bar{\beta} = \gamma + \bar{\gamma} = \beta \bar{\gamma} + \bar{\beta} \gamma = 0$, which implies $\gamma = 0$. Thus (i) and (ii) hold trivially.

Put $\beta = |\beta|e^{i\psi}$, $\gamma = |\gamma|e^{i\theta}$ and $\delta = |\delta|e^{i\phi}$. Then

$$|\alpha\beta| \cos \psi + |\gamma\delta| \cos(\theta - \phi) = 0.$$ 

Hence

$$|(\alpha\beta| - |\gamma\delta|) \cos \psi + |\gamma\delta|(\cos \psi + \cos(\theta - \phi)) = 0$$ 

or

$$|(\alpha\beta| - |\gamma\delta|) \cos \psi + 2|\gamma\delta| \cos \frac{1}{2}(\psi - \theta + \phi) \cos \frac{1}{2}(\psi + \theta - \phi) = 0.$$ 

Similarly

$$|(\alpha\beta| + |\gamma\delta|) \cos \psi + 2|\gamma\delta| \sin \frac{1}{2}(\psi - \theta + \phi) \sin \frac{1}{2}(\psi + \theta - \phi) = 0.$$ 

Combining these, we get, either $\cos \psi = 0$ or

$$\frac{|\alpha\beta| + |\gamma\delta|}{|\alpha\beta| - |\gamma\delta|} = \tan \frac{1}{2}(\psi - \theta + \phi) \tan \frac{1}{2}(\psi + \theta - \phi).$$ 

If $\cos \psi = 0$, $\cos(\theta - \phi) = 0$ and so $\psi = \pm \pi/2$, $\theta - \phi = \pm \pi/2$. Substituting in (2) and (3) we get

$$|\alpha\gamma| \cos \theta \pm |\beta\delta| \sin \phi = 0 \quad \text{and} \quad |\alpha\delta| \cos \phi \pm |\beta\gamma| \sin \theta = 0.$$ 

Since $\cos \theta = \pm \sin \phi$, this gives

$$|(\alpha\gamma| \pm |\beta\delta|) \sin \phi = 0 \quad \text{and} \quad (|\alpha\delta| \pm |\beta\gamma|) \sin \theta = 0.$$ 

Therefore either $|\alpha\gamma| = |\beta\delta|$ or $|\alpha\delta| = |\beta\gamma|$. But since $|\alpha| > |\beta| > |\gamma| > |\delta|$, both these imply $|\alpha\delta| = |\beta\gamma|$.

From (2) we obtain that either $\cos \theta = 0$ or

$$\frac{|\alpha\gamma| + |\beta\delta|}{|\alpha\gamma| - |\beta\delta|} = \tan \frac{1}{2}(\theta - \phi + \psi) \tan \frac{1}{2}(\theta + \phi - \psi).$$ 

If $\cos \theta = 0$, a similar argument to above shows that $|\alpha\delta| = |\beta\gamma|$. From (3), $\cos \phi = 0$ or

$$\frac{|\alpha\delta| + |\beta\gamma|}{|\alpha\delta| - |\beta\gamma|} = \tan \frac{1}{2}(\phi - \psi + \theta) \tan \frac{1}{2}(\phi + \psi - \theta).$$ 

Again if $\cos \phi = 0$, we obtain $|\alpha\delta| = |\beta\gamma|$. In the other case, by multiplication,

$$\frac{|\alpha\beta| \pm |\gamma\delta|)(|\alpha\gamma| + |\beta\delta|)(|\alpha\delta| + |\beta\gamma|)}{(|\alpha\beta| - |\gamma\delta|)(|\alpha\gamma| - |\beta\delta|)(|\alpha\delta| - |\beta\gamma|)} = \tan^2 \frac{1}{2}(\psi - \theta + \phi) \tan^2 \frac{1}{2}(\theta - \psi + \phi) \tan^2 \frac{1}{2}(\theta - \phi + \psi) > 0.$$
In particular $|\alpha\delta| > |\beta\gamma|.$

(ii) 

$$|\alpha \beta + \gamma \delta|^2 = |\alpha \beta|^2 + \alpha \beta \gamma \delta + \alpha \beta \gamma \delta + |\gamma \delta|^2 = |\alpha \beta|^2 + |\gamma \delta|^2 + 2|\alpha \beta \gamma \delta| \cos(\psi - \theta - \phi).$$

But 

$$\cos(\psi - \theta - \phi) = \frac{1 - \tan^2 \frac{1}{2}(\psi - \theta - \phi)}{1 + \tan^2 \frac{1}{2}(\psi - \theta - \phi)}$$

and 

$$\tan^2 \frac{1}{2}(\psi - \theta - \phi) = \frac{(|\alpha \gamma| + |\beta \delta|)(|\alpha \delta| + |\beta \gamma|)(|\alpha \beta| - |\gamma \delta|)}{(|\alpha \gamma| - |\beta \delta|)(|\alpha \delta| - |\beta \gamma|)(|\alpha \beta| + |\gamma \delta|)}.$$

(If any of $\cos \theta$, $\cos \psi$ or $\cos \phi$ is zero, $|\alpha \delta| = |\beta \gamma|$, and this quantity is $\infty$.)

Therefore 

$$\cos(\psi - \theta - \phi) = \frac{|\alpha \beta \gamma \delta| (1/|\alpha|^2 + 1/|\beta|^2 - 1/|\gamma|^2 - 1/|\delta|^2)}{|\alpha|^2 + |\beta|^2 - |\gamma|^2 - |\delta|^2} < 0.$$ 

In order to show that $|\alpha \beta + \gamma \delta| < |\alpha \beta|$, we need that 

$$|\gamma \delta|^2 < -2|\alpha \beta \gamma \delta| \left( \frac{1/|\alpha|^2 + 1/|\beta|^2 - 1/|\gamma|^2 - 1/|\delta|^2}{|\alpha|^2 + |\beta|^2 - |\gamma|^2 - |\delta|^2} \right).$$

But this is equivalent to 

$$|\alpha|^2 + |\beta|^2 - |\gamma|^2 - |\delta|^2 < -2|\beta|^2 - 2|\alpha|^2 + 2|\alpha \beta|^2 \frac{(|\gamma|^2 + |\delta|^2)}{|\gamma \delta|^2}$$

i.e. 

$$2|\alpha|^2 + 2|\beta|^2 - 1 < -2|\beta|^2 - 2|\alpha|^2 + 2|\alpha \beta|^2 \frac{(|\gamma|^2 + |\delta|^2)}{|\gamma \delta|^2}$$

or 

$$4|\alpha|^2 + 4|\beta|^2 - 1 < \frac{2|\alpha \beta|^2}{|\gamma \delta|^2} (|\gamma|^2 + |\delta|^2).$$

But $|\gamma|^2 + |\delta|^2 < 2|\gamma \delta|$. Therefore 

$$\frac{|\gamma|^2 + |\delta|^2}{|\gamma \delta|^2} > \frac{4}{|\gamma|^2 + |\delta|^2} = \frac{4}{1 - |\alpha|^2 - |\beta|^2}.$$ 

Hence 

$$2|\alpha \beta|^2 \frac{(|\gamma|^2 + |\delta|^2)}{|\gamma \delta|^2} > \frac{8|\alpha \beta|^2}{1 - |\alpha|^2 - |\beta|^2}.$$ 

Thus it suffices to show that 

$$8|\alpha \beta|^2 > (1 - |\alpha|^2 - |\beta|^2)(4|\alpha|^2 + 4|\beta|^2 - 1)$$

i.e. 

$$4(|\alpha|^2 + |\beta|^2)^2 + 8|\alpha \beta|^2 - 5(|\alpha|^2 + |\beta|^2) + 1 > 0$$
i.e. 

\[(4|\alpha|^2 + |\beta|^2 - 1)(|\alpha|^2 + 4|\beta|^2 - 1) \geq |\alpha\beta|^2.\]

But since $|\alpha|$ and $|\beta|$ are the largest coefficients

\[4|\alpha|^2 + |\beta|^2 - 1 > |\alpha|^2 \quad \text{and} \quad |\alpha|^2 + 4|\beta|^2 - 1 > |\beta|^2.\]

This completes the proof.

(iii) We have

\begin{align*}
(4) & \quad |\alpha|^2 + |\beta|^2 + |\gamma|^2 + |\delta|^2 = 1, \\
(5) & \quad |\alpha\delta| > |\beta\gamma|, \\
(6) & \quad |\alpha| + |\beta| + |\gamma| + |\delta| < K.
\end{align*}

Eliminating $|\delta|$ from (4) and (5) gives an upper bound for $|\gamma|^2$, namely

\[
\frac{|\alpha|^2(1 - |\alpha|^2 - |\beta|^2)}{|\alpha|^2 + |\beta|^2}.
\]

Eliminating $|\delta|$ from (4) and (6) gives a lower bound for $|\gamma|$, namely

\[
\frac{K - (|\alpha| + |\beta|)^2 + \sqrt{\left(\frac{1 - |\alpha|^2 - |\beta|^2}{2} - \left(\frac{K - (|\alpha| + |\beta|)^2}{2}\right)^2\right)}}{2}.
\]

Combining these, we obtain the inequality

\[
(7) \quad (|\alpha|^2 + |\beta|^2)^2 \left[1 + \left(\frac{K}{|\alpha| + |\beta|} - 1\right)^2\right] > 1.
\]

Putting $|\alpha| + |\beta| = A$ and solving for $|\alpha|$, we get

\[
|\alpha| > \frac{A}{2} + \sqrt{\left(\frac{1}{2} + 1\right) - \frac{A^2}{4}}.
\]

Since this is a decreasing function of $A$, the result follows.

(iv) is simply the inequality (7) above rewritten in terms of $|\alpha| + |\beta|$ and using $|\alpha|^2 + |\beta|^2 = 1 - |\gamma|^2 - |\delta|^2$.

(v) $|\alpha\beta|/|\alpha| + \bar{\alpha}\beta/|\beta||^2 = |\alpha|^2 + |\beta|^2 + (1/|\alpha\beta|)(\alpha^2\bar{\beta}^2 + \bar{\alpha}\beta^2)$. But $|\alpha\beta + \bar{\alpha}\beta| < 2|\gamma\delta|$ by (1). Therefore $|\alpha\beta + \bar{\alpha}\beta|^2 = 2|\alpha\beta|^2 + \alpha^2\bar{\beta}^2 + \bar{\alpha}\beta^2 < 4|\gamma\delta|^2$. Thus

\[
\left|\frac{\alpha\beta}{|\alpha| + \bar{\alpha}\beta}\right|^2 < |\alpha|^2 + |\beta|^2 + \frac{1}{|\alpha\beta|}(4|\gamma\delta|^2 - 2|\alpha\beta|^2)
\]

\[
= (|\alpha| + |\beta|)^2 + \frac{4}{|\alpha\beta|}(4|\gamma\delta|^2 - |\alpha\beta|^2)
\]

\[
= (|\alpha| + |\beta|)^2 + \frac{4|\gamma\delta|}{|\alpha\beta|}(4|\gamma\delta|^2 - |\alpha\beta|^2) + 4(|\gamma\delta| - |\alpha\beta|) 4(|\gamma\delta| - |\alpha\beta|)
\]

\[
< (|\alpha| + |\beta|)^2 - 4(|\alpha\beta| - |\gamma\delta|).
\]

Now $2|\gamma\delta| < |\gamma|^2 + |\delta|^2 = 1 - |\alpha|^2 - |\beta|^2$. Therefore

\[
2|\gamma\delta| - 2|\alpha\beta| < 1 - (|\alpha| + |\beta|)^2
\]
i.e.
\[
\left| \frac{\alpha \beta}{|\alpha|} + \frac{\bar{\alpha} \beta}{|\beta|} \right|^2 < \left( |\alpha| + |\beta| \right)^2 + 2 \left[ 1 - (|\alpha| + |\beta|)^2 \right] = 2 - (|\alpha| + |\beta|)^2
\]
as required.

(vi) \( \gamma_1 = 2\alpha \gamma + 2\beta \delta \) and \( \delta_1 = 2\alpha \delta + 2\beta \gamma \). Therefore
\[
|\gamma_1|^2 + |\delta_1|^2 = 4|\alpha \gamma + \beta \delta|^2 + 4|\alpha \delta + \beta \gamma|^2
\]
\[
= 4\left( |\alpha|^2 + |\beta|^2 \right) \left( |\gamma|^2 + |\delta|^2 \right) + (\alpha \delta + \beta \gamma)(\gamma \delta - \alpha \delta) \]
\[
> 4\left( |\alpha|^2 + |\beta|^2 \right) \left( |\gamma|^2 + |\delta|^2 \right) - 4|\gamma \delta|^2 \quad \text{by (1)}.
\]

But \( 2|\gamma \delta| < |\gamma|^2 + |\delta|^2 \), and so
\[
|\gamma_1|^2 + |\delta_1|^2 > 4\left( |\gamma|^2 + |\delta|^2 \right) (|\alpha|^2 + |\beta|^2 - |\gamma|^2 - |\delta|^2) \]
\[
= 4(|\gamma|^2 + |\delta|^2)(1 - 2|\gamma|^2 - 2|\delta|^2)^2
\]
as required.

**Lemma 7.** If \( \mu = \alpha e + \beta u + \gamma v + \delta w, \) \( \mu^* = \mu^{-1} \), \( ||\mu|| < K \) and \( u \) has the largest coefficient in \( \mu^2 \). Then if \( |\alpha| + |\beta| < 1.355, |\alpha| > 0.855 \).

**Proof.** Suppose that \( |\alpha| + |\beta| < 1.355 \) and that \( \alpha < 0.855 \). Then \( |\alpha|^2 + |\beta|^2 < (0.855)^2 + (0.5)^2 < 0.98101 \). Hence \( |\gamma|^2 + |\delta|^2 > 0.0189 \). By Lemma 6(vi), if \( \mu^2 = \alpha_1 u + \beta_1 e + \gamma_1 v + \delta_1 w, \)
\[
|\gamma_1|^2 + |\delta_1|^2 > 4\left( |\gamma|^2 + |\delta|^2 \right) (1 - 2|\gamma|^2 - 2|\delta|^2) \]
\[
> 0.0727.
\]

By Lemma 6(iv) \( |\alpha_1| + |\beta_1| < 1.240 \). By Lemma 6(iii) \( |\alpha_1| > 0.9 \). But \( \alpha_1 \) is the coefficient of \( u \), i.e. \( \alpha_1 = 2\alpha \beta + 2\gamma \delta \). By Lemma 6(ii), \( |\alpha_1| = 2|\alpha \beta + \gamma \delta| < 2|\alpha \beta| \).

Now since \( |\alpha| + |\beta| < 1.355 \), by Lemma 6(iii) \( |\alpha| > 0.84 \) and so \( 2|\alpha \beta| < 0.866 \). This makes \( |\alpha_1| < 0.866 \) which is a contradiction.

**Lemma 8.** Let \( \mu = \alpha e + \beta u + \gamma v + \delta w \) and \( \mu^2 = \alpha_1 u + \beta_1 e + \gamma_1 v + \delta_1 w, \)
where \( |\alpha| \) and \( |\alpha_1| \) are the largest coefficients in \( \mu \) and \( \mu^2 \) respectively. If \( \mu^* = \mu^{-1} \) and \( ||\mu|| < K, ||\mu^2|| < K, \) then either \( |\alpha| + |\beta| > 1.355 \) or \( |\alpha_1| + |\beta_1| > 1.355 \).

**Proof.** Suppose that \( |\alpha| + |\beta| < 1.355 \). By Lemma 7, \( |\alpha| > 0.855 \) and \( |\beta| < 0.5 \). Therefore
\[
|\alpha_1| = 2|\alpha \beta + \gamma \delta| < 2|\alpha \beta| < 0.855.
\]

It follows from Lemma 7 that \( |\alpha_1| + |\beta_1| > 1.355 \) provided we can show that \( u \) has the largest coefficient in \( \mu^4 \). Suppose that, on the contrary, \( |\alpha_1| + |\beta_1| < 1.355 \) and that \( u \) does not have the largest coefficient in \( \mu^4 \). Now \( |\beta_1| > 2|\alpha|^2 - 1 > 0.46 \) and so is the second largest coefficient in \( \mu^2 \). Hence, by Lemma 1(c)
\[
|\alpha_1| + |\beta_1| > \frac{1}{2}(K + |\beta_1|) + \sqrt{\frac{1}{2}(1 - |\beta_1|^2) - \frac{1}{4}(K - |\beta_1|^2)^2} > 1.300.
\]

Therefore if \( \mu^4 = \alpha_2 e + \beta_2 u + \gamma_2 v + \delta_2 w, \beta_2 = 2(\alpha_1 \beta_1 + \gamma_1 \delta_1) \) and so
\[
|\beta_2| > 2|\alpha_1 \beta_1| - 2|\gamma_1 \delta_1| > 2|\alpha_1 \beta_1| - (|\gamma_1|^2 + |\delta_1|^2)
\]
\[
= (|\alpha_1| + |\beta_1|)^2 - 1 > 0.69.
\]
However, as in the proof of Lemma 7, applied to \( \mu^2 \) in place of \( \mu \), since 
\[ |\alpha_1| + |\beta_1| < 1.355 \text{ and } |\alpha_1| < 0.855 \text{ we have } |\alpha_2| + |\beta_2| < 1.24 \text{ and } |\alpha_2| > 0.9. \]
Hence \( |\beta_2| < 0.34 \) which is a contradiction.

**Theorem 3.** If \( \mu \in l_1(\mathbb{Z}_2 \times \mathbb{Z}_2) \) has powers norm bounded by
\[ K < \frac{1}{4} (4 \cos(\pi/9) + 1), \]
then \( \mu \) is supported on a subgroup of order 2.

**Proof.** We show first that only one element of order 2 can appear the largest coefficient in \( \mu^{2\mathbb{Z}} \). Suppose \( u \) and \( v \) both appear. By Lemma 10, there exist powers of \( \mu \) such that
\[ \mu^n = \alpha_1 e + \beta_1 u + \gamma_1 v + \delta_1 uv \quad \text{and} \quad \mu^m = \alpha_2 e + \beta_2 v + \gamma_2 u + \delta_2 uv \]
where \( |\alpha_1| + |\beta_1| > 1.355 \) and \( |\alpha_2| + |\beta_2| > 1.355 \). (Here, we only assume that \( \alpha_1 \text{ and } \beta_1 \) are the two largest coefficients.) As in [3, Lemma 2.5], we estimate \( || \mu^{m+n} || \).

\[
|| \mu^{m+n} || = \left| |\alpha_1 \alpha_2 + \beta_1 \gamma_2 + \beta_2 \gamma_1 + \delta_1 \delta_2| + |\alpha_1 \beta_2 + \alpha_2 \gamma_1 + \beta_2 \delta_2 + \gamma_2 \delta_1| \right|
\]
\[ > |\alpha_1 \alpha_2 \left( 1 + \frac{\beta_1 \gamma_2 + \beta_2 \gamma_1 + \delta_1 \delta_2}{\alpha_1 \alpha_2} \right) + |\alpha_1 \beta_2 \left( 1 + \frac{\alpha_2 \gamma_1 + \beta_1 \delta_2 + \gamma_2 \delta_1}{\alpha_1 \beta_2} \right) \]
\[ + |\alpha_2 \beta_1 \left( 1 + \frac{\alpha_1 \gamma_2 + \gamma_1 \delta_2 + \beta_2 \delta_1}{\alpha_2 \beta_1} \right) \]
\[ + |\beta_1 \beta_2 \left( 1 + \frac{\alpha_1 \delta_2 + \alpha_2 \delta_1 + \gamma_1 \gamma_2}{\beta_1 \beta_2} \right) \]
\[ > (|\alpha_1| + |\beta_1|)(|\alpha_2| + |\beta_2|) - |\gamma_1 \left( \left| \frac{\alpha_1 \alpha_2}{\alpha_1 \alpha_2} \right| \beta_2 + \left| \frac{\alpha_1 \beta_2}{\alpha_1 \beta_2} \right| \alpha_1 \right) \]
\[ + \text{ Re} \left( |\gamma_2 \left( \left| \frac{\alpha_1 \alpha_2}{\alpha_1 \alpha_2} \right| \beta_2 + \left| \frac{\alpha_1 \beta_2}{\beta_1 \beta_2} \alpha_1 \right) \right) \]
\[ + \text{ Re} \left( |\delta_2 \left( \left| \frac{\alpha_1 \beta_2}{\alpha_1 \beta_2} \beta_1 + \left| \frac{\beta_1 \beta_2 \alpha_1}{\alpha_1 \beta_2} \beta_2 \right| \right) \alpha_1 \right) \]
\[ > (|\alpha_1| + |\beta_1|)(|\alpha_2| + |\beta_2|) - |\gamma_1 \left| \frac{\alpha_2 \beta_2}{\alpha_2 \beta_2} \right| + \left| \frac{\alpha_2 \beta_2}{\beta_2 \beta_2} \right| \]
\[ - |\gamma_2 \left| \frac{\alpha_1 \beta_1}{\alpha_1 \beta_1} + \left| \frac{\alpha_2 \beta_2}{\alpha_2 \beta_2} \right| \right| - |\delta_1 \left| \frac{\alpha_2 \beta_2}{\alpha_2 \beta_2} \right| + \left| \frac{\alpha_2 \beta_2}{\beta_2 \beta_2} \right| \]
\[ - (|\gamma_1| + |\delta_1|)(|\gamma_2| + |\delta_2|) \]
which, by Lemma 6(v) is greater than
\[
(|\alpha_1| + |\beta_1|)(|\alpha_2| + |\beta_2|) - (|\gamma_1| + |\delta_1|) \sqrt{2 - (|\alpha_2| + |\beta_2|)^2}
\]
\[ - (|\gamma_2| + |\delta_2|) \sqrt{2 - (|\alpha_1| + |\beta_1|)^2} - (|\gamma_1| + |\delta_1|)(|\gamma_2| + |\delta_2|) \]
\[ > (1.355)^2 - 2 \sqrt{2 - (1.355)^2} \cdot (K - 1.355) - (K - 1.355)^2 > 1.59, \]
which contradicts \( \| \mu^{m+n} \| \leq K \). Thus, without loss of generality, we may assume that only \( u \) appears with the largest coefficient.

Let \( \tilde{\mu} \) be the measure on \( \mathbb{Z}_2 \) obtained by taking the quotient by \( \{ e, u \} \), i.e.

\[
\tilde{\mu} = (\alpha + \beta)e + (\gamma + \delta)v.
\]

Since \( \tilde{\mu} \) has bounded powers we must have \( \tilde{\mu} = \lambda (\cos \theta e + i \sin \theta v) \) for some \( \theta \) and \( |\lambda| = 1 \).

By Lemma 5, \( \gamma + \delta \neq 0 \) and so \( \theta \neq 0 \) or \( \pi \). Thus some power of \( \tilde{\mu} \) has coefficient of \( e \) with modulus > 0.866. Let \( \tilde{\mu}^n \) be the power and put

\[
\mu^n = ae + \beta u + \gamma v + \delta uv.
\]

Then, we have \( |\gamma + \delta| > 0.866 \) and so \( |\alpha| + |\beta| < 0.72026 \). But one of these is the largest coefficient in \( \mu^n \). By Lemma 1(c) the second largest > 0.6. This is necessarily one of \( \gamma \) or \( \delta \), but this would make \( v \) or \( uv \) have the largest coefficient in \( \mu^{2n} \).

This is a contradiction.

We now return to the general case. Similar estimates to those in Lemma 6 can be obtained, but they are not good enough to give the result directly. We can manage with much cruder estimates to obtain that only a finite number of elements of order 2 occur with largest coefficients in the powers of \( \mu \). Let \( S = \{ u \in G: u \) has the largest coefficient in \( \mu^{2^n} \) for some \( n \} \). Then by our assumption on \( \mu, e \in S \). We will show that each nontrivial element in \( S \) has order 2. For \( u \in S \), let \( N \) be the first positive integer such that \( u \) has the largest coefficient in \( \mu^{2^n} \). (If \( n \) occurs in a negative power of \( \mu \), a similar argument works.) By induction, we can assume that the largest coefficient in \( \mu^{2^n-1} \) is that of \( e \) or some \( v \in S \) with \( v^2 = e \). In the case where \( e \) has the largest coefficient, we can apply Theorem 2 to \( \mu^{2^n-1} \) and obtain \( u^2 = e \). In the case where \( v \) has the largest coefficient, we can apply Theorem 2 to \( v^{-1}\mu^{2^n-1} \). Since \( u \) has the largest coefficient of \( \mu^{2^n} = v^{-2}\mu^{2^n} = (v^{-1}\mu^{2^n-1})^2 \), we obtain that \( u^2 = e \). In order to prove that \( S \) is finite we need the following lemma.

**Lemma 9.** If \( \mu = ae + \beta u + f \) and \( \mu^2 = \alpha_1 u + \beta_1 e + g \) where \( |\alpha| \) and \( |\alpha_1| \) are the largest coefficients in \( \mu \) and \( \mu^2 \) respectively, and \( \mu^{-1} = \mu^* \), \( \| \mu \| < K \), \( \| \mu^2 \| < K \) either \( |\alpha| + |\beta| > \frac{1}{2}(K + 1) \) or \( |\alpha_1| + |\beta_1| > \frac{1}{2}(K + 1) \).

**Proof.** Suppose that \( |\alpha| + |\beta| < \frac{1}{2}(K + 1) \). By Theorem 2, \( |\beta| \) is the second largest coefficient and \( u^2 = e \). By Lemma 4,

\[
|\alpha| > \frac{1}{4}(K + 1 + \sqrt{(K + 1)(5 - 3K)}).
\]

Hence \( |\beta| < \frac{1}{2}(K + 1) - |\alpha| < \frac{1}{4}(K + 1 - \sqrt{(K + 1)(5 - 3K)}) \). Therefore

\[
|\alpha_1| < 2|\alpha_1| + 1 - |\alpha|^2 - |\beta|^2 = 1 - (|\alpha| - |\beta|)^2
\]

\[
\leq 1 - \frac{1}{4}(5 - 3K)(K + 1).
\]

Now if \( |\alpha_1| + |\beta_1| < (K + 1)/2 \), we can apply Lemma 4 to \( \mu^2 \) once we know that \( |\beta_1| \) is the second largest coefficient. But

\[
|\beta_1| > |\alpha|^2 - (1 - |\alpha|^2) = 2|\alpha|^2 - 1
\]

\[
> \frac{1}{8}(K + 1)(6 - 2K) + \frac{1}{4}(K + 1)\sqrt{(K + 1)(5 - 3K)} - 1
\]

\[
= \frac{1}{4}(K + 1)\sqrt{(K + 1)(5 - 3K)} - \frac{1}{2}(K - 1)^2 > 0.424,
\]
since $K < \frac{1}{3}(4 \cos(\pi/9) + 1)$. By Lemma 1(f) $|\beta_1|$ is the second largest coefficient. Thus, by Lemma 4

$$|\alpha_1| > \frac{1}{4}(K + 1 + \sqrt{(K + 1)(5 - 3K)}).$$

From (1) and (2):

$$\frac{1}{4}(K + 1 + \sqrt{(K + 1)(5 - 3K)}) < 1 - \frac{1}{4}(5 - 3K)(K + 1)$$

i.e.

$$\sqrt{(K + 1)(5 - 3K)} < 4 - K - 1 - (5 - 3K)(K + 1) = 3K^2 - 3K - 2.$$  

Therefore $(K + 1)(5 - 3K) < (3K^2 - 3K - 2)^2$ which reduces to

$$(K + 1)(9K^3 - 9K^2 - 9K + 1) > 0.$$  

But this is a contradiction since $K < \frac{1}{3}(4 \cos(\pi/9) + 1)$ which is a root of $903 - 902 - 901 = 0$. Thus either $|\alpha| + |\beta| > \frac{1}{2}(K + 1)$ or $|\alpha_1| + |\beta_1| > \frac{1}{2}(K + 1)$.

Now, by continuity, and the fact that

$$(K + 1)(9K^3 - 9K^2 - 9K + 1) < 0$$

we have

**Corollary 10.** There exists $\epsilon > 0$ (depending only on $K$) such that either $|\alpha| + |\beta| > \frac{1}{2}(K + 1) + \epsilon$ or $|\alpha_1| + |\beta_1| > \frac{1}{2}(K + 1) + \epsilon$.

**Lemma 11.** $S$ is finite.

**Proof.** Choose $\epsilon > 0$ as in Corollary 10. For $u, v \in S$, choose powers of $\mu$ such that

$$\mu^n = \alpha_1 e + \beta_1 u + f \quad \text{with} \quad |\alpha_1| + |\beta_1| > \frac{1}{2}(K + 1) + \epsilon,$$

$$\mu^n = \alpha_2 e + \beta_2 v + g \quad \text{with} \quad |\alpha_2| + |\beta_2| > \frac{1}{2}(K + 1) + \epsilon.$$  

(Here, it is not assumed that $|\alpha_1| > |\beta_1|$—simply that $|\alpha_1|$ and $|\beta_1|$ are the two largest coefficients.) Let $\mu^n = \alpha_1 e + \beta_1 u + \gamma_1 v + \delta_1 uv + f_1$ and $\mu^n = \alpha_2 e + \beta_2 v + \gamma_2 u + \delta_2 uv + g_1$. Now

$$\|f \ast g\| < (K - |\alpha_1| - |\beta_1|)(K - |\alpha_2| - |\beta_2|) < \left[\frac{1}{2}(K - 1)\right]^2.$$  

Also

$$\mu^{n+n} - f \ast g = (\alpha_1 e + \beta_1 u)(\alpha_2 e + \beta_2 v) + (\alpha_1 e + \beta_1 u) \ast f + (\alpha_2 e + \beta_2 v) \ast g$$

$$= (\alpha_1 \alpha_2 + \beta_1 \gamma_2 + \beta_2 \gamma_1) e + (\alpha_1 \beta_2 + \alpha_2 \gamma_1 + \beta_1 \delta_2) v$$

$$+ (\alpha_2 \beta_1 + \alpha_1 \gamma_2 + \beta_2 \delta_1) u + (\beta_1 \beta_2 + \alpha_2 \delta_1 + \alpha_1 \delta_2) uv + h$$

where support of $h$ is disjoint from $(e, u, v, uv)$. Therefore

$$\|\mu^{n+n}\| > |\alpha_1 \alpha_2 + \beta_1 \gamma_2 + \beta_2 \gamma_1| + |\alpha_1 \beta_2 + \alpha_2 \gamma_1 + \beta_1 \delta_2|$$

$$+ |\alpha_2 \beta_1 + \alpha_1 \gamma_2 + \beta_2 \delta_1| + |\beta_1 \beta_2 + \alpha_2 \delta_1 + \alpha_1 \delta_2| - \|f \ast g\|$$

$$> (|\alpha_1| + |\beta_1|)(|\alpha_2| + |\beta_2|) - (|\alpha_1| + |\beta_1|)(|\gamma_1| + |\delta_2|)$$

$$- (|\alpha_2| + |\beta_2|)(|\gamma_1| + |\delta_1|) - \|f \ast g\|.$$
Since $\|\mu^{m+n}\| < K$, we have
\[
K > \left[ \frac{1}{2}(K + 1) + \varepsilon \right]^2 - \frac{1}{2}(K + 1)\left[ |\gamma_1| + |\gamma_2| + |\delta_1| + |\delta_2| \right] - \left[ \frac{1}{2}(K - 1) \right]^2.
\]
Therefore
\[
|\gamma_1| + |\gamma_2| + |\delta_1| + |\delta_2| > \left[ \frac{1}{2}(K + 1) + \varepsilon \right]^2 - \left[ \frac{1}{2}(K - 1) \right]^2 - K
\]
\[
= \varepsilon(K + 1) + \varepsilon^2 > \varepsilon(K + 1).
\]
This amount depends only on $K$. For each $u \in S$, choose a power $\mu^k$ of $\mu$ as above, and set $S_u = \{v \in S: \text{either } v \text{ or } uv \text{ has coefficient in } \mu^k \text{ with modulus } > \frac{1}{2}\varepsilon(K + 1)\}$. Clearly there is a bound for the cardinality of $S_u$ e.g. $4K/\varepsilon(K + 1)$, and the above has shown that if $u, v \in S$, then either $u \in S_u$ or $v \in S_u$. It follows that $S$ is finite.

Remark. Because of Lemma 9, it would appear that Lemma 11 is tight at $K = \frac{1}{2}(4 \cos(\pi/9) + 1)$, but this is not so. In the proof, we have used the inequality
\[
(K - |\alpha| - |\beta|)^2 > 1 - |\alpha|^2 - |\beta|^2.
\]
Now equality here means that $\mu$ is supported on only three elements, which is impossible if one of the elements is of order 2 and $|\alpha| \neq |\beta|$ (cf. Lemma 6).

We can now prove the main theorem for discrete groups.

**Theorem 4.** If $\mu \in l_1(G)$ and has its powers norm-bounded by
\[
K < \frac{1}{2}(4 \cos(\pi/9) + 1),
\]
then $\mu$ has the form
\[
\mu = \lambda(\cos \theta x + i \sin \theta xu)
\]
where $u^2 = e$ and $|\lambda| = 1$.

**Proof.** We may assume that $e$ has the largest coefficient in $\mu$. Let $S = \{u \in G: u \text{ has the largest coefficient in } \mu^2 \text{ for some } n\}$. Then $S$ is finite and consists of elements of order 2. Let $H$ be the group generated by $S$. Then $H$ is the direct product of cyclic groups of order 2. Let $\phi: G \to G/H$ be the canonical map and $\bar{\phi}$ the induced map of $l_1(G) \to l_1(G/H)$. Let $\bar{\mu} = \bar{\phi}\mu$. We will show that $\bar{\mu} = \phi\mu$ has the largest coefficient in $\mu^2$ for all $n$. Suppose not. Then there exists $n$ and a coset $Hz \neq H$ such that
\[
\mu^2 = \sum_{x \in Hz} \alpha(x)x \quad \text{with} \quad \left| \sum_{x \in Hz} \alpha(x) \right| \text{ the largest coefficient}.
\]
Therefore
\[
\left| \sum_{x \in Hz} \alpha(x) \right| > \left| \sum_{x \in H} \alpha(x) \right|.
\]
But the element $u$ with largest coefficient of $\mu^2$ is in $H$. Let
\[
\mu^2 = \alpha_1 u + \beta_1 v + f \quad \text{with } |\alpha_1| > |\beta_1| \quad \text{coefficients of } f.
\]
Then
\[
\sum_{x \in Hz} |\alpha(x)| > |\alpha_1| - \sum_{x \in H, x \neq u} |\alpha(x)|
\]
i.e.
\[ |\alpha| < \sum_{x \in H_2} |\alpha(x)| + \sum_{x \in H, x \neq u} |\alpha(x)| < \|\mu^2\| - |\alpha|. \]

Therefore \(|\alpha| < \frac{1}{2} \|\mu^2\| < \frac{1}{2} K < 0.8.\]

By Lemma 1(c), \(|\beta| > 0.55\) and \(|\alpha| + |\beta| > 1.35. Thus the coefficient of \(uv\) in \(\mu^{2+1}\) has modulus \(> (|\alpha| + |\beta|)^2 - 1 > (1.35)^2 - 1 > 0.82.\) Thus it is the largest, and so \(uv \in H\). Hence \(v \in H\) and we have \(\sum_{x \in H_2} \alpha(x) < K < 1.35 < 0.23\), which contradicts the fact that \(\sum_{x \in H_2} \alpha(x)\) is the largest coefficient in \(\mu^2\). Now \(\mu\) certainly has powers norm-bounded by \(K\) and so by Theorem 1 \(\tilde{\mu} = \lambda \tilde{e}\) with \(|\lambda| = 1.\) We now 'pull back' the elements of \(H\) in turn. Choose \(u \in S\), and let \(H_1\) be a subgroup of \(H\) of index 2 with \(u \notin H_1\). We will consider the image \(\mu_1\) of \(\mu\) under the canonical projection \(G \to G/H_1.\) (We will abuse notation slightly and use \(u, v,\) etc., for their images in \(G/H_1.\)) Let \(\mu_1 = ae + \beta u + f.\) Then, since taking the quotient by the subgroup \(\{e, u\}\) reduces \(\mu_1\) to a multiple of the identity, we have \(|\alpha + \beta| = 1\) and \(f = (e - u) \cdot \sum \gamma V\) where there is at most one \(\gamma\) in each coset of \(\{e, u\}.\) Then \(\|f\|^2 = 2\|\gamma V\| < K - |\alpha| - |\beta| < K - 1\) and \(\|f\|^2 = 2\|\gamma V\|^2 < \frac{1}{2}(2\|\gamma V\|^2 < \frac{1}{2}(K - 1)^2.\) Let \(\mu^2_1 = \alpha_1 e + \beta_1 u + g.\) Then \(g = 2(\alpha e + \beta u) \cdot f + f \cdot f.\) Since
\[
\|g\| > 2\|((ae + \beta u) \cdot f\| - \|f\|^2
= 2\|((ae + \beta u) \cdot (e - u) \cdot \sum \gamma V\| - \|f\|^2
= 2|\alpha - \beta| \|f\| - \|f\|^2.
\]

But
\[
|\alpha - \beta|^2 = 2|\alpha|^2 + 2|\beta|^2 - |\alpha + \beta|^2 = 2(1 - \|f\|^2) - 1
= 1 - 2\|f\|^2 > 1 - (K - 1)^2 = 2K - K^2.
\]

Therefore \(\|g\| > M\|f\|\) where \(M = 2|\alpha - \beta| - \|f\| > 2\sqrt{(2K - K^2) - (K - 1)^2} > 1\) since \(K < \frac{3}{2}.\) Repeating this, we obtain \(\|\mu^2\| > M^n\|f\|\). Since the norms are bounded, \(\|f\| = 0.\)

Thus \(\mu_1 = ae + \beta u\) and since \(\mu_1^{-1} = \mu^*_1\) we have \(\mu_1 = \lambda cos \theta e + i \sin \theta u)\) for some \(\theta\) and some \(|\lambda| = 1.\) We now repeat the process. Choose \(v \in S \cap H_1,\) and let \(H_2\) be a subgroup of \(H_1\) of index 2 with \(v \notin H_2.\) The image of \(\mu\) on \(G/H_2\) will have the form
\[
\mu_2 = ae + \beta u + \gamma v + \delta \omega v + g
\]
where \(|\alpha + \gamma| = \cos \theta, \ |\beta + \delta| = \sin \theta|\) and \(g = \frac{1}{2}(e - v) \cdot g.\) If we now quotient out either the element \(u\) or the element \(uv,\) we will obtain a measure of the correct form by the same proof as above. In particular we must have \(g = \frac{1}{2}(e - u) \cdot g\) and \(g = \frac{1}{2}(e - uv) \cdot g.\) But this means
\[
g = \frac{1}{8}(e - u) \cdot (e - v) \cdot (e - uv) \cdot g = 0.
\]

Thus \(\mu_2\) is supported on a Klein 4-group, and by Theorem 3, it must be supported on a subgroup of order 2. Repeating the argument for each element of \(S,\) we obtain the result. In fact it shows that \(S\) has at most two elements.
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We now prove the main result for locally compact abelian groups. We will return to the usual notation of \( \delta_x \) for the point measure at the point \( x \in G \).

**Theorem 5.** Let \( G \) be a locally compact abelian group and \( \mu \in M(G) \) have its powers norm-bounded by \( K < \frac{1}{3}(4 \cos(\pi/9) + 1) \). Then \( \mu \) has the form

\[
\mu = \lambda (\cos \theta \delta_x + i \sin \theta \delta_{xu})
\]

where \( u^2 = e \) and \( |\lambda| = 1 \).

**Proof.** Let \( P \) be the projection of \( M(G) \) onto \( l_1(G) \). Since \( \mu \) is invertible, \( P\mu \neq 0 \) and since \( (P\mu)^n = (P\mu)^n \) and \( \|P\| = 1 \), \( P\mu \in l_1(G) \) and has powers norm-bounded by \( K \). By Theorem 4,

\[
P\mu = \lambda (\cos \theta \delta_x + i \sin \theta \delta_{xu})
\]

with \( u^2 = e \) and \( |\lambda| = 1 \). If \( \theta = 0 \), we have \( \mu = \lambda \delta_x + \mu_1 \) and \( \|\mu_1\| < K - 1 \). Also \( \mu^2 = \lambda^2 \delta_x^2 + \nu \) where \( \nu = 2\lambda \delta_x \star \mu_1 + \mu_1 \star \mu_1 \). Hence \( \|\nu\| > 2\|\mu_1\| - \|\mu_1\|^2 > (3 - K)\|\mu_1\| \). Now by iterating, since \( 3 - K > 1 \), \( \|\mu_1\| = 0 \). If \( \theta \neq 0 \), we can quotient out the subgroup \( \{e, u\} \) and use the above to obtain that

\[
\mu = P\mu + \mu_1 \quad \text{where } \mu_1 = \frac{1}{2}(\delta_e - \delta_u) \star \mu_1
\]

(i.e. \( \mu_1 \) must disappear under the quotient map). Now, as in Theorem 4, if \( \mu^2 = P\mu^2 + \mu_2 \)

\[
\mu_2 = 2(P\mu) \star \mu_1 + \mu_1 \star \mu_1 = 2\lambda (\cos \theta \delta_x + i \sin \theta \delta_{xu}) \star \frac{1}{2}(\delta_e - \delta_u) \star \mu_1 + \mu_1 \star \mu_1 = \lambda e^{-i\theta}(\delta_e - \delta_u) \star \mu_1 + \mu_1 \star \mu_1.
\]

Therefore \( \|\mu_2\| > 2\|\mu_1\| - \|\mu_1\|^2 > (3 - K)\|\mu_1\| \). As before \( \|\mu_1\| = 0 \). This completes the theorem.

**3. Isomorphism theorems.** We can now prove the isomorphism theorems. These follow easily from the previous results in much the same manner as they do in [3]. We will only give the case of an isomorphism between group algebras, but clearly we can use the same ideas to characterize those homomorphisms that preserve the identities of the groups.

**Theorem 6.** Let \( G_1 \) and \( G_2 \) be abelian groups and \( T \) an algebra isomorphism of \( l_1(G_1) \) onto \( l_1(G_2) \) with \( \|T\| < \frac{1}{3}(4 \cos(\pi/9) + 1) \). Then, either \( G_1 \) and \( G_2 \) are isomorphic or each has a subgroup of order 2, \( H_1 \) and \( H_2 \) respectively, such that \( G_1/H_1 \) and \( G_2/H_2 \) are isomorphic. In fact we always have \( \|T\| < \sqrt{2} \).

(N.B. The form of these isomorphisms can be described explicitly. For \( \|T\| < \sqrt{2} \), this was given in [3]. The case \( \|T\| = \sqrt{2} \) will be given in the next theorem.)

**Proof.** For each \( x \in G_1 \), \( Tx \in l_1(G_2) \) and has its powers norm-bounded by \( K \). Thus by Theorem 4, its powers are norm-bounded by \( \sqrt{2} \) and it has the form

\[
Tx = \lambda [\cos \theta t(x) + i \sin \theta t(x) u]
\]

where \( |\lambda| = 1 \), and \( t(x), u \in G_2 \), \( u^2 = e \).
Since this is true for all \(x\), \(\|T\| \leq \sqrt{2}\). Now suppose that for each \(x \in G_1\), \(Tx\) has only one element of \(G_2\) in its support. Then

\[Tx = \lambda(x) t(x) \quad \text{for all } x \in G_1,\]

Clearly \(\lambda \in \hat{G}_1\) and \(t\) is an isomorphism of \(G_1\) onto \(G_2\). On the other hand, suppose that for some \(x \in G_1\), \(Tx\) has two elements of \(G_2\) in its support. Then

\[Tx = \lambda(x)[\cos \theta t(x) + i \sin \theta t(x)u]\]

where \(|\lambda(x)| = 1\), \(u, t(x) \in G_2\), \(u^2 = e\), and \(\cos \theta \neq 0\), \(\sin \theta \neq 0\). If

\[Ty = \lambda(y)[\cos \phi t(y) + i \sin \phi t(y)v]\]

with \(t(y)\), \(v \in G_2\), \(v^2 = e\), \(\cos \phi \neq 0\), \(\sin \phi \neq 0\), then clearly \(u = v\), or else \(Txv\) would not have the correct form—its support would contain four elements of \(G_2\).

Let \(H_2 = \{e, u\}\) and \(\tilde{T}: l_1(G_1) \to l_1(G_2/H_2)\) be defined by \(\tilde{T} = PT\) where \(P\) is the canonical projection \(l_1(G_2) \to l_1(G_2/H_2)\). Then \(\tilde{T}\) has the form

\[
\tilde{T}x = \lambda(x)s(x)
\]

with \(\lambda \in \hat{G}_1\) and \(s\) a homomorphism of \(G_1\) onto \(G_2/H_2\). Now since \(T\) is an isomorphism onto \(l_1(G_2)\), there exists \(v \in G_1\) such that \(u\) belongs to the support of \(Tv\), i.e. \(Tv = \lambda[\cos \theta e_2 + i \sin \theta u]\) with \(\sin \theta \neq 0\). Hence

\[Tv^2 = \lambda^2[\cos 2\theta e_2 + i \sin 2\theta u]\]

and so \(Te_1\), \(Tv\) and \(Tv^2\) are linearly dependent. It follows that \(e_1\), \(v\) and \(v^2\) are linearly dependent and so \(v^2 = e_1\). Thus \(Tv = \pm u\), and it follows that the kernel of \(s\) is \(\{e_1, v\} = H_1\) say. Now, by the isomorphism theorem for groups, \(G_1/H_1\) is isomorphic to \(G_2/H_2\), and the proof is complete.

The converse of this is also true. If \(G_1\) and \(G_2\) are abelian groups with subgroups \(H_1\) and \(H_2\) each of order 2, such that \(G_1/H_1\) and \(G_2/H_2\) are isomorphic, then there exists an algebra isomorphism from \(l_1(G_1)\) onto \(l_1(G_2)\) with \(\|T\| \leq \sqrt{2}\). For, let \(K\) be the common quotient, \(s: G_1 \to K\), \(t: G_2 \to K\) be the projections, and \(H_1 = \{e_1, v\}, H_2 = \{e_2, u\}\). Choose \(\phi \in \hat{G}_1\) with \(\phi(v) = -1\), and \(\psi \in \hat{G}_2\) with \(\psi(u) = -1\). Define

\[Tx = \frac{1}{2}(1 + \phi(x)\psi(y))y + \frac{1}{2}(1 - \phi(x)\psi(y))yu\]

where \(s(x) = t(y)\), and extend \(T\) to a map from \(l_1(G_1)\) onto \(l_1(G_2)\) by linearity. (\(T\) is well defined, since \(\psi(u) = -1\).) It is easily checked that \(T\) is an algebra isomorphism and that \(\|T\| \leq \sqrt{2}\). For the norm to equal \(\sqrt{2}\), there must exist \(x \in G_1\) such that \(\phi(x)\psi(y)\) is arbitrarily close to \(\pm i\).

We now describe the form of all isomorphisms with norm \(\|T\| \leq \frac{1}{3}(4 \cos(\pi/9) + 1)\).

**Theorem 7.** Let \(T\) be an algebra isomorphism from \(l_1(G_1)\) and \(l_1(G_2)\) with \(\|T\| \leq \frac{1}{3}(4 \cos(\pi/9) + 1)\).

(1) If \(\|T\| \leq \frac{1}{2}(1 + \sqrt{3})\), then \(\|T\| = 1\) and \(T\) has the form

\[Tx = \psi(x)s(x) \quad (x \in G_1)\]

where \(\psi \in \hat{G}_1\) and \(s\) is an isomorphism of \(G_1\) onto \(G_2\).
(2) If \( \frac{1}{2}(1 + \sqrt{3}) < \|T\| < \sqrt{2} \), then \( \|T\| = \sqrt{2} \cos(\pi/4n) \) for some odd number \( n \), and \( T \) has the form

\[
Tx = \psi(x)\left\{ \frac{1}{2}(1 + \phi(x))s(x) + \frac{1}{2}(1 - \phi(x))s(x)u \right\} \quad (x \in G_1)
\]

where \( \phi, \psi \in \hat{G}_1 \), \( \phi \) has order \( n \), \( u \in G_2 \) is of order \( 2 \), and \( s \) is an isomorphism of \( G_1 \) onto \( G_2 \).

(3) If \( \sqrt{2} < \|T\| < \frac{1}{3}(4 \cos(\pi/9) + 1) \), then \( \|T\| = \sqrt{2} \) and \( G_1 \) and \( G_2 \) have subgroups \( H_1 = \{e_1, v\} \) and \( H_2 = \{e_2, u\} \) respectively such that \( G_1/H_1 \cong G_2/H_2 \cong K \).

If \( s: G_1 \to K, t: G_2 \to K \) are the natural projections, then \( T \) has the form

\[
Tx = \lambda(x)\left\{ \frac{1}{2}(1 + \phi(x)s(y))y + \frac{1}{2}(1 - \phi(x)s(y))yu \right\}
\]

\( (x \in G_1, s(x) = t(y)) \), where \( \lambda, \phi \in \hat{G}_1 \) and \( \psi \in \hat{G}_2 \).

Proof. (1) and (2) are Theorem 2.6 of [3].

(3) By Theorem 6, we have \( \|T\| = \sqrt{2} \), and that \( G_1/{e_1, v} \) is isomorphic to \( G_2/{e_2, u} \). Also \( \tilde{T}x = \lambda(x)s(x) \), where \( \lambda \in \hat{G}_1 \) and \( s \) is the natural projection \( G_1 \to K = G_1/{e_1, v} \). If \( s(x) = \{y, yu\} \), we can write

\[
Tx = \lambda(x)\left\{ \frac{1}{2}(1 + \gamma(x, y))y + \frac{1}{2}(1 - \gamma(x, y))yu \right\}
\]

which defines a function \( \gamma \) on the set \( A = \{(x, y) \in G_1 \times G_2: s(x) = t(y)\} \). (Here \( t \) is the natural projection \( G_2 \to K \).) \( \gamma \) clearly satisfies \( \gamma(x, uy) = -\gamma(x, y), (x, y) \in A \). Since \( Tv = \lambda(v)u, \gamma(xo, y) = -\gamma(x, y), (x, y) \in A \). Now \( A \) is a subgroup of \( G_1 \times G_2 \), and since \( T \) is an isomorphism, it is routine to show that \( \gamma \) is a character on \( A \). By [2, 24.12], \( \gamma \) admits an extension to a character on \( G_1 \times G_2 \), which may be written in the form \( \gamma(x, y) = \phi(x)s(y) \) where \( \phi \in \hat{G}_1 \) and \( \psi \in \hat{G}_2 \). This gives the required form.

Corollary 8. If \( G_1 \) and \( G_2 \) are abelian, without elements of order 2, and if \( T: l_1(G_1) \to l_1(G_2) \) is an algebra isomorphism with \( \|T\| < \frac{1}{3}(4 \cos(\pi/9) + 1) \) then \( G_1 \) and \( G_2 \) are isomorphic.

This is the best possible result as the following example shows.

Example. Consider the algebra isomorphism from \( l_1(\mathbb{Z}_9) \to l_1(\mathbb{Z}_3 \times \mathbb{Z}_3) \) defined by

\[
Tx = \frac{1}{3}(1 + 2\cos\frac{2\pi}{9})v + \frac{1}{3}(1 + 2\cos\frac{8\pi}{9})uv + \frac{1}{3}(1 + 2\cos\frac{14\pi}{9})vu^2
\]

where \( x \) is a generator of \( \mathbb{Z}_9 \), and \( u, v \) are the generators of \( \mathbb{Z}_3 \times \mathbb{Z}_3 \). Then as we remarked earlier \( Tx \) has its powers norm bounded by \( \frac{1}{3}(4 \cos(\pi/9) + 1) \). Thus \( \|T\| = \frac{1}{3}(4 \cos(\pi/9) + 1) \).

The results for topological groups follow in much the same way as they did in [2]. For the measure algebras, we simply restrict attention to the discrete measures and use Theorem 6. The continuity properties follow from results of Greenleaf in [1]. For the \( L^1 \)-algebras, we again use results of Greenleaf in [1] to extend the isomorphism to one between the measure algebras.
Theorem 9. Let $G_1$ and $G_2$ be locally compact abelian groups and $T: L^1(G_1) \to L^1(G_2)(M(G_1) \to M(G_2))$ be an algebra isomorphism with $\|T\| < \frac{1}{2}(4 \cos(\pi/9) + 1)$. Then, either $G_1$ and $G_2$ are isomorphic, or each has a subgroup of order 2 and their quotients are isomorphic.  

(The form of these isomorphisms is clear from Theorem 7.)

Theorem 10. Let $G_1$ and $G_2$ be compact abelian groups and $T: C(G_1) \to C(G_2) [L^\infty(G_1) \to L^\infty(G_2)]$ be an algebra isomorphism with $\|T\| < \frac{1}{2}(4 \cos(\pi/9) + 1)$. Then, either $G_1$ and $G_2$ are isomorphic, or each has a subgroup of order 2 and their quotients are isomorphic. 

(Again the forms of these isomorphisms may be described explicitly.)

I would like to thank the referee for his careful reading of the manuscript, and for his helpful comments and suggestions.

References


Department of Pure Mathematics, University College of Swansea, Singleton Park, Swansea SA2 8PP, Wales, Great Britain