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ABSTRACT. Previous examples of leaves with nonexponential and nonpolynomial growth (due to G. Hector) have occurred at infinite level. Here the same growth types are produced at finite level in open, saturated sets of leaves without holonomy. Such sets consist of leaves with only one or two locally dense ends, and it is shown that the exotic growth types only occur in the case of one locally dense end. Finally, $C^1$-foliations are produced with open, saturated sets as above in which the leaves have strictly fractional growth.

Introduction. In \cite{Hel} it was shown how to construct $C^\infty$-foliations in which a continuum of distinct, nonexponential growth types occurs simultaneously. In these constructions, the interesting growth types (nonpolynomial and nonexponential) occur for leaves at infinite level, a notion to be made precise in §1. We will show (§5) how to produce continuously many distinct nonpolynomial growth types at finite level, although not simultaneously in one foliation.

The theory of levels and of totally proper leaves \cite{C-C}, all presupposed in the present work, is briefly reviewed in §§1 and 2 for the reader's convenience. The material in these two sections is independently known by G. Hector and G. Duminy and much of the terminology employed here and some other aspects of the presentation have been influenced by extensive conversations with them. These conversations have also been very helpful in the development and presentation of some of the other ideas in this paper.

A nonexponential, nonpolynomial leaf at finite level must belong to an open, saturated set $U$ of locally dense leaves without holonomy, the leaves in $U$ being mutually diffeomorphic and having a common growth type, (3.6) and (3.7). As proven in \cite[Proposition 1]{C-C3}, the leaves in such a set $U$ either all have one locally dense end or they all have two such ends. In §6, we will show that the nonpolynomial growth types can only occur when the leaves have one locally dense end. In the case of two locally dense ends, and also in both cases when the foliation is transversely analytic, the leaves in $U$ will have exactly polynomial growth of degree determined by the level of $U$ and by the group of periods (6.10). N. Tsuchiya has also obtained the transversely analytic case \cite{Ts2}.

Finally, in §7, we will produce leaves at finite level having "fractional growth". Indeed, we will produce the growth type of $\gamma_s(m) = m^s$ for each real number $s > 2$. Here we only prove that these foliations are of class $C^1$, but highly technical
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considerations (discovered some time after the present paper was submitted) do allow our constructions to be $C^\infty$-smoothed [C-C5]. Again the leaves in question will appear in open, saturated sets without holonomy.

Conventions. All foliations will be transversely oriented of codimension one on closed manifolds and, except in §7, of class at least $C^2$.

The growth function $g_L: \mathbb{Z}^+ \to \mathbb{R}^+$ of a leaf $L$ will be defined, as in [P], via chains of placques from a suitable regular cover $\{W_i\}_{i=1}^k$. The growth type $\text{gr}(L) = \text{gr}(g_L)$ is defined as in [Hel] via the equivalence relation of mutual dominance and is independent of all choices. By compactness of the ambient manifold, all growth functions are dominated by the exponential function.

We say that $\text{gr}(L)$ is polynomial if $g_L$ is dominated by a polynomial. It is exactly polynomial of degree $k$ if $\text{gr}(g_L) = \text{gr}(m^k)$. It is quasipolynomial if $\lim_{m \to \infty} (1/m)\log(g_L(m)) = 0$ and nonexponential if $\lim \inf_{m \to \infty} (1/m)\log(g_L(m)) = 0$. Otherwise, $\text{gr}(L)$ is exponential.

Let $M$ be the closed $n$-manifold with foliation $\mathcal{F}$ and fix a one-dimensional foliation $\mathcal{E}$ transverse to $\mathcal{F}$. Let $U \subset M$ be an open, connected, $\mathcal{F}$-saturated set. As in [D], let $\hat{U}$ denote the completion of $U$ in any Riemannian metric inherited from $M$, this being a manifold such that $\partial \hat{U}$ has finitely many components. The natural immersion $i: \hat{U} \to M$ is one-one on $U$ and on each component of $\partial \hat{U}$, carrying such a component onto a leaf of $\overline{U} - U$. We let $\delta U = i(\partial \hat{U})$ (the set of border leaves to $U$). Foliations $\mathcal{F}$ and $\mathcal{E}$ are induced by $\mathcal{F}$ and $\mathcal{E}$. By [D, Theorem 1], $\hat{U}$ is the union of a compact nucleus $K$, a manifold with corners, and finitely many complete, connected, noncompact “arms” $\hat{U}_i \cong B_i \times [-1, 1]$, $B_i \subset \partial \hat{U}$, the factors $\{x\} \times [-1, 1]$ being leaves of $\mathcal{E}$.

It will be useful to require that the regular cover $\{W_i\}_{i=1}^k$ of $M$, used in the definition of the growth functions, be biregular. This means that each $\overline{W_i} \cong D^{n-1} \times [-1, 1]$ in such a way that each $D^{n-1} \times \{t\}$ is a plaque of $\mathcal{F}$ and each $\{x\} \times [-1, 1]$ is a plaque of $\mathcal{E}$. One can “intersect” $\overline{W_i}$ with $\hat{U}$ in an obvious way, producing (possibly infinitely many) components of the form $D^{n-1} \times [a, b]$, $-1 < a < b < 1$. The interiors, relative to $\hat{U}$, of these sets form a (generally infinite) biregular cover of $\hat{U}$, the growth of leaves of $\mathcal{F}$ being defined via the placques of this cover.

1. The theory of levels. We summarize results from [C-C4] that provide the setting of the present paper.

Suppose that the foliation $\mathcal{F}$ of $M$ has smoothness class $C^2$. Let $U \subset M$ be an open, connected, $\mathcal{F}$-saturated set.

(1.1) Definition. Minimal sets of $\mathcal{F}|U$ are called local (or relative [D]) minimal sets of $\mathcal{F}$.

Remark. If the foliation were smooth-leaved of class $C^0$, $\mathcal{F}|U$ might admit no minimal sets.

(1.2) Theorem [C-C4]. For $M$, $\mathcal{F}$, and $U$ as above, and for $L$ a leaf of $\mathcal{F}|U$, $\overline{L} \cap U$ contains a finite, nonzero number of minimal sets of $\mathcal{F}|U$. 
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A proper leaf of $\mathcal{F}$ is always a local minimal set. Open, $\mathcal{F}$-saturated, connected sets $U \subset M$ are local minimal sets if each leaf of $\mathcal{F}|U$ is dense in $U$ (these are said to be of locally dense type). All other local minimal sets meet the leaves of $\mathcal{L}$ in sets homeomorphic to open subsets of the Cantor set (and are said to be of exceptional type).

Evidently, minimal sets of $\mathcal{F}$ are also local minimal sets. One merely takes $U = M$.

(1.3) Definition. A minimal set of $\mathcal{F}$ (and each of its leaves) is said to be at level 0. A local minimal set $A$ of $\mathcal{F}$ (and each of its leaves) is at level $k > 0$ if the highest level of any local minimal set in $A$ is $k$. A leaf of $\mathcal{F}$ that is not at any level $k > 0$ is said to be at infinite level.

(1.4) Theorem [C-C4]. For each integer $k \geq 0$, the union $M_k$ of all leaves of $\mathcal{F}$ at levels at most $k$ is compact. Furthermore, for each leaf $L$ of $\mathcal{F}$ and each $k > 0$, $L \cap M_k$ is a finite, nonempty union of local minimal sets.

(1.5) Theorem [C-C4]. Let $L$ be a leaf of $\mathcal{F}$ at infinite level. Then, for each integer $k > 0$, $L \cap (M_k - M_{k-1}) \neq \emptyset$ (taking $M_{-1} = \emptyset$). If $X = \bigcup_{k > 0} L \cap M_k$ and $Z = L - X$, then

1. $X$ is dense in $L$;
2. $Z$ is an uncountable union of leaves;
3. each leaf of $Z$ is dense in $L$;
4. no leaf of $Z$ has a proper side.

From this it follows, in particular, that every local minimal set is at finite level.

In this paper we will be particularly interested in local minimal sets $U$ of locally dense type such that $\mathcal{F}|U$ is without holonomy. In this case, Theorem 4 of [Sa] allows us to construct a transverse, continuous, positive, invariant measure $\mu$ for $\mathcal{F}|U$, finite on compact subarcs of $\mathcal{L}|U$ (see Conventions). By [D, Theorem 3], the holonomy at every boundary leaf of $\tilde{U}$ is unbounded; hence $\mu$ grows without bound near $\partial \tilde{U}$. Thus, exactly as in [C-C3, Proposition 3] one proves

(1.6) Proposition. There is a $C^0$-flow $\Phi: \mathbb{R} \times M \to M$, nonsingular precisely on $U$, carrying the leaves of $\mathcal{F}$ diffeomorphically onto one another, the flow lines in $U$ being the leaves of $\mathcal{L}|U$.

(1.7) Definition. The group $P(\mu)$ of periods of $\mu$ is the additive group of real numbers $r$ such that $\Phi_r$ carries each leaf of $\mathcal{F}|U$ to itself.

2. The Poincaré-Bendixson theory of totally proper leaves. We continue our review of certain results from [C-C4]. The assumptions on $M$ and $\mathcal{F}$ continue to be as in §1.

(2.1) Definition. Let $L$ be a leaf of $\mathcal{F}$. The substructure of $L$, denoted by $S(L)$, is the union of all leaves $F \subset \tilde{L}$ such that $\tilde{F} \neq \tilde{L}$.

Equivalently, $S(L)$ is the union of all leaves of $\tilde{L}$ of level strictly less than the level of $L$. Evidently, $S(L)$ is a union of local minimal sets, none of which is of the locally dense type.
(2.2) Definition. If each leaf of \( S(L) \) is proper, then \( L \) is said to have totally proper substructure. If, in addition, \( L \) itself is proper, then \( L \) is said to be a totally proper leaf.

We will see (3.4) that nonexponential leaves have totally proper substructure. Here we outline the structure theory of totally proper leaves.

A leaf \( L \) of \( \mathcal{F} \) is a complete Riemannian \((n-1)\)-manifold in any metric relativized from \( M \). Let \( \{B_i\}_{i \geq 0} \) be a collection of complete, noncompact, connected, \((n-1)\)-dimensional submanifolds of \( L \), each with compact boundary. If \( B_0 \supset B_1 \supset \ldots \supset B_i \supset \ldots \) and if \( \bigcap_{i \geq 0} B_i = \emptyset \), then \( \{B_i\}_{i \geq 0} \) defines an end \( e \) of \( L \) and is said to be a fundamental system of (closed) neighborhoods of \( e \). For quick reviews of the facts and definitions concerning ends of open manifolds, see [C-C1], [C-C2], [C-C3]. For details, see [A-S], [F]. Let \( \mathcal{E}(L) \) denote the set of ends of \( L \), a compact, totally disconnected, metrizable space. For \( e \in \mathcal{E}(L) \) and \( \{B_i\}_{i \geq 0} \) as above, we define the \( e \)-limit set of \( L \) to be

\[
\epsilon\text{-lim}(L) = \bigcap_{i \geq 0} \overline{B_i},
\]

where \( \overline{B_i} \) denotes the closure of \( B_i \) in \( M \). This generalizes the \( \alpha \) - and \( \omega \)-limit sets of classical Poincaré-Bendixson theory. The set \( \epsilon\text{-lim}(L) \) is a closed, \( \mathcal{F} \)-saturated set, not depending on the choice of fundamental neighborhood system of \( e \).

(2.3) Definition. If \( \epsilon\text{-lim}(L) \) is a union of totally proper leaves, then \( e \) is said to be a totally proper end of \( L \).

If an end \( e \) of \( L \) is totally proper, then the system \( \{B_i\}_{i \geq 0} \) can be chosen in an especially nice way, each \( B_i \) “spiraling in” on a certain totally proper leaf \( F \).

In order to describe this efficiently, we make use of the 1-dimensional foliation \( \mathcal{L} \) (see Conventions). By a choice of transverse orientation of \( \mathcal{F} \), each leaf of \( \mathcal{L} \) is oriented. Subarcs of leaves of \( \mathcal{L} \), therefore, will be denoted by standard interval notation \( ([x, y), [x, y), \ldots \)).

On one side of \( F \) (for definiteness, say the positive side) fix a half-open collar neighborhood \( W \), fibered over \( F \) by subarcs \( [x, y) \), \( x \in F \), of leaves of \( \mathcal{L} \). Let \( p: W \to F \), where \( p(z) = x \) if \( z \in [x, y) \).

Let \( B_0 \subset L \) be a complete, connected, noncompact \((n-1)\)-dimensional submanifold, \( \partial B_0 = N_0 \) connected and compact.

(2.4) Definition. We will say that \( B_0 \) spirals on \( F \) if the following conditions are satisfied.

(a) \( B_0 \subset W \); hence \( p: B_0 \to F \) is well defined and, on \( B_0 - N_0 \), this is a local diffeomorphism.

(b) \( p \) maps \( N_0 \) diffeomorphically onto \( N \subset F \) and \( F - N \) is connected.

(c) \( p^{-1}(N) \) is a disjoint union of countably many diffeomorphic copies of \( N: N_0, N_1, N_2, \ldots \).

(d) The connected components \( B_{00}, B_{01}, B_{02}, \ldots \) of \( B_0 - \bigcup_{i \geq 0} N_i \) are each mapped by \( p \) diffeomorphically onto \( F - N \) and, if \( B_{0j}^c \) denotes the closure of \( B_{0j} \) in \( L \), then \( \partial B_{0j}^c = N_j \cup N_{j+1}, j > 0 \).

(e) For each \( x \in F \), the sequence \( p^{-1}(x) = \{x_j = (B_{0j} \cup N_j) \cap p^{-1}(x)\}_{j \geq 0} \) converges monotonically to \( x \).
In the above situation, we take \( B_i = \bigcup_{j \geq i} B_{0j} \), getting a fundamental system of closed neighborhoods of an end \( \varepsilon \in \mathcal{D}(L) \), where each \( B_i \) spirals on \( F \) and \( \partial B_i = N_i, i > 0 \). In this situation, \( \varepsilon\)-lim(\( L \)) = \( F \) and \( F \) is at strictly lower level than \( L \).

(2.5) **Definition.** The end \( \varepsilon \in \mathcal{D}(L) \) as above is said to be periodic of period \( F \). The following pictures suggest some simple examples.
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In Figure A, the periodic end $e$ is isolated in $\mathcal{S}(L)$. In Figure B, $e$ is the limit of a sequence of isolated ends in $\mathcal{S}(L)$.

(2.6) Theorem [C-C4]. If $e$ is a totally proper end of $L$, then $\epsilon$-lim$(L) = F$ and $\epsilon$ is periodic of period $F$.

If $L$ itself is totally proper, then each of its ends satisfies (2.6). Although generally there are infinitely many ends in $\mathcal{S}(L)$, it is not hard to use (2.6) to produce the following finite (nonunique) decomposition of a totally proper leaf $L$.

(2.7) Corollary. Let $L$ be a totally proper leaf of $\mathcal{S}$ at level $k$. Then $L = A \cup B^1 \cup \cdots \cup B^r$ where

(a) $A$ is a compact, connected, $(n - 1)$-dimensional submanifold of $L$;
(b) each $B^i$ is a complete, connected, noncompact, $(n - 1)$-dimensional submanifold of $L$;
(c) $B^i \cap B^j = \emptyset$, $i \neq j$, and $A \cap B^i = \partial B^i$ is a component of $\partial A$, $1 \leq i \leq r$;
(d) each $B^i$ spirals on a (totally proper) leaf $F'$ of level at most $k - 1$;
(e) at least one $F'$ is at level $k - 1$.

It is elementary that, if $F'$ has growth function $g(m)$, then $B^i$ has the growth type of the function $mg(m)$. Since compact leaves have exactly polynomial growth of degree 0, an obvious induction on the level of $L$, using (2.7), gives the following.

(2.8) Corollary. Let $L$ be a totally proper leaf of $\mathcal{S}$ at level $k$. Then $L$ has exactly polynomial growth of degree $k$.

Finally, we remark on a topological corollary of (2.7). Recall ([C-C1], [C-C2], [C-C3]) that $L$ is said to be a manifold of (finite) type $q$ if the $q$th derived set $\mathcal{S}^{(q)}(L) \subset \mathcal{S}(L)$ is finite and nonempty. If $L$ is compact (i.e., $\mathcal{S}(L) = \emptyset$), we say that $L$ is of type $-1$. An induction on the level of $L$, using (2.7), gives the following.

(2.9) Corollary. Let $L$ be a totally proper leaf of $\mathcal{S}$ at level $k$. Then $L$ is a manifold of type $k - 1$.

3. Nonexponential leaves. Following [L], we place the following definition. All notations and conventions are as in §2.

(3.1) Definition. Let $L$ be a leaf of $\mathcal{S}$, $x \in L$, $J = [x, y)$ of $(y, x]$ a subarc of a leaf of $\mathcal{S}$, and suppose that a suitable loop on $L$ at $x$ defines a holonomy contraction $g: J \to J$ to $x$. If $L \cap \text{int}(J) \neq \emptyset$, then $L$ is said to be a resilient leaf.

The following fundamental result will be proven by an argument due essentially to J. F. Plante. Also, cf. [He2].

(3.2) Theorem. Let $F$ be a leaf of $\mathcal{S}$ and suppose that $\bar{F}$ contains a resilient leaf. Then $F$ has exponential growth.

Proof. Let $L \subset \bar{F}$ be a resilient leaf and let $[x, y)$ and $g$ be as in (3.1). Since there is a point $z \in L \cap (x, y)$ and since $L \subset \bar{F}$, $F$ meets $(x, y)$. Because of $g$, $F \cap [x, y)$ clusters at $x$. By [P, Theorem 4.1], if $F$ has nonexponential growth, there
is a holonomy invariant measure $\mu$ on $[x, z]$, with $\mu([x, z]) = 1$ and $\text{supp}(\mu) \subset \overline{T} \cap [x, z]$. But $\{x\} = \bigcap_{m>0} g^m[x, z]$, so $\mu(\{x\}) = 1$. Since $\mu$ is invariant under the holonomy pseudogroup of $\overline{T}$, $\mu(\{z\}) = 1$. But then $x < \cdots < g^m(z) < g^{m+1}(z) < \cdots < z$ and $\mu(\{g^m(z)\}) = 1$, $\forall m \in \mathbb{N}$, contradicting $\mu([x, z]) = 1$. □

As observed in [C-C3], the proof of Sacksteder's well-known theorem [Sa, Theorem 1] actually gives the following. Also, cf. G. Hector's thesis.

(3.3) Theorem. Let $X$ be a local minimal set of $\overline{T}$ of exceptional type. Then there is a resilient leaf in $X$.

Remarks. For (3.3), the requirement that $\overline{T}$ be of class $C^2$ is essential (the $C^1$-counterexample being Denjoy's construction [Sc, Appendix]). For (3.2), it is enough that $\overline{T}$ be of class $C^0$.

(3.4) Corollary. If $L$ is a leaf of $\overline{T}$ with nonexponential growth, then $L$ has totally proper substructure.

Proof. The substructure $S(L)$ is a union of local minimal sets, none of which is of locally dense type. If any is of exceptional type, then (3.3) and (3.2) contradict the assumption that $L$ is nonexceptional. □

(3.5) Corollary. If $L$ has a proper side (we say that $L$ is semiproper) and has nonexponential growth, then $L$ is totally proper.

Proof. By part (4) of (1.5), $L$ is at finite level, hence belongs to a local minimal set. This cannot be of locally dense type nor, by (3.3) and (3.2), can it be exceptional. Thus, $L$ is proper; hence, by (3.4), $L$ is totally proper. □

Consequently, by §2,

(3.6) Corollary. A semiproper, nonexponential leaf of $\overline{T}$ at finite level $k \geq 0$ must have exactly polynomial growth of degree $k$. It must also be a manifold of type $k - 1$.

(3.7) Theorem. Let $L$ be a nonexponential leaf of $\overline{T}$ at finite level. If $L$ does not have a proper side, then $L \subset U$ where $U$ is a local minimal set of locally dense type, $\overline{T}\mid U$ has trivial holonomy, and the leaves of $\overline{T}\mid U$ are mutually diffeomorphic and have the same growth type as $L$. If $L$ is at level $k$, then it is a manifold of type at most $k$. Finally, $\overline{U} - U$ is a finite union of totally proper leaves at levels at most $k - 1$, at least one of which is at level $k - 1$.

Proof. Since $L$ is not proper and cannot pertain to a local minimal set of exceptional type (again by (3.3) and (3.2)), it must pertain to a local minimal set $U$ of locally dense type. The transverse, holonomy invariant measure of Plante [P], defined on any transverse circle to $\overline{T}\mid U$, replaces [Sa, Theorem 4] in the proof of (1.6), so we obtain $\Phi : \mathbb{R} \times M \to M$ as in that proposition. Each $\Phi_t, t \in \mathbb{R}$, transforms any given biregular cover of $M$ (see Conventions) to another such. It follows that the growth types of the leaves of $\overline{T}\mid U$, being determined by such covers, are all the same. The argument in [C-C3, Theorem 4] shows that the leaves of $\overline{T}\mid U$ are manifolds of type at most $k$. Since $\overline{U} - U = S(L)$, the final assertion follows from (3.4). □
Remark that, by (3.6) and (3.7), any nonexponential, non-exactly-polynomial leaf at finite level must pertain to an open, $\mathcal{S}$-saturated set $U$ as described in (3.7).

4. Some abstract growth estimates. We assemble here some technical results that will be useful for §5.

Fix a sequence $1 < N(1) < N(2) < \cdots < N(k) < \cdots$ of integers and let $A > 1$ be an integer. We define three increasing functions $\mathbb{Z}^+ \to \mathbb{R}^+$:

\[ f^*(m) = \frac{m^k}{k!}, \quad N(k - 1) < m < N(k), \]
\[ f**(m) = \frac{m^k}{k!}, \quad AN(k - 1) < m < AN(k), \]
\[ f***(m) = \frac{m^k A^k}{k!}, \quad N(k - 1) < m < N(k). \]

Here we allow all $k > 1$ by taking $N(0) = 0$.

(4.1) Proposition. $\text{gr}(f^*) = \text{gr}(f**) = \text{gr}(f***)$.

Proof. Clearly, $f***(m) > f^*(m) > f**(m)$, for all $m$. If $AN(k - 1) < Am < AN(k)$, then $N(k - 1) < m < N(k)$, so $f**(Am) = \frac{(Am)^k}{k!} = f***(m)$. Thus,

\[ \text{gr}(f***) \geq \text{gr}(f^*) \geq \text{gr}(f**) \geq \text{gr}(f***) . \]

For each $k > 1$, let $\mathcal{G}_k \subseteq \mathbb{R}^k$ be the graph with vertices the integer lattice $\mathbb{Z}^k$ and edges all line segments of length one, parallel to one or another coordinate axis, with endpoints in $\mathbb{Z}^k$. This, of course, is just a convenient geometric realization of the graph of the group $\mathbb{Z}^k$ relative to the standard generating set. The growth function $f_k(m)$ is the number of vertices of $\mathcal{G}_k$ that can be reached from the origin by paths in $\mathcal{G}_k$ of length at most $m$. Define

\[ f(m) = f_k(m), \quad N(k - 1) < m < N(k). \]

(4.2) Proposition. $\text{gr}(f) = \text{gr}(f^*)$.

This will be proven via a series of elementary lemmas ((4.3) through (4.9)).

(4.3) Lemma. If $a > 1$ and if $p$ is a positive integer, then $(a - 1)^p \geq a^p - pa^{p-1}$.

Indeed, for $a < p$, the right-hand side is nonpositive and, for $a > p$, the binomial theorem gives the result.

(4.4) Lemma. For all integers $m > 1$ and $k > 1$, $\sum_{i=0}^{m} i^k > m^{k+1}/(k + 1)$.

Proof. This is true for $m = 1$. If it is true for some $m$, then

\[ \sum_{i=0}^{m+1} i^k > (m + 1)^k + m^{k+1}/(k + 1). \]

In (4.3), take $a = m + 1$ and $p = k + 1$ and obtain $m^{k+1} > (m + 1)^k + 1 - (k + 1)(m + 1)^k$. Then

\[ (m + 1)^k + m^{k+1}/(k + 1) \geq (m + 1)^{k+1}/(k + 1) . \]

(4.5) Lemma. $f_k(m) \geq m^k/k!$.

Proof. It is clear that $f_1(m) = 2m + 1 > m$. We use induction on $k$. If the assertion holds for some $k > 1$, then by (4.4)
(4.6) **Lemma.** For each $m > 1$ and $k > 1$, $\sum_{i=0}^{m-1} i^k < m^{k+1}/(k + 1)$.

**Proof.** This is clearly true for $m = 1$. If it is true for some $m > 1$, then

$$\sum_{i=0}^{m} i^k < m^k + m^{k+1}/(k + 1) = (m^{k+1} + (k + 1)m^k)/(k + 1).$$

But the binomial theorem implies that $m^{k+1} + (k + 1)m^k < (m + 1)^{k+1}$. □

For the next three lemmas, let $f_k(m)$ denote the number of vertices in $\mathcal{B}_k$, with all coordinates nonnegative, that can be reached by paths from 0 of length at most $m$. Remark that $f_k(m) < 2k f_k(m)$.

(4.7) **Lemma.** For each $m > 1$ and $k > 1$, $f_k(m) < (m + k)^k/k!$.

**Proof.** Since $f_1(m) = m + 1$, the assertion is true for $k = 1$. Inductively, assume it true for some $k > 1$. Then (letting $f_k(0) = 1 < k^k/k!$) we have $f_{k+1}(m) = \sum_{i=0}^{m} f_k(i) < (1/k!)(k + 1)^k < (1/k!)(m + k + 1)^k/k!(k + 1) = (m + k + 1)^k/(k + 1)!$. This last inequality is an application of (4.6). □

(4.8) **Lemma.** If $m > k > 1$, then $f_k(m) < 4k m^k/k!$.

**Proof.** If $m > 1$, then $f_1(m) = m + 1 < 4m$, so we assume, inductively, that the assertion is true for some $k > 1$. If $m > k + 1$, then $f_{k+1}(m) = \sum_{i=0}^{m} f_k(i) + \sum_{i=k+1}^{m} f_k(i) + f_k(m)$ and

$$f_k(m) < \sum_{i=0}^{k} (i + k)^k/k! < \sum_{i=0}^{k} i^k/k! < (k + 1)^{k+1}/(k + 1)!$$

(by (4.6))

$$< 2^{k+1}(k + 1)^{k+1}/(k + 1)! < 4^k m^{k+1}/(k + 1)!.$$ 

Also,

$$\sum_{i=k+1}^{m-1} f_k(i) < \sum_{i=0}^{m-1} 4^i k^i/k! < 4^k m^{k+1}/(k + 1)!,$$

$$f_k(m) < 4^k m^k/k! < 4^k m^{k+1}/(k + 1)!$$

(the last inequality also uses $m > k + 1$). Thus, $f_{k+1}(m) < (4^k m^{k+1}/(k + 1)!) < 4^k m^{k+1}/(k + 1)!$. □

(4.9) **Lemma.** If $m > k$, then $f_k(m) < 8^k m^k/k!$.

**Proof.** Indeed, $f_k(m) < 2^k f_k(m) < 8^k m^k/k!$ by (4.8). □

We prove (4.2). By (4.5), $f_k(m) > m^k/k!$, so $\text{gr}(f) > \text{gr}(f^*)$. Since $\{N(i)\}_{i \geq 1}$ is a strictly increasing sequence of positive integers, $N(k - 1) < m < N(k)$ implies, in particular, that $m > k$, so $f_k(m) < 8^k m^k/k!$ (4.9). In the definition of $f^{***}$, take $A = 8$ and conclude that $\text{gr}(f) < \text{gr}(f^{***}) = \text{gr}(f^*)$. This completes the proof of (4.2).

Using (4.2), we will determine $\text{gr}(f)$ for particular choices of $\{N(k)\}_{k \geq 1}$. The following will be useful.
(4.10) Lemma. If $B > 1$ is an integer, then $B f^*(m) < f^*(Bm)$.

Proof. Let $i < j$ be such that

$$f^*(Bm) = (Bm)^j/j!, \quad N(j - 1) < Bm < N(j),$$

$$B f^*(m) = Bm^i/i!, \quad N(i - 1) < m < N(i).$$

Since $N(j - 1) > j - 1$, we have $Bm > j$, so $(Bm/j)^{j-i} > 1$. But

$$(Bm)^{j-i}/j(j-1) \cdots (i+1) > (Bm/j)^{j-i} > 1,$$

so

$$f^*(Bm) = (Bm)^j/j! > (Bm)^{j-i}/i! > Bm^i/i! = B f^*(m).$$

A. A continuum of quasipolynomial but nonpolynomial growth types. For each real number $r > 1$, let $N_r(k) = \lceil k^r \rceil$, the greatest integer in $k^r$. With this choice of \{N_r(k) = N_r(k)_{k \geq 1}\}, denote the corresponding functions $f$ and $f^*$ by $f(r)$ and $f^*(r)$.

(4.11) Proposition. If $s > r > 1$, then $gr(f(r)) > gr(f^*(r))$.

Proof. By (4.2), it is sufficient to prove that $gr(f^*(r)) > gr(f^*(s))$. If $N_s(k - 1) < m < N_s(k)$, then $f^*_s(m) = m^k/k!$ while, since $N_s(k - 1) < N_s(k - 1)$, $f^*_r(m) > m^k/k! = f^*_r(m)$. Thus, $gr(f^*_r) > gr(f^*_s)$. To make the inequality strict, we show that given positive integers $m_0$, $A$, $B$ there exists $m > m_0$ such that $B f^*_r(Am) < f^*_s(m)$. Choose $K$ so large that, for $k \geq K$,

(i) $ABN_r(2k) < N_s(k)$,
(ii) $m_0 < N_r(2k)$,
(iii) $AB < N_s(k) - N_s(k - 1)$,
(iv) $2kAB < N_r(2k)$.

For such $k$, (iii) allows us to choose a largest value of $m$ such that $N_s(k - 1) < ABm < N_s(k)$. By (i) and (ii), $m_0 < N_r(2k) < m$. Furthermore, $f^*_r(ABm) = (ABm)^k/k!$ and $f^*_s(m) = m^q/q!$ where $q > 2k$. Also, $m > N_r(q - 1) > q - 1$, so $m > q$ and

$$f^*_r(m) = \frac{m^q-2k}{q(q-1) \cdots (2k+1)} \frac{m^{2k}}{(2k)!} > \frac{m^{2k}}{(2k)!}.$$

By (iv), $2kAB < N_r(2k) < m$. Thus, $(2kAB)^k < m^k$ so $(2k)!/k!(ABm)^k < m^{2k}$; hence $(AB)^k m^k/k! < m^{2k}/(2k)!$. Thus, by (4.10) and the above, $B f^*_r(ABm) < f^*_r(ABm) < f^*_s(ABm)$.

(4.12) Proposition. For each $r > 1$, $f^*(r)$ has quasipolynomial but nonpolynomial growth.

Proof. If $N_s(k - 1) < m < N_s(k)$, then $k < m^{1/r} + 1$. Thus,

$$f^*_r(m) = m^k/k! > (m/k)^k > (m/(m^{1/r} + 1))^k$$

$$= (m^{1-1/r}/(1 + m^{-1/r}))^k > \left(\frac{1}{2} m^{1-1/r}\right)^k.$$

Since $r$ is fixed and $k$ increases with $m$, it follows that $f^*_r$ dominates polynomials of every degree. That is, $gr(f^*_r) = gr(f^*_s)$ is nonpolynomial.
For $m$ in the above range, $f_{(r)}(m) = f_k(m) \leq (2m + 1)^k$, so

\[
\frac{1}{m} \log(f_k(m)) \leq \frac{k}{m} \log(2m + 1) < \frac{(m^{1/r} + 1/m)}{m} \log(2m + 1)
\]

\[
= \frac{(1 + m^{-1/r})(\log(2m + 1))}{m^{1-1/r}} \leq \frac{(2/m^{1-1/r}) \log(2m + 1)}{m^{1-1/r}}.
\]

Since $r > 1$, L'Hôpital's rule gives

\[
\lim_{m \to \infty} \left( \frac{1}{m} \log(f_{(r)}(m)) \right) = 0. \quad \square
\]

**Remarks.** (1) Using Sterling's formula \([R, p. 194]\), one can show that $g_r(f_{(r)}(m)) = g_r(f_{(r)}(m))$ where $f_{(r)}(m) = m^k/k^k$, $N_r(k-1) < m < N_r(k)$.

(2) Using the above remark, one can show that $g_r(f_{(r)}(m)) = g_r(g_r(m))$ where $g_r(m) = m^{m^{1/r}}$.

**B. A continuum of nonquasipolynomial growth types.** The following is immediate.

(4.13) **Lemma.** If, for some $k > 1$, $N(k + 1) = N(k) + 1 = m + 1$, then $f(m + 1) > 2f(m)$.

(4.14) **Corollary.** If $N(k) = k$ for all $k > 1$, then $f$ dominates the exponential function.

**Proof.** In (4.13), $m = k = N(k)$ for all $m > 1$, so $f(m + 1) > 2^{m+1}$.

Combining (4.13) with the proof of (4.12), we produce a sequence \(\{N_r(k)\}_{k > 1}\) so that the corresponding function $f = \tilde{f}_{(r)}$ has nonexponential but nonquasipolynomial growth. We will then show that distinct values of $r > 1$ will give distinct growth types $g_r(\tilde{f}_{(r)})$.

Let \(\{k(q)\}_{q > 1}\) be a strictly increasing sequence of integers, $k(1) > 2$, and set $N_r(k(q)) = [(k(q))^{1/r}]$, $N_r(k(q) + i) = N_r(k(q)) + i$ for $1 < i < k(q + 1) - k(q) - 1$.

(4.15) **Lemma.** If \(\{k(q)\}_{q > 1}\) increases fast enough, then $g_r(\tilde{f}_{(r)})$ is nonexponential but nonquasipolynomial.

**Proof.** Set $m(q) = N_r(k(q)) + 1$. Then we have $N_r(k(q)) < m(q) < N_r(k(q) + 1)$ and the proof of (4.12) shows that $\lim_{q \to \infty} (1/m(q)) \log(f_{(r)}(m(q))) = 0$, so $g_r(\tilde{f}_{(r)})$ is nonexponential. Suppose $k(q)$ has been chosen and choose $k(q + 1)$ sufficiently large as follows. Repeated applications of (4.13) give $\tilde{f}_{(r)}(m(q) + i) > 2\tilde{f}_{(r)}(m(q))$, provided $k(q + 1) - 2 > k(q) + i$. Thus,\[
\frac{1}{m(q) + i} \log(\tilde{f}_{(r)}(m(q) + i)) > \frac{i}{m(q) + i} \log(2).
\]

As $i$ becomes large, the right-hand side approaches $\log(2)$. Thus, for a sufficiently large choice of $k(q + 1)$, taking $i = k(q + 1) - k(q) - 2$ makes the left-hand side greater than $\frac{1}{2} \log(2)$. By such an inductive choice, we guarantee that $\frac{1}{m} \log(\tilde{f}_{(r)}(m(q)))$ does not converge to 0. \quad \square

(4.16) **Proposition.** If $s > r > 1$, then $g_r(\tilde{f}_{(r)}) \neq g_r(\tilde{f}_{(s)})$.

**Proof.** Let the corresponding functions $f^*$ be denoted $\tilde{f}_{(r)}$ and $\tilde{f}_{(s)}$ respectively. If $\tilde{f}_{(r)}$ does not dominate $\tilde{f}_{(s)}$, these functions cannot have the same growth type. Thus, given positive integers $m_0$, $A$, $B$, we must show that there exists an integer $m > m_0$ such that $B\tilde{f}_{(r)}(Am) < \tilde{f}_{(s)}(m)$. Choose $K$ as in the proof of (4.11) and $k > K$ such
that \( \overline{N}_s(k) = \lfloor k^r \rfloor = N_s(k) \). Also choose \( m \) as in the proof of (4.11). Then we claim that

\[
B^*_\ell(Am) < \tilde{f}^*_\ell(ABm) < f^*_\ell(m) < \tilde{f}^*_\ell(m).
\]

The first inequality is by (4.10). The equality holds because \( \overline{N}_s(k - 1) < N_s(k - 1) < ABm < N_s(k) = \overline{N}_s(k) \) (as in the proof of (4.11)). The strict inequality is proven as in the proof of (4.11) and the last inequality is clear. □

5. Constructions of nonexponential leaves at finite level. Let \( G \) be the set of growth types of the functions \( m\ell(r)(m) \), \( mf(r)(m) \), and \( e^m \), all \( r > 1 \). Here the notation is as in §4. Thus, \( G \) contains a continuous infinity of distinct quasipolynomial but nonpolynomial types ((4.11) and (4.12)) and a continuum of distinct nonexponential but nonquasipolynomial types ((4.15) and (4.16)), together with the exponential type.

Our first aim is a constructive proof of the following.

(5.1) THEOREM. Let \( M \) be a closed 3-manifold and let \( \gamma \in G \). Then there is a \( C^\infty \)-foliation \( F \) of \( M \) containing a local minimal set \( U \) of locally dense type such that

(a) \( \overline{U} - U \) is a finite union of totally proper leaves;
(b) \( \overline{F}|U \) has trivial holonomy, the leaves being mutually diffeomorphic;
(c) each leaf of \( \overline{F}|U \) has the growth type \( \gamma \).

REMARKS. (1) It is an easy exercise to adapt the construction so as to produce exactly polynomial growth of degree \( k > 3 \) in \( \overline{F}|U \).
(2) While (3.6) and (3.7) predicted that a nonexponential but nonpolynomial leaf at finite level would lie in a set \( U \) as above, our theorem shows that a leaf in such a set can also have exponential growth.
(3) We could have employed exactly the same computations as are found in [Hel1] rather than those of §4. But the computations in [Hel1], being intended for other purposes, are somewhat more complicated than what we need here.

Let \( T \) be the closed, orientable surface of genus 2 and let \( I = [-1, 1] \). Let \( h, l \in \text{Diff}^+(I) \) and suppose they are \( C^\infty \)-flat at \( \pm 1 \). One obtains a \( C^\infty \)-foliation \( F(h, l) \) of \( T \times I \), \( C^\infty \)-trivial at the boundary, as follows. First foliate \( T \times I \) by the leaves \( T \times \{ t \} \), then cut this open along the annuli \( C_1 \times I \) and \( C_2 \times I \) (\( C_1 \) and \( C_2 \) are the circles on \( T \) pictured in Figure C) and reglue via the identifications \( (x, t) \equiv (x, h(t)), x \in C_1 \), and \( (y, t) \equiv (y, l(t)), y \in C_2 \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure_c}
\caption{Figure C}
\end{figure}
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Let $L_t$ denote the leaf through $(x_0, t)$. Let $G \subset \text{Diff}_+(I)$ denote the group generated by $\{h, I\}$. Then, if we identify $\{x_0\} \times I$ with $I$, the leaf $L_t$ meets $I$ exactly in the trajectory $G(t)$. The lifts of $\sigma_1$ and $\sigma_2$ (see Figure C) become the edges of an imbedded graph $|G(t)| \subset L_t$ with vertices the set $G(t)$. This graph is isomorphic to the usual graph of the trajectory $G(t)$ relative to the generators $\{h, I\}$. Let $g: \mathbb{Z}^+ \to \mathbb{R}^+$ denote the growth function, based at $t$, of this graph. That is, $g(m)$ is the number of vertices reached from $t$ by paths in $|G(t)|$ consisting of at most $m$ edges. It is well known and elementary that the growth type of $g$ coincides with that of the leaf $L_t$.

Remark that many lifts of $\sigma_2$ are loops. Deleting these gives a graph $|G(t)|^*$ with the same growth function $g$.

Let $G^*$ consist of the growth types of $f_{(r)}(m), \tilde{f}_{(r)}(m)$, and $e^m$, all $r > 1$.

(5.2) Claim. For the proof of (5.1), it is sufficient, for each $\gamma \in G^*$, to produce $\mathcal{F}(h, I)$ as above having a saturated set $U$ with the properties listed in (5.1).

PROOF. Imbed $T \times I \subset S^2 \times S^1$ so that some fiber $\{x_0\} \times S^1$ meets $T \times I$ in the fiber $\{x_0\} \times I$. Writing $S^1$ as a union $J \cup J$ of compact arcs meeting at their common boundary $\{-1, 1\}$, we use the method of Thurston [Th] to foliate $S^2 \times S^1 - \text{int}(T \times I)$ so that the boundary components are leaves, the foliation is $C^\infty$-trivial at the boundary, and $\{x_0\} \times J$ is a transverse arc. The fact that Thurston’s theorem applies follows from elementary topological considerations as in [G]. The condition on $\{x_0\} \times J$ is easy to guarantee in Thurston’s construction simply by making sure that $\{x_0\} \times J$ is a union of 1-simplices in the counter-oriented fine triangulation that he employs. Instead of Thurston’s theorem, one can also use more elementary constructions from [C-C1]. One completes this to a foliation $\mathcal{F}$ of $S^2 \times S^1$ by foliating $T \times I$ with $\mathcal{F}(h, I)$. Then $\sigma = \{x_0\} \times S^1$ is a closed transversal to $\mathcal{F}$ and one performs the standard modification along $\sigma$ and removes the interior of the new Reeb component. This produces a foliation of the solid torus, $C^\infty$-trivial at the boundary. In a standard way, again by Thurston’s existence theorem [Th], this foliated solid torus can be incorporated as a component of suitable $C^\infty$-foliations of all closed 3-manifolds $M$.

If $U$ is a component in $\mathcal{F}(T \times I)$ having the given properties, there results a new, open, saturated set $U^* \subset M$, $\overline{U^*} - U^*$ consisting of proper leaves of respective levels one higher than those of $\overline{U} - U$, together with one new toral leaf. If $\gamma = \text{gr}(g(m))$ is the growth type of the leaves in $U$, then it is well known and elementary that $\gamma^* = \text{gr}(mg(m))$ is the growth type of the leaves in $U^*$.

We choose $h$ so that $h(t) > t$, $-1 < t < 1$. Fix $[\tilde{a}, a] \subset (-1, 1)$ such that $h(\tilde{a}) = a$. Let $\varphi(t) d/dt$ be a smooth vector field on $I$ such that $\text{supp}(\varphi) = [\tilde{a}, a]$ and $\varphi(t) > 0$ for $\tilde{a} < t < a$. Let $\Phi: \mathbb{R} \times I \to I$ be the flow generated by this field.

Let $\{c(k)\}_{k>1}$ be a strictly decreasing sequence of \textit{rationally independent}, positive, real numbers converging to 0. Let $\{N(k)\}_{k>1}$ be a strictly increasing sequence of positive integers. Define

$$I_k = h^{N(k)} \circ \Phi_{c(k)} \circ h^{-N(k)},$$

supported on $h^{N(k)}([\tilde{a}, a])$. If $\{c(k)\}_{k>1}$ converges to 0 rapidly enough, the infinite composition \( l = \ldots \circ l_k \circ l_{k-1} \circ \cdots \circ l_1 \) is a $C^\infty$-diffeomorphism of $I$ and is $C^\infty$-flat at $\pm 1$. The following is elementary.
(5.3) **Lemma.** Let \( \mathcal{G} = \mathcal{G}(h, l) \) and let \( U \) be the \( \mathcal{G} \)-saturation of \( (\bar{a}, a) \). Then each leaf of \( \mathcal{G}|_U \) is dense in \( U \) and has trivial holonomy, and the only leaves in \( T \times I - U \) are the proper leaves \( T \times \{ \pm 1 \} \) and \( L_a \) at levels 0 and 1 respectively.

In §4 we defined \( f : \mathbb{Z}^+ \to \mathbb{R}^+ \) depending only on the choice of the sequence \( \{N(k)\}_{k \geq 1} \).

(5.4) **Lemma.** Each leaf of \( \mathcal{G}|_U \) has the growth type of \( f \).

**Proof.** The natural inclusions \( \mathcal{G}_1 \subset \cdots \subset \mathcal{G}_k \subset \cdots \) of the graphs in §4 give rise to a limit graph \( \mathcal{G} \subset \mathbb{R}^\infty \). Because of the rational independence of \( \{c(k)\}_{k \geq 1} \), we can imbed \( |G(t)|^* \subset \mathcal{G} \) in a natural way, taking \( t \) to the origin \((0, 0, \ldots) \in \mathcal{G} \).

Indeed, given a vertex \( v \in |G(t)|^* \), choose any path from \( t \) to \( v \) and note that the corresponding word in \( h \) and \( l \) can be viewed as a word in \( h, l_1, \ldots, l_r \) for some \( r \geq 0 \). The vertex \( v \) does not determine a unique such word, but it does determine the sum \( y_1 \) of the exponents of \( h \), the sum \( y_2 \) of the exponents of \( l_1 \), etc. Thus \( v \) corresponds to \((y_1, y_2, \ldots, y_r, 0, 0, \ldots) \in \mathcal{G} \). This gives a one-one correspondence between the vertices of \( |G(t)|^* \) and those of \( \mathcal{G} \). Every edge in \( \mathcal{G} \) parallel to the \( x_k \)-axis is also an edge in \( |G(t)|^* \) corresponding to an action of \( h \). If (and only if) \( v \) has \( x_1 \)-coordinate \( y_1 = N(k) \), then the edge in \( \mathcal{G} \) coming out of \( v \) and parallel to the \( x_1 \)-axis is also an edge in \( |G(t)|^* \) corresponding to an action of \( l_k \).

For the proof of the lemma, we compare shortest paths in \( |G(t)|^* \) to shortest paths in \( \mathcal{G} \). A canonical choice of shortest paths in \( |G(t)|^* \) can be fixed by the formula

\[
\begin{align*}
&h^{\alpha(k)} \circ I_{k-1}^{a(k-1)} \circ h^{N(k-1) - N(k-2)} \circ I_{k-2}^{a(k-2)} \circ \cdots \circ h^{N(2) - N(1)} \circ I_{1}^{a(1)} \circ h^{N(1)}.
\end{align*}
\]

Here we assume \( \alpha(k - 1) \neq 0 \) if \( k > 1 \) and agree that the formula reduces to \( h^{\alpha(1)} \) if \( k = 1 \). This path is said to be of degree \( k \). Note that it has length \( r = N(k - 1) + \sum_{i=1}^{k} |\alpha(i)| \) (taking \( N(0) = 0 \)). The shortest path in \( \mathcal{G} \) from the origin to the same vertex has length \( q = |N(k - 1) + \alpha(k)| + \sum_{i=1}^{k} |\alpha(i)| \). Note that \( r < q + 2N(k - 1) \).

Let \( g_k(m) \) denote the number of canonical paths of degree at most \( k \) and length at most \( m \). That is, \( g_k \) is the growth function of \( |G(t)|^* \cap \mathcal{G}_k \). From the above paragraph, it follows that, if \( m^* > m + 2N(k - 1) \), then \( f_k(m) < g_k(m^*) \). Thus, if \( N(k - 1) < m \leq N(k) \), we obtain \( f(m) = f_k(m) \leq g_k(3m) \leq g(3m) \). On the other hand, it is clear that, for \( m \) in the same range, \( g(m) = g_k(m) < f_k(m) = f(m) \).

By the results of §4, together with (5.2), (5.3), and (5.4), the proof of (5.1) is complete.

**The group of periods.** Let \( U \) be a local minimal set of locally dense type such that \( \bar{U} - U \) is totally proper and \( \mathcal{G}|_U \) has no holonomy. Let the transverse, invariant measure \( \mu \), the \( C^0 \)-flow \( \Phi : \mathbb{R} \times M \to M \), and the group of periods \( P(\mu) \) be as in §1 (cf. (1.6) and (1.7)). Remark that, in the above constructions, the group of periods is free abelian on the infinite generating set \( \{c(k)\}_{k \geq 1} \).

In [P, Theorem 6.3] it was shown that, if \( U = M \), then \( P(\mu) \cong \mathbb{Z}^{p(\mu)} \), \( 2 < p(\mu) < \infty \), and each leaf of \( \mathcal{G} \) has polynomial growth (in fact, exactly polynomial) of degree \( p(\mu) - 1 \). An adaptation of this argument (also, cf. [He2, Theorem 4]) shows
that, if $\overline{U} - U$ is a finite, nonempty union of compact leaves, then each leaf of $\mathcal{T}|U$ has exactly polynomial growth of degree $p(\mu)$, where $p(\mu)$ is again finite and $P(\mu) = \mathbb{Z}^n$. By (5.1), these results do not generalize to the case in which $\overline{U} - U$ is not a finite union of compact leaves. In fact, in this case there is little, if any, relation between the structure of the period group $P(\mu)$ and the growth in $\mathcal{T}|U$.

(5.5) Theorem. Let $M$ be a closed 3-manifold and let $P \subset \mathbb{R}$ be a dense, finitely or countably generated, additive subgroup. For each of the following possibilities, there is a $C^\infty$-foliation $\mathcal{T}$ of $M$ having an open, $\mathcal{T}$-saturated set $U$ and transverse, invariant measure $\mu$, all as above, such that $P(\mu) = P$ and the common growth type in $\mathcal{T}|U$ is

(a) quasipolynomial but nonpolynomial; or
(b) nonexponential but not quasipolynomial; or
(c) exponential.

(5.6) Claim. For the proof of (5.5) it will be sufficient to produce a foliation $\mathcal{T}(h, I)$ of $T \times I$ having the required properties.

This is proven exactly as (5.2). One needs only note that the method in that proof for inserting the construction into an arbitrary 3-manifold will not change the group $P(\mu)$.

We emphasize that quite a variety of subgroups $P \subset \mathbb{R}$ satisfy the conditions in (5.5). Not only might $P = \mathbb{Z}^p$, $2 \leq p < \infty$, or $P = \mathbb{Q}$, but $P$ can have any finite rank $p > 2$, yet be irreducible [Po, pp. 36–38], or it can have infinite rank. Nevertheless, the following is elementary.

(5.7) Lemma. Given $P$ as above, there is a sequence $\{c(k)\}_{k \geq 2}$, decreasing strictly monotonically to 0 as rapidly as desired, such that $P$ is generated by this sequence.

There is no problem carrying out the previous constructions using the above sequence $\{c(k)\}_{k \geq 1}$ and any strictly increasing sequence $\{N(k)\}_{k \geq 1}$ of positive integers, but the growth estimates are harder because $\{c(k)\}_{k \geq 1}$ will not generally consist of rationally independent numbers. However, the weaker assertions in (5.5) will be easy to verify. As usual, the fact that $\mathcal{T}(h, I)$ is $C^\infty$ and is $C^\infty$-flat at $T \times \{\pm 1\}$ is guaranteed by choosing $\{c(k)\}_{k \geq 1}$ to converge to 0 rapidly enough by (5.7).

Define $f(m) = 2^k$, $N(k - 1) < m \leq N(k)$. If $f$ denotes the growth function of $|G(t)|$, then we claim that

(5.8) Lemma. If $\{c(k)\}_{k \geq 1}$ is chosen to decrease rapidly enough then $\text{gr}(f) \leq \text{gr}(g) \leq \text{gr}(f)$.

Proof. Every vertex in $|G(t)|^*$ can be reached by a shortest path from $t$ of the form given in the proof of (5.4). However, we can no longer claim that the vertex determines this path uniquely nor that every path of this form is shortest. Let $|\tilde{G}(t)|^*$ be determined by the same sequence $\{N(k)\}_{k \geq 1}$ and a rationally independent sequence $\{\tilde{c}(k)\}_{k \geq 1}$. Then the growth function $\tilde{g}(m)$ of this graph counts the paths of length at most $m$ of the above form, so $g(m) < \tilde{g}(m)$. Thus, by (5.4), $\text{gr}(g) \leq \text{gr}(\tilde{g}) = \text{gr}(f)$. 
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Make sure that \( \{c(k)\}_{k>1} \) decreases so fast that \( c(m) > \sum_{k=m+1}^{\infty} c(k) \), \( \forall m > 1 \). Then, in \( |G(t)|^* \), paths at \( t \) of the form

\[
l_k^{-1} \circ h^{N(k-1)-N(k-2)} \circ l_k^{-1} \circ \ldots \circ h^{N(2)-N(1)} \circ l_1^{-1} \circ h^{N(1)},
\]

all \( \varepsilon(i) \in (0,1) \), correspond one-one to their endpoints and are of length \( N(k-1) + 1 + \sum_{i=1}^{k-2} \varepsilon(i) \leq 2N(k-1) \). It follows that, if \( N(k-1) < m < N(k) \), then \( 2^{k-2} < g(2m) \); hence \( \hat{f}(m) = 2^k < 4g(2m) \). This proves that \( \text{gr}(f) < \text{gr}(g) \). □

We use (5.8) to prove (5.5). To obtain exponential growth, we choose \( N(k) = k \), \( k > 1 \), and observe that \( \hat{f}(m) = 2^m \). For quasipolynomial growth, we choose \( N(k) = k^2 \), \( k > 1 \). Then \( \text{gr}(g) < \text{gr}(f) \) is quasipolynomial by (4.12). But also, \( \hat{f}(m) = 2^k \geq 2^{\sqrt{m}} \), \( (k-1)^2 < m < k^2 \), so \( \text{gr}(g) > \text{gr}(f) \) is nonpolynomial. Finally, as in the proof of (4.15), one judiciously chooses \( N(k) = k^2 \) for some values of \( k \) and \( N(k) = N(k-1) + 1 \) for the others. As in (4.15), \( \text{gr}(g) < \text{gr}(f) \) is nonexponential. If \( N(k) = N(k-1) + 1 \), then \( \hat{N}(N(k)) = 2\hat{N}(N(k-1)) \), so it is easy to carry out the judicious choice so that \( \text{gr}(g) > \text{gr}(f) \) is not quasipolynomial. This completes the proof of (5.5).

Of course, all of the constructions in this section provide examples in many closed manifolds of dimension \( n > 3 \). Indeed, if \( M^m \) factors into \( M^3 \times M^{n-3} \), our constructions in \( M^3 \) can simply be multiplied by \( M^{n-3} \).

6. The case of two locally dense ends. Here the closed manifold \( M \) is of arbitrary dimension \( n > 2 \) and the foliation \( \mathcal{F} \) is of class \( C^2 \). We assume that \( U \subset M \) is a local minimal set of locally dense type and that \( \mathcal{F}|U \) has trivial holonomy. As usual, we obtain the transverse, invariant measure \( \mu \) for \( \mathcal{F}|U \) as in §1, the \( C^0 \)-flow \( \Phi: \mathbb{R} \times M \to M \) of (1.6), and the group \( P(\mu) \) of periods (1.7).

Let \( L \) be a leaf of \( \mathcal{F}|U \). An end \( \varepsilon \in \mathcal{E}(L) \) will be called locally dense if \( \varepsilon\text{-lim}(L) = \tilde{U} \). The following was proven in [C-C3, Proposition 1].

(6.1) Theorem. Either each leaf of \( \mathcal{F}|U \) has one locally dense end or each leaf has two such ends.

The proof of (6.1) is analogous to H. Hopf's famous proof [Ho] that a regular covering space of a compact manifold has the same number of ends as the group of covering transformations (namely, one, two, or a Cantor set). Indeed, via a result of D. Tischler [Ti], (6.1) is a direct consequence of Hopf's theorem in the case \( U = M \), but, for the general case, examples show that such a reduction to [Ho] is impossible for multiple reasons.

In the case \( U = M \), one finds that \( P(\mu) = \mathbb{Z}^p \), \( 2 < p < \infty \), and that the case of two (locally) dense ends corresponds exactly to \( p = 2 \). For the general case this also fails. Indeed, one can have \( \hat{U} \cong T^2 \times [-1, 1] \) with \( \mathcal{F}|U \) a foliation by dense planes. In this case \( P(\mu) = \mathbb{Z} \times \mathbb{Z} \), but the leaves have one locally dense end.

Finally, in the case \( U = M \), the leaves of \( \mathcal{F} \) have polynomial growth (in fact, exactly polynomial) of degree \( p - 1 \), where \( P(\mu) = \mathbb{Z}^p \). If \( \hat{U} \) is compact, one again gets \( P(\mu) = \mathbb{Z}^p \), \( 2 < p < \infty \), and the growth in \( \mathcal{F}|U \) is exactly polynomial of degree \( p \). For these facts, cf. [P, Theorem 6.3], [He 2, Theorem 4]. But the constructions in §5 show that this too fails to generalize further.
However, we will establish the following.

(6.2) **Theorem.** Suppose that the leaves of \( \mathcal{F}|U \) have two locally dense ends and that \( \overline{U} - U \) is totally proper. Let \( d \) be the highest level of any leaf in \( \overline{U} - U \) (\( d = -1 \) if \( \overline{U} - U = \emptyset \)). Then \( P(\mu) \cong \mathbb{Z} \times \mathbb{Z} \) and each leaf of \( \mathcal{F}|U \) has exactly polynomial growth of degree \( d + 2 \).

In particular, the exotic growth types produced in §5 force the leaves to have only one locally dense end.

Our first goal will be to prove that \( P(\mu) \cong \mathbb{Z} \times \mathbb{Z} \). Let \( S \) be a closed transversal to \( \mathcal{F}|U \) and arrange that this be a leaf of \( \mathcal{E} \). This is easy to do by modifying the tangent field to any given choice of \( \mathcal{E} \) in a small tubular neighborhood of \( S \). Let \( L \) be a leaf of \( \mathcal{F}|U \) and let \( \alpha \) and \( \omega \) be the locally dense ends of \( L \). It is easy to find a compact, connected submanifold \( N_0 \subset L \) of codimension one such that \( N_0 \) has two components, \( W_0 \) and \( V_0 \), neighborhoods of \( \alpha \) and \( \omega \) respectively. It will be convenient to select \( N_0 \) such that \( S \cap N_0 \neq \emptyset \).

Any homeomorphism \( \varphi : L \to L \) extends uniquely to a homeomorphism (again denoted \( \varphi \)) of the compactification \( L \cup \partial(L) \) onto itself. In particular, if \( t \in P(\mu) \), then \( \varphi_t : L \to L \) so extends and permutes the set \( \{\alpha, \omega\} \). The same, of course, is true of \( \varphi_2 \); hence \( \varphi_{2t} = \varphi_t^2 \) must be the identity on \( \{\alpha, \omega\} \).

For \( t \) as above, let \( N_1 = \varphi_2(N_0) \). If \( \alpha \neq 0 \) and is small enough, it is clear that \( N_1 \cap N_0 = \emptyset \). Replacing \( t \) with its negative, if necessary, we assume \( N_1 \subset W_0 \).

Also, \( W_1 = \varphi_2(W_0) \) is the component of \( L - N_1 \) that is a neighborhood of \( \alpha \), so \( W_1 \subset W_0 \). Thus, \( B_0 = (N_0 \cup W_0) - W_1 \) is a complete submanifold of \( L \) with \( \partial B_0 = N_0 \cup N_1 \), and \( \partial(B_0) \subset \partial(L) \) consists of ends that are not locally dense (hence, every end of \( B_0 \) is a totally proper end of \( L \)).

An iteration is now possible, producing \( N_k = \varphi_{2^k}(N_0) \), \( B_k = \varphi_{2^k}(B_0) \), \( W_k = \varphi_{2^k}(W_0) \), and \( V_k = \varphi_{2^k}(V_0) \), \( k \in \mathbb{Z} \). The manifolds \( B_k \) are complete, they have disjoint interiors, \( \partial B_k = N_k \cup N_{k+1} \), and \( \partial(B_k) \) is a set of totally proper ends of \( L \). The manifolds \( N_k \) are also disjoint.

The principal step in the computation of \( P(\mu) \) will be to choose \( t \in P(\mu) \) as above, but so as to guarantee that \( L = \bigcup_{k \in \mathbb{Z}} B_k \). Equivalently, \( \{W_k\}_{k \geq 0} \) and \( \{V_k\}_{k < 0} \) will be fundamental neighborhood systems of \( \alpha \) and \( \omega \) respectively.

First we point out an important consequence of the construction so far. Let \( s = \mu(S) \), an element of \( P(\mu) \).

(6.3) **Lemma.** All sufficiently small, nonzero elements \( t \in P(\mu) \) are rationally independent of \( s \).

**Proof.** Take \( x_0 \in S \cap N_0 \). The elements \( x_k = \varphi_{2^k}(x_0), k \in \mathbb{Z} \), are distinct points of \( S \) since the manifolds \( N_k \) are disjoint. Thus \( 2kt \) is not an integral multiple of \( s \) for any integer \( k \).

Let \( t_0, t_1 \in P(\mu) \) both satisfy the above conditions on \( t \). Because of (6.3), we can (and do) select \( t_1 \) rationally independent of \( t_0 \). Let \( H \subset P(\mu) \) be the subgroup generated by \( t_0 \) and \( t_1 \).
(6.4) Lemma. Let $W \subset L$ be a neighborhood of $\alpha$ (respectively, of $\omega$). Then there exists $r \in H$ such that $\Phi_{2r}(N_0) \subset W$.

**Proof.** The group $H$ is dense in $R$. Choose a sequence $\{r_i\} \subset H$ of nonzero elements converging to 0 and such that each $r_i$ satisfies our usual conditions. Then $\Phi_{2r_i}(N_0) \subset W_0$ and, in $\hat{U}$, $\Phi_{2r_i}(N_0)$ converges uniformly to $N_0$ as $i \to \infty$. We emphasize that this convergence is relative to the measure $\mu$ along the leaves of $\hat{C}$, not in $L$. It follows that, in $L \cup \hat{S}(L)$, $\{\Phi_{2r_i}(N_0)\}$ clusters at an end $e$ such that $L \subset e$-lim$(L)$. That is, $e$ is a locally dense end having $W_0$ as a neighborhood, so $e = \alpha$. For suitable values of $i$, $\Phi_{2r_i}(N_0) \subset W$, so we take $r = r_i$. If $W$ is a neighborhood of $\omega$, we argue in the same way, using the sequence $\{-r_i\}$. □

(6.5) Lemma. Let $W$ and $r \in H$ be as in (6.4). Let $W_*$ be the component of $W - \Phi_{2r}(N_0)$ that is a neighborhood of $\alpha$ (respectively, of $\omega$). Then $\Phi_{2r+2i}(N_0)$ and $\Phi_{2r-2i}(N_0)$ (respectively, $\Phi_{2r-2i}(N_0)$ and $\Phi_{2r+2i}(N_0)$) both lie in $W_*$. □

**Proof.** Indeed, $W_* = \Phi_{2r}(W_0)$ (respectively, $W_* = \Phi_{2r}(V_0)$) and $\Phi_{2r}(N_0) \cup \Phi_{2r}(N_0) \subset W_0$ (respectively, $\Phi_{-2r}(N_0) \cup \Phi_{-2r}(N_0) \subset V_0$).

In our basic construction, take $t = t_0 + t_1$. Thus, $N_k = \Phi_{2k(t_0 + t_1)}(N_0)$, etc.

(6.6) Corollary. In $L \cup \hat{S}(L)$, $\lim_{k \to \infty}(N_k) = \alpha$ and $\lim_{k \to \infty}(N_k) = \omega$.

**Proof.** Let $W \subset L$ be a neighborhood of $\alpha$. Choose $r \in H$ such that $\Phi_{2r}(N_0) \subset W$. Let $r = m_0t_0 + m_1t_1$. If $m_0 < m_1$, iterate (6.5) to conclude that, for $k > m_1$, $N_k \subset W$. Similarly, if $m_1 < m_0$, we take $k > m_0$ to get $N_k \subset W$. This proves that $\lim_{k \to \infty}(N_k) = \alpha$ and a similar argument gives $\lim_{k \to \infty}(N_k) = \omega$. □

The structure of $P(\mu)$. We are ready to prove that $P(\mu) \cong \mathbb{Z} \times \mathbb{Z}$. By (6.6), $\cap_{k \geq 0} V_k = \emptyset$ and $\cap_{k \leq 0} V_k = \emptyset$, so $L = \bigcup_{k \in \mathbb{Z}} B_k$. The set $S \cap B_0$ must be finite. Otherwise it has an accumulation point on $S$, implying that a subsequence converges, in $B_0 \cup \hat{S}(B_0)$, to an end $e$ such that $e$-lim$(L)$ contains a leaf of $\hat{C}$. That is, $e \in \hat{S}(B_0)$ would be a locally dense end, and this is impossible. We have supposed there is $x_0 \in S \cap N_0$, so there are finitely many numbers $0 = r_0, r_1, \ldots, r_q$ such that $S \cap (B_0 - N_1) = \{\Phi_{s}(x_0)\}_{0 \leq s \leq q}$. Since $\Phi_1|S$ is the identity, and since $r \in P(\mu)$ if and only if $\Phi_s(x_0) \in S \cap L$, it follows that $s$ and $t$ generate a subgroup of rank 2 and index $q + 1$ in $P(\mu)$. Since $P(\mu) \subset \mathbb{R}$, it follows that $P(\mu) \cong \mathbb{Z} \times \mathbb{Z}$.

(6.7) Proposition. Along each leaf of $\partial \hat{U}$, the holonomy is generated by a single contraction.

**Proof.** Let $F$ be a leaf of $\partial \hat{U}$. Assume $U$ lies on the positive side of $F$. By [D, Theorem 3], the holonomy along $F$ is unbounded, so the usual argument, using the measure $\mu$, shows the existence of a holonomy contraction along $F$. Let $x \in F$, $[x, y]$ a subarc of the leaf of $\hat{C}$ containing $x$, and let $\sigma, \tau$ be loops on $F$ based at $x$ and defining contractions $h_\sigma, h_\tau : [x, y] \to [x, y]$. Since $\mu[h_\sigma(z), z]$ and $\mu[h_\tau(z), z]$ are elements of $P(\mu) \cong \mathbb{Z} \times \mathbb{Z}$, our assertion will follow if we show that suitable nonzero powers of these contractions are equal.

Let $\Gamma$ be the pseudogroup on $[x, z] \subset [x, y]$ generated by $h_\sigma$ and $h_\tau$. If these contractions are independent, then $\Gamma(z)$ is dense in $[x, z]$, $\forall z \in (x, y)$.
As in the proof of (6.4), choose a sequence \( \{r_i\} \subset P(\mu) \) of nonzero elements converging to 0 and such that \( \{N_i^* = \Phi_{2r_i}(N_0)\} \) converges monotonically to \( \alpha \). That is, \( W_1^* \supset W_2^* \supset \ldots \), \( \cap W_i^* = \emptyset \), where \( W_i^* = \Phi_{2r_i}(W_0) \) is the component of \( L - N_i^* \) corresponding to \( \alpha \). In \( \hat{U} \), the manifolds \( N_i^* \) are confined to a compact neighborhood of \( N_0 \); hence we can assume that there is a collar neighborhood \( C \) of \( F \) in \( \hat{U} \) such that \( N_i^* \cap C = \emptyset \), \( \forall i \geq 1 \). Let \( B_i^* \) be the complete, connected submanifold of \( L \) with \( \partial B_i^* = N_i^* \cup N_{i+1}^* \). Then \( \delta(B_i^*) \) is a set of periodic ends of \( L \) (2.6) and \( \cup_{i \geq 1} B_i^* \) is a neighborhood of the locally dense end \( \alpha \). Thus, for \( i \) sufficiently large, we can find \( z \in B_i^* \cap [x, y) \) so near to \( x \) that all lifts of \( \sigma \) and \( \tau \) starting in \( [x, z] \) and staying on leaves must stay in \( C \). Since neither \( N_i^* \) nor \( N_{i+1}^* \) meets \( C \), \( \Gamma(z) \subset B_i^* \cap [x, z] \). If \( \Gamma(z) \) were dense in \( [x, z] \), some end in \( \delta(B_i^*) \) would be locally dense, giving a contradiction. □

(6.8) DEFINITION. If the nucleus \( K \subset \hat{U} \) can be chosen so that, in each arm \( \hat{U}_j \cong B_j \times [-1, 1] \), \( \hat{\mathcal{F}} \) restricts to to the product foliation by leaves \( B_j \times \{t\} \), then \( \hat{\mathcal{F}} \) is said to be almost trivial.

The property defined in (6.8) makes sense (and often is verified) whether the leaves of \( \mathcal{F}|U \) have one or two locally dense ends. However,

(6.9) PROPOSITION. If the leaves of \( \mathcal{F}|U \) have two locally dense ends, then \( \hat{\mathcal{F}} \) is almost trivial.

PROOF. By the proof of (6.7), together with (2.6), each leaf \( F \) in \( \partial \hat{U} \) must be the period of a periodic end \( \varepsilon \) of \( L \), and the basic contraction of (6.7) corresponds to the spiraling on \( F \) of a neighborhood \( B \) of \( \varepsilon \) (2.4). Let \( N \subset F \) be as in (2.4). If \( \tau \) is a loop on \( F \) at \( x \) having empty intersection with \( N \), the holonomy \( h_\tau : [x, y) \to [x, y) \) fixes the points of \( B \cap [x, y) \). Since \( \mathcal{F}|U \) is without holonomy, \( h_\tau \) must be the identity. Pick the nucleus \( K \) of \( \hat{U} \) large enough that \( N \subset K \cap F \), and do this for every leaf \( F \) of \( \partial \hat{U} \). Then \( \hat{\mathcal{F}} \) must induce the product foliation in each arm \( \hat{U}_i \) of \( \hat{U} - K \).

The following will complete the proof of (6.2). It has some interest in its own right. We do not assume two locally dense ends.

(6.10) PROPOSITION. If \( \hat{\mathcal{F}} \) is almost trivial, then \( P(\mu) \cong \mathbb{Z}^{p(\mu)} \), \( 2 < p(\mu) < \infty \). If also \( \hat{U} - U \) is totally proper and \( d \) is as in (6.2), the leaves of \( \mathcal{F}|U \) have exactly polynomial growth of degree \( p(\mu) + d \).

Indeed, \( P(\mu) \) is the (everywhere dense) image of a homomorphism \( \mu_* : H_1(U) \to \mathbb{R} \) defined as follows. If \( [\sigma] \in H_1(U) \), we represent it by a cycle \( \sigma = \sum c_i \), each \( c_i \) a singular 1-simplex either lying on a leaf of \( \mathcal{F}|U \) or transverse to \( \mathcal{F}|U \). If \( c_i \) lies on a leaf, let \( \mu_*(c_i) = 0 \). If \( c_i \) is transverse, \( \mu_*(c_i) = \pm \mu(c_i) \), the sign being + if and only if \( c_i \) is directed in the positive sense of the transverse orientation of \( \mathcal{F} \). Then \( \mu_*[\sigma] = \sum \mu_*(c_i) \) (cf. [P]). Since \( \mathcal{F}|U \) induces a trivial foliation outside of \( K \cap U \), \( \mu_* \) vanishes out there; hence \( P(\mu) \) is the image of \( \mu_* : H_1(K \cap U) \to \mathbb{R} \). But \( H_1(K \cap U) = H_1(K) \) and this is finitely generated; hence \( P(\mu) \) is a finitely generated, dense subgroup of \( \mathbb{R} \). This proves that \( P(\mu) \cong \mathbb{Z}^{p(\mu)} \), \( 2 < p(\mu) < \infty \).

For the rest of the proof of (6.10), we must specify a number of structures. We assume \( \hat{U} - U \) is totally proper.
Let $F_1, \ldots, F_q$ be the leaves of $\partial \hat{U}$ and remark that at least one of these leaves, say $F_1$, is at the maximal level $d$. Thus, $\text{gr}(F_i)$ is exactly polynomial of degree $d$ and, generally, $\text{gr}(F_i)$ is exactly polynomial of degree at most $d$, $1 < j < q$ (cf. (2.8)).

Write $F_j = A_j \cup B_j^1 \cup \cdots \cup B_j^r$, a decomposition as in (2.7), this and the nucleus $K$ being chosen so that $A_j = K \cap F_j$, $1 \leq j \leq q$. Let $\hat{B}_j'(\hat{\mathcal{F}})$ denote the $\hat{\mathcal{F}}$-saturation of $B_j'$, this being an arm of $\hat{U}$ relative to $K$. The foliation $\hat{\mathcal{F}}$ induces $\hat{\mathcal{F}}_j'$ on $\hat{B}_j'(\hat{\mathcal{F}})$, this being the product foliation with leaves diffeomorphic to $B_j'$ and having the same growth type as $B_j'$ (exactly polynomial of degree at most $d$, cf. remarks preceding (2.8)). Let $N_j' \subset L_j$ denote the interface of $B_j'$ and $A_j$. The $\hat{\mathcal{F}}$-saturation $N_j'(\hat{\mathcal{F}})$ is a face of the nucleus $K$.

Let $V_1, \ldots, V_\lambda$ be closed biregular neighborhoods (cf. Conventions) such that $K = V_1 \cup \cdots \cup V_\lambda$. We can assume that a small tubular neighborhood $T_j'$ of $N_j'$ in $L_j$ has $\hat{\mathcal{F}}$-saturation $V_j' = T_j'(\hat{\mathcal{F}}) = T_j' \times [-1, 1]$, each $(x) \times [-1, 1]$ being a leaf of $\hat{\mathcal{F}}$ and each $T_j' \times \{t\}$ lying in a leaf of $\hat{\mathcal{F}}$. Let $J_j$ be a leaf of $\hat{\mathcal{F}}|V_j$ and $J_j'$ a leaf of $\hat{\mathcal{F}}|V_j'$. Fix $x \in \text{int}(J_j)$ and let $L$ be the leaf of $\hat{\mathcal{F}}|U$ through $x$. Define $\nu_j(m)$ (respectively $\nu_j'(m)$) to be the number of distinct points of $J_j$ (respectively, of $J_j'$) that can be reached by following a chain of $F$-placques of length at most $m + 1$. Here, of course, the placques in question come from the various $V_i$ and $V_j$, the latter placques being diffeomorphic to $T_j'$.

Because each $\hat{\mathcal{F}}_j'$ is trivial, $L \cap K$ is connected and has growth function the sum of all $\nu_j$ and $\nu_j'$.

\textbf{(6.11) Lemma.} If $J_i \subset U$, then $\nu_i$ has exactly polynomial growth of degree $p(\mu) - 1$. Otherwise, $\nu_i$ (and each $\nu_j'$) has exactly polynomial growth of degree $p(\mu)$.

\textbf{Proof.} Suppose that neither end of $J_i$ meets $\partial \hat{U}$. Then, exactly as in [P, Theorem 6.3], one shows that $\nu_i$ is dominated by a polynomial of degree $p(\mu) - 1$ (here we work in $K$ rather than in the manifold $M$ as in [P]). In the course of this proof, one sets $2\delta = \mu(J_i)$ and considers the function $g(m)$ that counts the number of elements of $P(\mu) \cap [-\delta, \delta]$ that can be expressed as words of length at most $m$ in a fixed basis of $P(\mu)$. The crucial observation is that $g$ is dominated by a polynomial of degree $p(\mu) - 1$. If an end of $J_i$ lies on $\partial \hat{U}$, then $[-\delta, \delta]$ is replaced by a (possibly half-) infinite interval and the degree of growth becomes $p(\mu)$. Thus, in this case, $\nu_i$ is dominated by a polynomial of degree $p(\mu)$, as is each $\nu_j'$. Here we will show that, in each of these cases, the functions in question also dominate polynomials of these same degrees.

Fix $J = J_i$ or $J_i'$. Let $\{t_1, \ldots, t_{p(\mu)}\}$ be a rationally independent subset of $P(\mu)$. If $J \subset U$, we lose no generality in assuming that both ends of $J$ lie in a common leaf; hence we can take $t_{p(\mu)} = \mu(J)$ in that case. If an end of $J$ lies on a leaf $F$ of $\partial \hat{U}$, let $\gamma$ be a holonomy contraction (6.7) on $J$ defined by a loop on $F$, take $y \in J \cap \text{dom}(\gamma)$, and let $t_{p(\mu)} = \mu(\gamma(y), y)$ (where, for definiteness, we have assumed $\gamma(y) < y$). Finally, arrange that $0 < t_i < t_{p(\mu)}$, $1 \leq i \leq p(\mu) - 1$. Let $\Gamma$ denote the holonomy pseudogroup on $J$ defined by the foliation of $K$. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
First consider the case in which $J \subset U$. For each $z \in J$ and $1 < j < p(\mu) - 1$, either $\Phi_{j'}(z) \in J$ or $\Phi_{j'-\mu}(z) \in J$. There are corresponding elements $\gamma_{j'}, \ldots, \gamma_{j''}$ in $\Gamma$, each with domain an open subset of $J$, and each coinciding with $\Phi_{j'}$ or $\Phi_{j'-\mu}$ on that domain, such that $J$ is covered by these domains. In this way one obtains a finitely generated subpseudogroup $\Gamma_0 \subset \Gamma$ which, at each point of $J$, has growth dominating a polynomial of degree $p(\mu) - 1$. Thus, in this case $J = J_i$ and $v_j$ has exactly polynomial growth of degree $p(\mu) - 1$.

Next, consider the case in which $J$ has at least one end in $\partial U$. Let $[\gamma(y), y] \subset J$ be as above. Let $\Gamma_0$ be the finitely generated pseudogroup on $[\gamma(y), y]$ defined as in the previous paragraph. Of course, $\Gamma_0$ can be considered as a pseudogroup on $J$; hence $\Gamma_0 \subset \Gamma$. A new finitely generated subpseudogroup $\tilde{\Gamma}_0 \subset \Gamma$ is defined by augmenting the generating set of $\Gamma_0$ by $\gamma$. At each point of $[\gamma(y), y]$ the growth of $\tilde{\Gamma}_0$ dominates a polynomial of degree $p(\mu)$. It follows that $J = J_i$ (respectively, $J'_j$) and that $v_j$ (respectively, $v'_j$) has exactly polynomial growth of degree $p(\mu)$.

Using the placques in $\text{int}(B_j)$ coming from suitable biregular coordinate charts, we produce a growth function $g'_j$ for $B'_j$ that is simultaneously a growth function for each leaf of $\mathcal{F}_j$. As in the remarks preceding (2.8), if $q'_j - 1$ is the level of the leaf on which $B'_j$ spirals, then $g'_j$ has exactly polynomial growth of degree $q'_j$.

Let $\tilde{v}_j(m)$ denote the number of placques in $B'_j(\hat{L})$ that can be reached from $x$ by a connected string $x \in P_1, P_2, \ldots, P_k$ of placques, $k < m + 1$. We need only consider strings for which there is an integer $l$ with $P_s \subset K$, $1 < s < l - 1$, $P_l \subset V'_j$, and $P_s \subset B'_j(\hat{L})$, $l + 1 < s < k$. It follows that

$$v'_j(m)g'_j(m) < \tilde{v}_j(2m) < v'_j(2m)g'_j(2m).$$

This proves the following.

(6.12) Lemma. Each $\tilde{v}_j$ has exactly polynomial growth of degree $p(\mu) + q'_j$.

Since the growth function for $L$ at $x$ is the sum of all $v_j$ and $\tilde{v}_j$, (6.10) follows immediately; hence (6.2) is completely proven.

Remarks on the analytic case. Let $\mathcal{F}$ be transversely analytic. Then, if $U$ is a local minimal set of locally dense type, if $\mathcal{F}|U$ is without holonomy, and if $\bar{U} - U$ is totally proper, it is easy to show that $\mathcal{F}$ is almost trivial. This is accomplished by an analysis of the holonomy along the leaves of $\bar{U} - U$, using the fact that an analytic holonomy element with infinitely many fixed points (in a compact arc) is the identity. Thus, (3.6), (3.7), and (6.10) imply that nonexponential leaves at finite level in a transversely analytic foliation must have exactly polynomial growth. But one can also show, rather easily, that, for such foliations, there is a finite upper bound to the levels of all leaves and that there are only finitely many local minimal sets of locally dense type. This results in the following.

(6.13) Theorem. Let the (codimension one) foliation $\mathcal{F}$ of the closed manifold $M$ be transversely analytic. Then there are only finitely many growth types for the leaves of $\mathcal{F}$, the nonexponential types being exactly polynomial.

A detailed proof of (6.13) will appear elsewhere.
7. Fractional growth. Let \( s \in \mathbb{R}, s > 2 \), and define \( \gamma_s : \mathbb{Z}^+ \to \mathbb{R}^+ \) by \( \gamma_s(m) = m^s \).

By a suitable choice of the sequences \( \{c(k)\}_{k \geq 1} \) and \( \{N(k)\}_{k \geq 1} \), we will construct \( \mathcal{F}(h, l) \) exactly as in §5 in such a way that the open, saturated set \( U \) consists of leaves having the growth type \( \text{gr}(\gamma_s) \). In this construction, \( \mathcal{F}(h, l) \) will be of class \( C^1 \) and it will be \( C^1 \)-trivial at the boundary. As in (5.2), one can transfer a modification of this foliation to any closed 3-manifold, the growth type of the interesting leaves being raised to \( \text{gr}(\gamma_{s+1}) \). This will give the following.

(7.1) Theorem. Let \( M \) be a closed 3-manifold and let \( s > 3 \) be a real number. Then there exists a \( C^1 \)-foliation \( \mathcal{F} \) of \( M \) having a local minimal set \( U \) of locally dense type (and \( \overline{U} - U \) totally proper) such that \( \mathcal{F}|U \) has trivial holonomy and the common growth type in \( \mathcal{F}|U \) is \( \text{gr}(\gamma_s) \).

Somewhat similar foliations are constructed in [Ts1]. In [C-C5] we show how to make \( \mathcal{F}(h, l) \)-smooth the foliations in (7.1).

As in §5, let \( h : [-1, 1] \to [-1, 1] \) be smooth with \( h(t) > t, -1 < t < 1 \), and \( C^\infty \)-flat at \( \pm 1 \). Fix \([\bar{a}, a] \subset (-1, 1)\) such that \( h(\bar{a}) = a \). Let \( \varphi(t) \) be a smooth vector field on \( I = [-1, 1] \) with \( \text{supp}(\varphi) = [\bar{a}, a] \) and \( \varphi(t) > 0 \) for \( \bar{a} < t < a \). Let \( \Phi : \mathbb{R} \times I \to \mathbb{R} \times I \) be the flow generated by this field.

As usual, \( \{c(k)\}_{k \geq 1} \) decreases monotonically to 0 and \( \{N(k)\}_{k \geq 1} \) is a strictly increasing sequence of nonnegative integers. We take \( N(1) = 0 \) and define

\[
l_k = h^{N(k)} \circ \Phi_{c(k)} \circ h^{-N(k)}, \quad l = \cdots \circ l_k \circ l_{k-1} \circ \cdots \circ l_1.
\]

In §5, the numbers \( N(k) \) did not depend on the numbers \( c(m) \), so the latter sequence could be chosen to converge to 0 so fast that \( l \) was of class \( C^\infty \). In the present construction we will not have that freedom. However, if \( l \) can be shown to be smooth of some class \( C^n, n > 1 \), then it is elementary that \( l \in \text{Diff}^n_+(I) \) and \( l \) is \( C^n \)-flat at \( \pm 1 \).

The following proof was shown to us by G. Hector. An alternative proof is given in [C-C5, (3.2)].

(7.2) Lemma. The group \( G \) generated by \( h \) and \( l \) is a subgroup of \( \text{Diff}^1_+(I) \) and every element of \( G \) is \( C^1 \)-flat at \( \pm 1 \).

Proof. It will be sufficient to prove that the sequence \( \{dl_k/dt\}_{k \geq 1} \) converges uniformly to 1 on \( I \). Set \( I_k = \text{supp}(l_k) = h^{N(k)}[\bar{a}, a] \). For \( x \in I_k \) and \( y = h^{-N(k)}(x) \in [\bar{a}, a] \), we have

\[
\left( \frac{dl_k}{dt} \right)_x = \left( \frac{h^{N(k)}(\Phi_{c(k)}(y))}{h^{N(k)}(y)} \right) \left( \Phi_{c(k)} \right)'(y).
\]

Since \( h \) is of class \( C^\infty \), there exists \( \theta > 0 \) such that \( |h''(u)/h'(u)| < \theta \) uniformly on \( I \). By a calculation that, by now, is classical (cf. [Sa, p. 83]) we obtain

\[
\log \left( \frac{h^{N(k)}(\Phi_{c(k)}(y))}{h^{N(k)}(y)} \right) \leq \theta \sum_{j=0}^{N(k)-1} |h'(\Phi_{c(k)}(y)) - h'(y)|.
\]

But \( \Phi_{c(k)}(y) \to y \) uniformly on \([\bar{a}, a]\), and the interiors of the intervals \( h'[\bar{a}, a] \) are disjoint, so the right-hand side of (•) tends uniformly to 0 on \([\bar{a}, a]\) as \( k \to \infty \). Since \( (\Phi_{c(k)})'(y) \to 1 \) uniformly on \([\bar{a}, a]\) as \( k \to \infty \), the lemma follows. \( \square \)
Let \( \{s(k)\}_{k \geq 2} \) be a sequence of integers, each \( s(k) > 2 \), and define \( c(k) \) inductively by \( c(1) = 1, c(k) = c(k - 1)/s(k), k \geq 2. \)

Fix \( t \in (\alpha, \alpha) \). Let \( G_p \subset \text{Diff}_+^\infty(I) \) denote the group generated by \( \{h, l_1, \ldots, l_p\} \) and let \( g_p \) denote the growth function of the graph \( |G(t)| \) relative to this generating set. Let \( g \) denote the growth function of \( |G(t)| \) relative to \( \{h, l\} \). Remark that \( g(m) \geq g_p(m) \) for \( m \leq N(p + 1) \).

**(7.3) Lemma.** If \( m > 0 \) and \( p \geq 2 \), then \( g_p(m) \leq s(p)g_{p-1}(m) \).

**Proof.** Let \( \Gamma_n(m) \subset G_n(t) \) denote the subset counted by \( g_n(m) \). We define an injection
\[
\varphi: \Gamma_p(m) \to \{0, 1, \ldots, s(p) - 1\} \times \Gamma_{p-1}(m).
\]
The assertion will follow. If \( t' \in \Gamma_{p-1}(m) \subset \Gamma_p(m) \), set \( \varphi(t') = (0, t') \). If \( t' \in \Gamma_p(m) \) \(- \Gamma_{p-1}(m) \), fix an expression
\[
t' = h^{\beta} \circ l_1^{\alpha(p)} \circ h^{-N(p)-N(p-1)} \circ \cdots \circ l_1^{p(1)}(t),
\]
such that \( 0 < |\alpha(q)| < s(q), 2 < q < p, \alpha(p) \neq 0, \) and \( |\beta| + N(p) + \sum_{i=1}^{p-1} |\alpha(i)| < m. \) Since \( \alpha(p) \neq 0, \) we stress that
\[
|\beta| + N(p) + \sum_{i=1}^{p-1} |\alpha(i)| < m.
\]
If \( \alpha(p) > 0 \), set
\[
t^* = h^{\beta} \circ l_1^{p(1)} \circ h^{-N(p)-N(p-1)} \circ \cdots \circ h^{-N(2)-N(1)} \circ l_1^{1(1)}(t),
\]
an element of \( \Gamma_{p-1}(m) \), and set \( \varphi(t') = (\alpha(p), t^*) \). Remark that \( t^* \) uniquely determines \( \beta \) regardless of other choices. If \( \alpha(p) < 0 \), set \( \alpha(p) = s(p) + \alpha(p) \in \{1, \ldots, s(p) - 1\} \) and remark that
\[
t' = h^{\beta} \circ l_1^{p(1)} \circ h^{-N(p)-N(p-1)} \circ \cdots \circ h^{-N(2)-N(1)} \circ l_1^{1(1)}(t),
\]
and (by (**) that \( |\beta| + |\alpha(p - 1)| + \sum_{i=1}^{p-1} |\alpha(i)| + N(p) < m. \) Set
\[
t^* = h^{\beta} \circ l_1^{p(1)} \circ l_1^{p(1)} \circ h^{-N(p)-N(p-1)} \circ \cdots \circ h^{-N(2)-N(1)} \circ l_1^{1(1)}(t),
\]
again an element of \( \Gamma_{p-1}(m) \), and set \( \varphi(t') = (\alpha(p), t^*). \) Again remark that \( t^* \) uniquely determines \( \beta \). We must show that \( t' \) can be recovered from \( \varphi(t') = (q, t^*). \) Indeed, if \( q = 0, t' = t^* \), and, if \( q > 0, t' = h^{\beta} \circ l_1^{q} \circ h^{-\beta(t^*)} \), \( \beta \) being determined by \( t^* \).

Remark that \( \text{gr}(g_1) \) is exactly polynomial of degree 2. Thus, there are positive constants \( a, b \) such that \( bm^2 < g_1(m) < am^2, \forall m > 1. \)

**(7.4) Corollary.** If \( m \leq N(p + 1) \), then \( g(m) < (a/c(p))m^2. \)

**Proof.** The restriction on \( m \) implies that \( g(m) = g_p(m) \). Repeated applications of (7.3) give
\[
g(m) = g_p(m) \leq s(p)g_{p-1}(m) \leq \cdots \leq (1/c(p))g_1(m),
\]
and \( g_1(m) \leq am^2. \)

**(7.5) Lemma.** Suppose that, for \( p \) sufficiently large, \( N(p) > s(2) + \cdots + s(p) \). For such \( p \), take \( m > 6N(p). \) Then \( g(m) > (b/4c(p))m^2. \)
Proof. Since \( N(1) = 0 \), \( l_1 = \Phi_{r(1)} = \Phi_1 \). Let \( k > 0 \). In the interval \([l_1^k(t), l_1^{k+1}(t)]\subset (\bar{a}, a)\), there are \( 1/c(p) \) points of the form

\[
h^{-N(p)} \circ f_p^{a(p)} \circ h^{N(p) - N(p-1)} \circ f_p^{a(p-1)} \circ \cdots \circ f_2^{a(2)} \circ h^{N(2) - N(1)}(l_1(t)),
\]
where \( 0 < a(q) < s(q), 2 < q < p \). Each of these points is at a distance (in \(|G_p(t)|\)) of less than \( 2N(p) + s(2) + \cdots + s(p) \) from \( l_1(t) \). Thus, if \( m > 3N(p) > 2N(p) + s(2) + \cdots + s(p) \), we have

\[
g(m) > g_p(m) > \left(1/c(p)\right)g_1(m - 3N(p)) > \left(b/c(p)\right)(m - 3N(p))^2.
\]
Finally, if \( m > 6N(p) \), then \( m - 3N(p) > m/2 \), so \( g(m) > (b/c(p))(m/2)^2 \). □

Now we specify the data \( s(p) \), \( N(p) \). We take \( s(p) = 2 \), all \( p \geq 2 \); hence \( 1/c(p) = 2p^{-1} \). For a fixed choice of the real number \( r > 0 \), there exists an integer \( p_0 > 0 \) such that \( 2p_0 > p_0 \), and, if \( p > p_0 \), \( [2^p] > [2^p - 1] \). We define

\[
N(1) = 0, \\
N(p) = p, \quad 2 < p < p_0, \\
N(p) = [2^p], \quad p > p_0.
\]

For \( p \) large enough, \( N(p) > 2(p - 1) = s(2) + \cdots + s(p) \), so (7.5) applies with this choice of data.

(7.6) Lemma. With the above choices, \((a/2)m^{2+1/r} > g(m) > b_*m^{2+1/r}\), for a suitable positive constant \( b_* \) and all sufficiently large values of \( m \).

Proof. For each \( m > 1 \), there is a unique value of \( p \) for which \( N(p) < m < N(p + 1) \). By choosing \( m \) large enough, one forces \( p \) to be large as desired. In particular, we can assume \( N(p) = [2^p] \), so \( m > 2^p \); hence \( m^{1/r} > 2^p \). By (7.4),

\[
g(m) < (a/c(p))m^2 = a2^{-p+1}m^2 < (a/2)m^{2+1/r}.
\]

For large \( m \), there is a unique value of \( p \) such that \( 6N(p) < m < 6N(p + 1) \), again forcing \( p \) to be large. By (7.5), \( g(m) > (b/4c(p))m^2 = (b/16)2^{p+1}m^2 \). But \( m < 6N(p + 1) < 6 \cdot 2^{p+1} \), so \( m^{1/r}/6^{1/r} < 2^{p+1} \). Thus, take \( b_* = (b/16)6^{-1/r} \) and obtain \( g(m) > b_*m^{2+1/r} \). □

As \( r \) ranges over \((0, \infty)\), \( s = 2 + (1/r) \) ranges over \((2, \infty)\). Thus, for each such \( s \) we have constructed a \( C^1 \)-foliation \( \mathcal{F}(h, l) \) such that the leaves in \( U \) have the growth type of \( \gamma_s \). This completes the proof of (7.1).
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