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ABSTRACT. We study the following problem concerning stopped $N$-dimensional Brownian motion: Compute the maximal function of the process, ignoring those times when it is in some fixed region $R$. Suppose this modified maximal function belongs to $L^q$. For what regions $R$ can we conclude that the unrestricted maximal function belongs to $L^q$? A sufficient condition on $R$ is that there exist $p > q$ and a function $u$, harmonic in $R$, such that

$$|x|^p \leq u(x) \leq C|x|^p + C, \quad x \in R,$$

for some constant $C$.

We give applications to analytic and harmonic functions, and to weak inequalities for exit times.

1. Introduction. Let $R$ be an open subset of $N$-dimensional Euclidean space ($N \geq 2$). Suppose we start a Brownian motion, $B_t$, from some point outside $R$ and stop it at some finite exit time $T$, but we are unable to observe the motion whenever it is in $R$. (By exit time we mean exit time from some given open set $G$.) How much information about the entire Brownian path up to time $T$ is provided by this semiobscured path? We shall address a special case of this question here: Suppose the maximum Euclidean norm of the Brownian motion belongs to $L^p$—the maximum being computed over that portion of its time set on which $B_t$ does not belong to $R$ and before time $T$. Does this imply that the unrestricted maximum (i.e., the maximum of $B_t$ up to time $T$) belongs to $L^p$? We shall see that the answer is yes (Theorem 1.1) provided $R$ is not too large.

We employ a technique of Burkholder, Gundy, and Silverstein [7] together with the conformal invariance of Brownian motion to translate the two-dimensional case of Theorem 1.1 into a statement about functions analytic in the unit disk.

We devote the remainder of this section to definitions and to the statements of our main results. These results are proved in §3. In §2 we consider several illustrative applications to classical analysis and probability. Finally, §4 is devoted to an example pertinent to some of the discussion below.
Let $R$ be an open subset, not necessarily connected, of $\mathbb{R}^N$, and let $\tau$ denote the exit time of Brownian motion from $R$. We assume throughout that $N \geq 2$. Define the Brownian maximal function by

$$B_t^* = \sup_{0 \leq t \leq \tau} |B_t|.$$ 

We say that $R$ belongs to $H^p$ if one of the following three equivalent statements holds:

1. For each $x$ in $R$, $E^x B^* < \infty$.
2. For each $x$ in $R$, $E^x \tau^{p/2} < \infty$.
3. The function $|x|^p$ has a harmonic majorant in $R$.

Both (1.1) and (1.2) hold provided the inequalities are true for some $x$ in each connected component of $R$. The equivalence of (1.1) and (1.2) follows from Theorem 7.1 of [6]; the equivalence of (1.3) with the other statements is proved in [4]. The reason for the terminology is that, in two dimensions, if $R$ is the image of the unit disk under a univalent analytic function $f$, then $R$ belongs to $H^p$ if and only if $f$ belongs to the Hardy space $H^p$. (See [4].)

We say that a region $R$ belongs to strong $H^p$, $0 < p < \infty$ (and write $R \in SH^p$), in case one of the following equivalent conditions holds for some constant $C$:

1. $E^x B^* < C |x|^p + C$, $x \in R$.
2. $E^x \tau^{p/2} < C |x|^p + C$, $x \in R$.

There is a function $u$, harmonic in $R$, so that

$$|x|^p \leq u(x) \leq C |x|^p + C, \quad x \in R.$$ 

The equivalence of (1.4) and (1.5) is an immediate consequence of the following inequality from [4]:

$$c_p E^x (N\tau + |x|^2)^{p/2} \leq E^x B^* \leq C_p E^x (N\tau + |x|^2)^{p/2},$$

where $c_p$ and $C_p$ are constants depending only on $p$. It is easy to see from (1.4) that $SH^q \subseteq SH^p$ for $q < p$. Any region $R$ which belongs to $H^p$ and is invariant under positive dilations (i.e., $\lambda x$ belongs to $R$ whenever $x$ belongs to $R$ and $\lambda > 0$) also belongs to strong $H^p$; for example, in two dimensions a sector of angular aperture $\theta$ belongs to strong $H^p$ for all $p < \pi/\theta$. (The classes $H^p$ and $SH^p$ are, however, quite different. In §4 we construct a region which belongs to $H^p$ for all positive $p$, but which belongs to $SH^p$ for no such $p$.) Symmetrization provides many further examples. Given an open connected subset $R$ of $\mathbb{R}^N$, define the (spherical) symmetrization, $R_\theta$, of $R$ as follows: Let $C(\theta)$ denote the set of points on the unit sphere which form an angle of less than $\theta$ with the positive $x_1$-axis. Let $|\ |$ denote normalized surface measure on $S^{N-1}$. Then $R_\theta$ is the region whose intersection with the sphere of radius $r$ is $r \cdot C(\theta)$, with $\theta$ determined so that

$$|C(\theta)| = |\{x \in S^{N-1} : rx \in R\}|.$$
If \( \tau \) denotes the exit time of Brownian motion from \( R \), then a theorem of Baernstein and Taylor [1, Corollary 6.2], suitably translated into probabilistic terms, says that
\[
\sup_{x=\tau} P^x(B^*_\tau > \lambda) \leq P^{(r,0,0,\ldots,0)}(B^*_\tau > \lambda),
\]
for all \( \lambda > 0 \). The following result is then immediate.

**Proposition 1.1.** If \( R \) belongs to \( \text{SH}^p \), so does \( R \).

Another criterion for membership in \( \text{SH}^p \) may be found in [15, Theorem III.70].

Theorem 1.1 below tells what is meant by the phrase “not too large” in the first paragraph: In order to determine whether the maximal function, \( B^*_T \), of Brownian motion up to some finite exit time \( T \) belongs to \( L^q \), we may ignore that portion of the path lying in some open set \( R \), provided \( R \) belongs to strong \( H^p \) for some \( p > q \). By exit time, we mean the first time Brownian motion leaves some given open set. For the remainder of this paper the letter \( T \) will stand for such a finite exit time of Brownian motion. The letter \( R \) will denote an open set in which Brownian motion is invisible, and \( \tau \) will represent the exit time from \( R \). Define the obscured maximal function, \( B^*_{T \setminus R} \), by
\[
B^*_{T \setminus R} = \sup_{0 \leq t < T, B_t \in R} |B_t|.
\]

Then we have

**Theorem 1.1.** Let \( R \) be a region belonging to \( \text{SH}^p \) and \( x_0 \) a point not in the closure of \( R \). Then for any \( q < p \) there is a constant \( C \) so that, for any exit time \( T \), finite almost surely, we have
\[
E^{x_0}(B^*_T)^q \leq CE^{x_0}(B^*_{T \setminus R})^q.
\]
The constant \( C \) does not depend on \( T \). Conversely, if \( (1.7) \) holds for all such \( T \), then \( R \) belongs to \( \text{SH}^q \).

We leave open the question of whether or not \( (1.7) \) holds when \( q = p \). This question is generally irrelevant in applications since the range of \( p \) for which a given region belongs to \( \text{SH}^p \) is often an open interval.

We should point out that \( (1.7) \) holds if \( R \) satisfies the weaker condition
\[
\lambda^p P^x(B^*_\tau > \lambda) \leq C |x|^p + C, \quad \lambda > 0,
\]
for some constant \( C \). Also, if \( x_0 \) belongs to the closure of \( R \), then \( (1.7) \) may not hold. Nevertheless, the implication
\[
B^*_{T \setminus R} \in L^q \Rightarrow B^*_T \in L^q
\]
remains true.

Our next two results enable us to apply Theorem 1.1 to analytic and harmonic functions. If \( x \in \mathbb{C} \) and \( r > 0 \), let \( D(x, r) \) denote the disk with center \( x \) and radius \( r \). For \( 0 < \alpha < 1 \) and \( \theta \in [0, 2\pi) \) let \( \Omega^\alpha_\theta \) be the smallest open convex subset of \( D(0, 1) \) whose closure contains the point \( e^{i\theta} \) and the circle of radius \( \alpha \). If \( f \) is analytic.
in \( D(0,1) \) and \( R \) is an open subset of \( C \), let
\[
RN_\alpha f(\theta) = \sup_{z \in \Omega, f(z) \in R} |f(z)|.
\]
Also define
\[
R^*_f = \sup_{0\leq t<\sigma} |f(B_t)|,
\]
where \( \sigma \) is the exit time of Brownian motion from \( D(0,1) \). Finally, define
\[
f^* = \sup_{0\leq t<\sigma} |f(B_t)| = \emptyset f^*.
\]

**Theorem 1.2.** Assume that the region \( R \) satisfies
\[
D(0, r) \cap R \neq \emptyset \Rightarrow \text{each component of } D(0, r) \cup R \text{ is simply connected},
\]
for all \( r > 0 \). For each \( \alpha > 0 \) there exist constants \( c_\alpha \) and \( C_\alpha \), depending only on \( \alpha \), so that, for every function \( f \) analytic in \( D(0,1) \) and satisfying \( f(0) = 0 \), we have
\[
c_\alpha m(RN_\alpha f > \lambda) \leq P(Rf^* > \lambda) \leq C_\alpha m(RN_\alpha f > \lambda),
\]
for all \( \lambda > 0 \), where \( m \) is normalized Lebesgue measure.

The proof of this theorem is very similar to that of the analogous result (\( R = \emptyset \)) in [7]. It will be sketched in §3.

**Theorem 1.3.** Let \( R \) be a region belonging to SHP with \( 0 \) not in the closure of \( R \), and \( f \) a function analytic in \( D(0,1) \) with \( f(0) = 0 \). Then for any \( q \) satisfying \( 0 < q < p \) there is a constant \( C \) so that
\[
E^0(f^*)^q \leq CE^0(Rf^*)^q.
\]

**2. Applications.** In this section we show how our results may be applied by giving new proofs of two known results; and we obtain a new theorem concerning weak inequalities for exit times. Throughout the remainder of the paper we shall use the letter \( C \) to denote a constant—perhaps different from one usage to the next.

**Theorem 2.1** [7]. Let \( f = u + iv \) be analytic in \( D(0,1) \) with \( f(0) = 0 \), and let \( \alpha \) and \( p \) be numbers such that \( 0 < \alpha < 1 \) and \( 0 < p < \infty \). Then there exist constants \( c \) and \( C \) depending only on \( \alpha \) and \( p \) so that
\[
(2.1) \quad c\|N_\alpha u\|_p \leq \|N_\alpha v\|_p \leq C\|N_\alpha u\|_p.
\]
Here
\[
N_\alpha u(\theta) = \sup_{z \in \Omega, \xi(z)} |u(z)|.
\]
This result easily implies [7] that \( f \in H^p \Leftrightarrow N_\alpha u \in L^p \), yielding a real variable characterization of the Hardy space \( H^p \). The authors of [7] give two proofs of this result, one of them using the quadratic variation,
\[
S^2(u) = \int_0^\sigma |\nabla u(B_s)|^2 \, ds,
\]
as a bridge between \( u \) and \( v \). In our proof the function \( f \) itself plays this role.
Proof of Theorem 2.1. We shall use the notation \( \| N_\alpha u \|_p \approx \| N_\alpha v \|_p \) to indicate a two-sided inequality such as (2.1). We may assume that \( D(0,1) \subseteq f(D(0,1)) \) by the open mapping theorem and the invariance of (2.1) under scaling. Also, we may assume that \( \alpha = \frac{1}{2} \) (see [13]) and \( 0 < p < 2 \). (For \( p > 1 \) we have \( \| N_\alpha u \|_p \approx \| u \|_{p^*} \).

See, e.g., [14, Theorem 7.1]. Clearly \( \| u \|_{h^*} = \| v \|_{h^*} \) and \( \| u \|_{h^p} \approx \| v \|_{h^p} \) for \( p > 2 \) by duality. Recall that \( \| u \|_{h^p} \) is defined by

\[
\| u \|_{h^p} = \sup_{0 < r < 1} \frac{1}{2\pi} \int_0^{2\pi} |u(re^{i\theta})|^p \, d\theta.
\]

Let \( R = \{ z = x + iy : |y| > |x| \text{ and } |z| > \frac{1}{2} \} \). Then \( R \) belongs to \( SH^p \) for all \( 0 < p < 2 \). By Theorems 1.2 and 1.3, we have

\[
\| N_\alpha u \|_p \approx \| N_\alpha v \|_p < C \| N_\alpha u \|_p.
\]

Similarly one proves that \( \| N_\alpha u \|_p = C \| N_\alpha v \|_p \).

Theorem 2.2 [3]. Let \( u \) be harmonic in \( D(0,1) \) with \( u(0) = 0 \), and let \( \alpha \) and \( p \) be numbers satisfying \( 0 < \alpha < 1 \) and \( 0 < p < \frac{3}{2} \). Then there is a constant \( C \), depending only on \( \alpha \) and \( p \), such that

\[
\| N_\alpha u \|_p \leq C \| N_\alpha u^+ \|_p,
\]

where \( u^+ = u \lor 0 \).

This result is also true in higher dimensions and for all \( p \) satisfying \( 0 < p < 1 \) [3], but our methods give only this partial result.

Proof of Theorem 2.2. Let \( v \) be the harmonic function conjugate to \( u \) with \( v(0) = 0 \), and let \( f = u + iv \). As in the proof of Theorem 2.1 we may assume that \( \alpha = \frac{1}{2} \) and that \( f(D(0,\frac{1}{2})) \) contains \( D(0,1) \). Arguing as in the proof of Theorem 2.1, we obtain

\[
\| N_\alpha (vI\{u > 0\}) \|_p \leq C \| N_\alpha u^+ \|_p,
\]

for \( 0 < p < \frac{3}{2} \), where \( I\{u > 0\} \) is the indicator function of the set where \( u \) is positive. (Modify the set \( R \) in the proof of Theorem 2.1 by adjoining the set \( \{ z = x + iy : x < 0 \text{ and } |z| > \frac{1}{2} \} \).) Now let \( R = \{ z = x + iy : x < 0, |z| > \frac{1}{2} \} \). Then

\[
\| N_\alpha u \|_p \leq C \| RN_\alpha f \|_p \leq C \| N_\alpha v^+ \|_p + C \| N_\alpha (vI\{u > 0\}) \|_p \leq C \| N_\alpha u^+ \|_p,
\]

and the proof is complete.

The following result is an immediate consequence of Theorems 1.2 and 1.3.

Theorem 2.3. Let \( R \) be a sector of angular aperture \( \theta \) with vertex at the origin, and let \( p \) satisfy \( 0 < p < \frac{\pi}{\theta} \). If \( f \) is analytic in \( D(0,1) \) then

\[
f \in H^p \iff \text{RN}_\alpha f \in L^p,
\]

for any \( 0 < \alpha < 1 \).

Let us turn to another sort of application. If \( Y \) is a random variable defined on a probability space we say that \( Y \) belongs to weak \( L^p \), or \( Y \in WL^p \), if there is a
constant $c$ so that we have

$$\lambda^p P(|Y| > \lambda) \leq c, \quad \lambda > 0.$$  

Let $G$ be a connected open subset of $\mathbb{R}^N$ and $T$ the exit time of Brownian motion from $G$. Assume that $P^x(T < \infty) = 1$ for some $x$ in $G$. Then it is known [5] that

$$B_T^x \in WL^p \iff T^{1/2} \in WL^p.$$  

We shall say that $G$ belongs to weak $HP(G \in WH^p)$ in case $B_T^x \in WL^p$. It is natural to ask for a nonprobabilistic characterization of $WH^p$ similar to the characterization (1.3) of $H^p$. The following theorem provides a useful sufficient condition for $WH^p$.

**Theorem 2.4.** For $u$ harmonic in $G$ and $p > 0$ let

$$w_s(r) = \left| \left\{ x \in S^{N-1} : u(rx) \leq sr^p, rx \in G \right\} \right|.$$  

If there exists a harmonic function $u$ for which

$$\lim_{s \to 0} \limsup_{r \to \infty} w_s(r) = 0,$$  

then $G \in WH^p$.

For example, if $G$ is the sector in $\mathbb{C}$ defined by $G = \{re^{i\theta} : 0 < \theta < \theta_0\}$ then $G \in WH^p$ when $p = \pi/\theta_0$. (However, $G \not\in H^p$. See [4] for this and the analogous results for cones in higher dimensions.) We may take here $u(re^{i\theta}) = r^p \sin p\theta$. The fact that $G$ belongs to $WH^p$ is shown by a different method in [5].

We will prove Theorem 2.4 in §3.

3. **Proofs of the theorems.** To prove norm inequalities, we shall first prove distribution function inequalities as in the work of Burkholder and Gundy [6]. We shall use the following special case of [2, Lemma 7.1].

**Lemma 3.1.** Let $f$ and $g$ be nonnegative functions on a probability space and $\beta$, $\delta$ and $\epsilon$ positive numbers satisfying $\beta > 1$, $\delta > 0$ and

$$P(f > \beta \lambda, g \leq \delta \lambda) < \epsilon P(f > \lambda), \quad \lambda > 0.$$  

Let $q$ satisfy $0 < q < \infty$ and $\beta^q \epsilon < 1$. Then we have [2 and 5]

$$Ef^q \leq cEg^q,$$

and

$$\sup_{\lambda > 0} \lambda^q P(f > \lambda) \leq c \sup_{\lambda > 0} \lambda^q P(g > \lambda).$$  

where $c = [\beta^q/\delta^q(1 - \beta^q \epsilon)]$.

**Proof of Theorem 1.1.** Assume for the time being that $N = 2$ and $x_0 = 0$, and fix a positive number $\rho$ such that $D(0, \rho)$ does not meet $R$. Let $\beta$, $\delta$, and $\lambda$ be positive real numbers as in Lemma 3.1 with $\delta < 1$. We first prove the following distribution function inequality:

$$P^0(B_T^x > \beta \lambda, B_{T \land R}^x \leq \delta \lambda) \leq \epsilon(\beta, \delta) P^0(B_T^x > \lambda).$$  
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where \( e(\beta, \delta) = c(\beta^{-p} + \log \beta / \log \beta \delta^{-1}) \). Here \( c \) is a constant depending only on \( \rho \) and \( \rho \). Letting \( \mu(\lambda) = \inf \{ t : |B_t| = \lambda \} \), we have by the strong Markov property,

\[
P^0(B^*_T > \beta \lambda, B^*_R < \delta \lambda, \mu(\lambda) < T, B_{\mu(\lambda)} \in R) \leq E^0\left( P^\mu(\lambda)(B^*_T > \beta \lambda, B^*_R < \delta \lambda); \mu(\lambda) < T, B_{\mu(\lambda)} \in R \right) \leq E^0\left( P^\mu(\lambda)(B^*_T > \beta \lambda); \mu(\lambda) < T, B_{\mu(\lambda)} \in R \right) + E^0\left( P^\mu(\lambda)(B_i \text{ hits the circle of radius } \delta \lambda \text{ before the circle of radius } \beta \lambda); \mu(\lambda) < T, B_{\mu(\lambda)} \in R \right)
\]

By the Hadamard Three Circles Theorem,

\[
(3.4) \quad II \leq (\log \beta / \log \beta \delta^{-1})P^0(\mu(\lambda) < T)
\]

Using Chebyshev’s inequality and (1.4) we have

\[
P^\mu(\lambda)(B^*_T > \beta \lambda) = \frac{1}{\lambda^p \beta^p} E^\mu(\lambda)(B^*_T)^p \leq \frac{1}{\lambda^p \beta^p} (C |B_{\mu(\lambda)}|^p + C) = \frac{C}{\beta^p} + \frac{C}{\beta^p \lambda^p} \quad \text{on } \{ B_{\mu(\lambda)} \in R \}.
\]

Hence

\[
I \leq (C\beta^{-p} + C\beta^{-p} \lambda^{-p})P^0(\mu(\lambda) < T, B_{\mu(\lambda)} \in R).
\]

Since \( \{ \mu(\lambda) < T \} = \{ B^*_T > \lambda \} \), we have

\[
I \leq C\beta^{-p}P^0(B^*_T > \lambda) + C\beta^{-p} \lambda^{-p}P^0(B^*_T > \lambda, B_{\mu(\lambda)} \in R).
\]

The second term imposes the restriction that \( \lambda > \rho \), hence

\[
I \leq C\beta^{-p}P^0(B^*_T > \lambda),
\]

where \( C \) depends on \( p \) and \( \rho \). Adding together the estimates for \( I \) and \( II \) gives (3.3).

Now, since \( q < \rho \), we may first take \( \beta \) very large and then \( \delta \) very small so that \( \beta q \epsilon(\beta, \delta) < 1 \). Lemma 3.1 then implies that

\[
(3.5) \quad E^0(B^*_T)^q \leq CE^0(B^*_T)^q.
\]

Suppose now that \( x_0 \neq 0 \). Let \( T(G) \) denote the exit time of \( B_I \) from some open set \( G \) containing \( x_0 \). Then we have

\[
E^{x_0}(B^*_T(G))^q \leq \left[ E^0(B^*_T(G-x_0))^q + |x_0|^q \right],
\]

where \( G-x_0 \) denotes the translation of \( G \) by \( x_0 \). Now \( R \in SH^\rho \Rightarrow R-x_0 \in SH^\rho \) with new constants depending on \( x_0 \) in (1.4)–(1.6). Moreover, we have

\[
E^0(B^*_T(G-x_0) \setminus (R-x_0))^q \leq CE^{x_0}(B^*_T(G) \setminus R)^q + |x_0|^q.
\]
Inequality (1.7) with $T = T(G)$ follows from the two preceding inequalities and (3.5) with $T = T(G - x_0)$ and $R$ replaced by $R - x_0$. Note that $x_0$ not in the closure of $R$ implies $| x_0 |^q \leq E^x(| B^*_t \wedge R |^q)$.

The proof in the case $N > 2$ is the same, but with the constant in (3.4) replaced by $(1 - \beta^{2-N})/(\delta^{2-N} - \beta^{2-N})$.

As to the converse, we shall again assume at first that $N = 2$. Let $C_r = \partial D(x_0, r)$ for each $r > 0$ and let $m$ denote normalized Lebesgue measure on $C_r$. Applying the strong Markov property and (1.7) with $T$ the exit time from the region $R \cup D(x_0, r)$, we obtain

\[ C_r^q \geq E^{x_0}( B^*_t \wedge q ) \geq E^{x_0}( E^{B^{x_0}_{\mu(r)}( B^*_t \wedge q )}; B_{\mu(r)} \in R ) \]

where $\mu(r) = \inf\{t: | B_t - x_0 | = r\}$. In the last step we used Kakutani’s observation that if a Brownian motion is started from $x_0$, then its position upon exit from $D(x_0, r)$ is uniformly distributed on $C_r$.

We may assume $R \neq \emptyset$. Since each component of $R$ is met in a set of positive measure by $C_r$ for some $r$, it follows that $E^x B^{*q}_t < \infty$ for some $x$ in each component of $R$. Therefore $| x |^q$ has a harmonic majorant on $R$, and the least such majorant, $u$, is given by $u(x) = E^x | B_t |^q$. It follows that

\[ \int_{C_r \cap R} u(x) m(dx) \leq C r^q, \quad r > 0. \]

Given a number $\lambda \geq 1$, let $R^\lambda = \{ x \in R: u(x) > \lambda | x |^q \}$. If $R^\lambda$ is connected we may proceed as follows (to handle the other case simply apply the following argument to each component in turn). Let $T_x$ be the exit time of Brownian motion from $R^\lambda$. By Chebyshev’s inequality and (3.6) we have

\[ \lambda m\{ x \in C_r \cap R: u(x) > \lambda r^q \} \leq C. \]

Choose $\lambda$ so large that $C/\lambda < 1/2q$. Then the circular symmetrization (defined in the usual way but with $x_0$ as origin) of $R^\lambda$ is contained in a sector of angular aperture less than $\pi/q$. Such a sector satisfies (1.6) and, hence, so does $R^\lambda$ by virtue of Proposition 1.1. Thus there exists a harmonic function, $v$, which majorizes $| x |^q$ on $R^\lambda$ and satisfies $v(x) \leq C | x |^q + C$. (In the disconnected case the same $C$ will work for each component.)

Now, for $x$ in $R^\lambda$, we have

\[ u(x) = E^x(| B_{T_x} |^q) = E^x(| B_{T_x} |^q; T_x = \tau) + E^x(| B_{T_x} |^q; T_x < \tau) \leq v(x) + E^x(E^{B_{T_x}}(| B_{T_x} |^q); T_x < \tau) \]

\[ = v(x) + E^x(u(B_{T_x}); T_x < \tau) \leq v(x) + \lambda E^x(| B_{T_x} |^q; T_x < \tau) \leq v(x) + \lambda v(x) \leq C(1 + \lambda) | x |^q + C(1 + \lambda). \]

Since $u(x) \leq \lambda | x |^q$ for $x \not\in R^\lambda$, it follows that $u$ satisfies (1.6) with $p$ replaced by $q$. Hence $R \in SH^q$. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
The proof of the $N$-dimensional case is very similar: Given $\theta > 0$, let $S_\theta$ denote the cone of all vectors in $\mathbb{R}^N$ making an angle of less than $\theta$ with the positive $x_1$-axis. Then, for each $p$, there is $\theta_p = \theta_p(p)$ sufficiently small so that $S_\theta \subseteq S_p^\theta$ for $\theta < \theta_p$ [4]. These cones, translated so as to have vertex at $x_0$, replace the two-dimensional sectors in the argument above. Otherwise the argument is the same.

**Proof of Theorem 1.2.** We shall only sketch this proof since it is very similar to that of [7, Theorem 3] (the case $R = \varnothing$) as presented in [13]. The proof of the right-hand side inequality of Theorem 1.2 uses only the lower semicontinuity of $R_{X}f$ and certain properties of Brownian motion. The proof is the same as the $R = \varnothing$ case.

For the left-hand side, begin by defining

$$RM_\theta f(\theta) = \sup_{z \in \Omega_\theta(\theta), |z| \geq \alpha, f(z) \in R} |f(z)|.$$ 

Then it suffices to prove $C_\theta m(RM_\theta f > \lambda) \leq P(R^*_f > \lambda)$ (see [13]).

Let $P_\theta^\phi$ be the Wiener measure associated with Brownian motion started from the point $z$ and conditioned to hit the unit circle at the point $e^{i\theta}$. The following facts about $P_\theta^\phi$ are known [9].

(i) Brownian motion forms a strong Markov process under the $P_\theta^\phi$.

(ii) The family $P_\theta^\phi$ yields a regular version of the conditional probabilities $P_\phi^\phi(\cdot | B_\sigma)$. (Recall that $\sigma$ is the exit time of $B_\sigma$ from the unit disk.)

(iii) If $T$ is any stopping time then

$$P_\phi^\phi(T < \sigma) = \frac{1}{h(z)} E (h(B_T); T < \sigma),$$

where $h$ is the minimal harmonic function (Poisson kernel) with a pole at $e^{i\theta}$.

Suppose $\lambda$ is given and $\theta$ is such that $RM_\theta f(\theta) > \lambda$. Define $\tilde{B}_t$ by $\tilde{B}_t = e^{2i\theta} B_t$ and

$$R^*_f = \sup_{0 \leq t < \alpha, f(\tilde{B}_t) \in R} |f(\tilde{B}_t)|.$$ 

The process $\tilde{B}_t$ is simply Brownian motion reflected across the line joining 0 and $e^{i\theta}$. Probabilistically it is again a Brownian motion. Given $r$ with $\alpha < r < 1$, let $a_r$ be the intersection of the circle of radius $\frac{1}{2}(1 + r)$, tangent to the unit circle at $-e^{i\theta}$, with $\Omega_\theta(\theta)$. We may choose such an $r$ so that, for some point $z$ on $a_r$, we have $|f(z)| > \lambda$ and $f(z) \in R$. We shall prove that, apart from a set of $\omega$ of $P_\theta^\phi$-probability 0, if $B_t(\omega)$ does not hit $a_r$ then $R^*_f(\omega) \vee R^*_f(\omega) > \lambda$. (Once this key fact has been established, the remainder of the proof proceeds as in the case $R = \varnothing$.) This fact, as we shall show, follows from the following two lemmas. The first serves as an analogue of the maximum modulus principle and is an easy consequence of the argument principle.

**Lemma 3.2.** Let $G$ and $W$ be simply connected regions with $G$ bounded. Let $f$ be analytic in $G$ and continuous on $\partial G$ with $f(\partial G) \subseteq W$. Then $f(G) \subseteq W$.

**Lemma 3.3.** For any $\varepsilon > 0$,

$$P_\theta^\phi(B_t \text{ hits } [-1 - \varepsilon, 1] \text{ infinitely often}) = 1.$$ 
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Proof. We shall prove an analogous result in the upper half-plane—this is done only for notational convenience and ease of computation. Let $P_0^z$ denote the Wiener measure associated with Brownian motion started at a point $z$ in the upper half-plane and conditioned to hit the $x$ axis at the point $(0, 0)$. We shall show that $B_t$ hits every segment $(0, e^i\epsilon]$, $\epsilon > 0$, infinitely often with $P_0^z$-probability 1.

Let $r > 0$ be fixed, $S$ be the segment $(ri/4, ri/2]$, $\Gamma$ the semicircle of radius $r$ centered at 0, and $T_S$ the hitting time of $B_t$ to $S$. We first show that there is an absolute constant $C$ so that

\[(3.7) \quad P_0^z(B_t \text{ hits } S) \geq C,\]

for $|z| > r$. Since the conditioned motion must eventually hit $\Gamma$, it follows from the strong Markov property that we need only consider $z \in \Gamma$; and, by symmetry, we may restrict our attention to $z$ belonging to the first quadrant. Let $h(x + iy) = y/(\pi(x^2 + y^2))$ be the Poisson kernel with a pole at 0. Then

\[P_0^z(B_t \text{ hits } S) = P_0^z(T_S < \xi) = \frac{1}{h(z)} E^z(h(B_{T_S}); T_S < \xi),\]

where $\xi$ denotes the exit time of Brownian motion from the upper half-plane. To estimate this last quantity we distinguish two cases.

**Case I.** $\text{Re}(z) \leq \text{Im}(z)$.

We have $h(z) \leq 1/(\pi r)$ and $h(B_{T_S}) \geq 2/(\pi r)$ so

\[P_0^z(B_t \text{ hits } S) \geq 2P_0^z(T_S < \xi) = 2\omega(z; S),\]

where $\omega(z; S)$ denotes the harmonic measure at $z$ of $S$ relative to the upper half-plane. By the scaling properties of Brownian motion, this harmonic measure is independent of $r$. It follows that $\omega(z; S)$ is bounded away from 0 by a positive absolute constant.

**Case II.** $\text{Re}(z) > \text{Im}(z)$.

With the notation as above we obtain

\[P_0^z(B_t \text{ hits } S) \geq \frac{2r}{y} \omega(z; S),\]

where $y = \text{Im}(z)$. An easy estimate shows that

\[\omega(z; S) \geq \frac{6}{25\pi} \cdot \frac{xy}{r^2}.\]

(This estimate is expedited by the observation that

\[\omega(z; S) \geq \omega(z^2; [-r^2/4, -r^2/16]),\]

which in turn follows from the fact that $\omega(z; S)$ is greater than the harmonic measure of $S$ relative to the first quadrant.) Since $x \geq \sqrt{2} r/2$ in this case, we obtain $\omega(z; S) \geq Cy/r$, whence

\[P_0^z(B_t \text{ hits } S) \geq \frac{2r}{y} \cdot \frac{y}{r} = C.\]

Thus (3.7) is proved.

Now let $A_n$ be the event that $B_t$ hits the interval $(2^{-2n}e^i, 2^{-2n+1}e^i]$. Then $P_0^z(A_n) \geq C$ so that $P_0^z(B_t \text{ hits } (0, e^i] \text{ infinitely often}) \geq P_0^z(A_n \text{ i.o.}) > 0$. Since $\lim_{t \to \infty} e^{-i} B_t = 0$
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P₀ - almost surely [9], the result follows from an application of the Blumenthal zero-one law to the time reversed process (see [12]).

Let A be the exceptional set in Lemma 3.3. If ω ∉ A and the path B(ω) avoids a, then the union of the paths B(ω) and B(ω) contains a closed curve γ which surrounds a, i.e., a, is contained in some bounded component of the complement of γ. Call this component G and observe that it is simply connected. If D(0; λ) meets R, let V = R ∪ D(0, λ). Otherwise, set V = D(0, λ). Then by hypothesis, each component of V is simply connected. Suppose it were false that R(ω) ∩ R(ω) > λ. Then the image of δG under f is contained in some component W of V. But then Lemma 3.1 implies that f(G) ⊆ W, hence f(a) ⊆ W, a contradiction.

Proof of Theorem 1.3. First recall Levy’s observation of the conformal invariance of Brownian motion. There is a new Brownian motion, W, on the range of f such that f(B) = W(t), t < σ, where v(t) = \int_0^t |B(s)|^2 ds.

Fix λ, β, and δ as in (3.3) and let μ = inf{t: |f(B)| = λ}. Using the strong Markov property as in the proof of (3.3), we have

P₀(f* > βλ, R(f* ≤ δλ) ≤ E₀(Φ(B)); μ < σ, f(B) ∈ R).

where Φ(x) = P²(f* > βλ, R(f) ≤ δλ), for f(x) ∈ R. By Levy’s observation we have

Φ(x) = P²(W > βλ, RW ≤ δλ).

If x satisfies f(x) ∈ R and |f(x)| = λ, the last expression is dominated by P²(W > βλ) + P²(x) (the Brownian motion W hits the circle of radius δλ before that of radius βλ), where τ is the exit time of W from R. Proceeding as in the proof of (3.3) we deduce the distribution function inequality

P₀(f > βλ, R(f* ≤ λ) ≤ E₀(φ > λ),

where ε(β, δ) is the same as in (3.3). The remainder of the proof is exactly the same as the proof of Theorem 1.1.

Proof of Theorem 2.4. Let p′ satisfy p′ > p. Suppose there is a function u harmonic in G for which lim_,, lim supₘₚ wₘ(r) = 0. We may therefore find r and s so that the symmetrization of the region

R = {x ∈ G: |x| > r and u(x) < s | x| p}

is contained in a very thin cone. (See the discussion at the end of the proof of Theorem 1.1.) Thus Proposition 1.1 implies that we may take r and s so that R, as defined above, belongs to SHP'. By (3.3) (and its N-dimensional version) and (3.2) it suffices to show that λP²(B > λ) = O(1) as λ → ∞, for any x ∈ G. Here T is the exit time of B from G. Let Gₙ ⊆ G be an exhaustion of G by open sets whose closures are compact, and let T(n) be the exit time of Bₙ from Gₙ. It follows from Doob’s maximal inequality that, for λ > r², we have

λP²(Ø(Bₙ > λ) ≤ λ sup₀≤₁<ₜ(ₙ) u(Bₙ) ≥ sλ)

\[ \leq \frac{1}{s} E²\left(u(Bₙ) \right) = u(x)/s. \]

The result follows upon passing to the limit as n → ∞.
4. An example. In this section we construct an example to illustrate the difference between $H^p$ and $SH^p$.

**Theorem 4.1.** There exists a region $R$ belonging to $H^p$ for every positive $p$ and belonging to no such $SH^p$.

We shall need the following lemma which follows easily from the three circles theorem.

**Lemma 4.1.** Let $\tau_R$ be the exit time of Brownian motion from the annulus with center 0, small radius $r$, and large radius $R$. Then $\lim_{R \to \infty} E^{2r}(\tau_R^p) = \infty$, for any $p > 0$.

**Proof of Theorem 4.1.** Let $\{p_n\}$ be an ordering of the rationals in $(0, \infty)$. Construct inductively an increasing sequence, $\{r_n\}$, of positive real numbers by setting $r_0 = 1$ and requiring that

\[ E^{2r_{n-1}}(\tau_{r_{n-1}r_n}^p) > n^p (2r_{n-1})^{2p}, \]

for $k = 1, 2, \ldots, n$. Lemma 4.1 ensures that this is possible. Let $D_n$ be the circle of radius $r_n$ minus the arc $\{r_n e^{i\theta} : |\theta| < \epsilon_n\}$, where the $\epsilon_n$ will be fixed shortly. Let $R = (\bigcup_{n=1}^\infty D_n)$. We will use the notation $[-\epsilon_n, \epsilon_n]$ to refer to the arc $\{r_n e^{i\theta} : |\theta| < \epsilon_n\}$. Let $\tau_n$ be the exit time of $B_t$ from $D(0, r_n)$, and

\[ \bar{\omega}_n = \{\tau_i < \tau, i = 1, 2, \ldots, n-1, \tau_n = \tau\}. \]

(Recall that $\tau$ is the exit time of $B_t$ from $R$.) By the strong Markov property

\[ P^0(\bar{\omega}_n) \leq E^0(\Delta_{B_{r_n}}^p, (-\epsilon_{n-1}, \epsilon_{n-1}]), \]

for $n \geq 3$. This quantity approaches 0 as $\epsilon_{n-1}$ approaches 0. Thus we may choose $\epsilon_n$ so that

\[ E^0(\tau_n^p)^{1/2} P^0(\bar{\omega}_n)^{1/2} \leq 2^{-n}, \]

for $k = 1, 2, \ldots, n$.

Now the region $R$ has been completely specified and it remains to show that it has the required properties. Fix $N > 0$ and $p \in (0, \infty)$, and choose $n$ so large that $n^p > N$ and so that the set $\{p_1, \ldots, p_n\}$ contains some $p_k$ in the interval $(0, p)$. It follows from (4.1) that

\[ E^{2r_{n-1}}(\tau^{p_k})^{1/p} \geq E^{2r_{n-1}}(\tau_{r_{n-1}r_n}^p)^{1/p} \geq E^{2r_{n-1}}(\tau_{r_{n-1}r_n}^p)^{1/p} > n(2r_{n-1})^2. \]

Thus $E^{2r_{n-1}}(\tau^{p_k}) > N(2r_{n-1})^{2p}$. Since $N$ was arbitrary, $R \not\in SH^{2p}$. (Statement (1.5) fails to hold.)

Using the Schwartz inequality we have

\[ E^0(\tau^{p/2}) = \sum_{n=1}^\infty E^0(\tau_n^{p/2}, \bar{\omega}_n) \leq \sum_{n=1}^\infty E^0(\tau_n^p)^{1/2} P^0(\bar{\omega}_n)^{1/2}. \]

For any rational $p$, (4.2) implies that the tail of this series is dominated by $2^{-n}$. Thus $E^0(\tau^{p/2}) < \infty$ for all rational $p$, and hence for all $p \in (0, \infty)$. The proof of Theorem 4.1 is complete.
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