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ABSTRACT. Let $A$ be a finite dimensional hereditary algebra over a field, with $n$ simple $A$-modules. An $A$-module $T_A$ with $n$ pairwise nonisomorphic indecomposable direct summands and satisfying $\text{Ext}^1(T_A, T_A) = 0$ is called a tilting module, and its endomorphism ring $B$ is a tilted algebra. A tilting module defines a (usually nonhereditary) torsion theory, and the indecomposable $B$-modules are in one-to-one correspondence to the indecomposable $A$-modules which are either torsion or torsionfree. One of the main results of the paper asserts that an algebra of finite representation type with an indecomposable sincere representation is a tilted algebra provided its Auslander-Reiten quiver has no oriented cycles. In fact, tilting modules are introduced and studied for any finite dimensional algebra, generalizing recent results of Brenner and Butler.

Let $A$ be a finite dimensional algebra (associative, with 1). All $A$-modules will be finite dimensional, and homomorphisms will be written on the opposite side of the scalars. Thus, given an $A$-module $M_A$, with endomorphism ring $B = \text{End}(M_A)$, we also can consider the $B$-module $B M$. If in this situation, the canonical map $A \to \text{End}(B M)$ is an isomorphism, we just will identify $A$ with $\text{End}(B M)$.

A module $T_A$ will be called a tilting module provided it satisfies the following three properties:

1. There is an exact sequence $0 \to P''_A \to P'_A \to T_A \to 0$, with $P', P''$ projective (thus, p.d. $T_A \leq 1$).
2. $\text{Ext}^1(T_A, T_A) = 0$.
3. There is an exact sequence $0 \to A_A \to T'_A \to T''_A \to 0$, with $T', T''$ being direct sums of summands of $T$.

Given a tilting module $T_A$, one may consider two full subcategories of the category $\mathcal{M}_A$ of all right $A$-modules, namely the category $\mathcal{F}(T_A)$ of all modules $M_A$ generated by $T_A$ and the category $\mathcal{F}^s(T_A)$ of all modules $M_A$ satisfying $\text{Hom}(T_A, M_A) = 0$. It is easy to see that $\mathcal{F}(T_A)$ is the class of torsion modules, and $\mathcal{F}^s(T_A)$ the class of torsionfree modules of a torsion theory $(\mathcal{F}(T_A), \mathcal{F}^s(T_A))$. The main result on tilting modules is essentially due to Brenner and Butler [6].

**Theorem of Brenner-Butler.** Let $T_A$ be a tilting module, and $B = \text{End}(T_A)$. Then $B T$ also is a tilting module, and $A = \text{End}(B T)$, canonically. The categories $\mathcal{F}(T_A)$ and $\mathcal{F}(B T)$ are dual to each other; similarly, the categories $\mathcal{F}^s(T_A)$ and $\mathcal{F}^s(B T)$ are dual to each other.
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In [6], Brenner and Butler used a more restrictive notion of tilting modules; however, their arguments remain valid in the general situation. Also, they only considered the duality between the categories of torsion modules, and used a rather different way of formulation. For the benefit of the reader, we will give the full proof of the theorem.

We also will consider a linear transformation $f$ which relates the dimension type of corresponding modules in $\mathcal{F}(T_A)$ and $\mathcal{F}(B_T)$ or in $\mathcal{F}(T_A)$ and $\mathcal{F}(B_T)$. In case the Euler characteristic is defined, $f$ actually will be an isometry (see §3). In particular, we see that in case there exists a tilting module $T_A$ with $B = \text{End}(T_A)$, the number of simple $A$-modules coincides with the number of simple $B$-modules.

The main parts of the present paper will deal with the special case of $A$ being hereditary. If the finite dimensional algebra $B$ is of the form $B = \text{End}(T_A)$, where $T_A$ is a tilting module and $A$ is hereditary, then $B$ will be called a tilted algebra. The starting point of our investigation is the following observation.

**Theorem.** Let $A$ be hereditary, and $T_A$ a tilting module, with $B = \text{End}(T_A)$. Then $(\mathcal{F}(B_T), \mathcal{F}(B_T))$ is a splitting torsion theory.

Recall that a torsion theory is said to be splitting in case any indecomposable module is either a torsion module or torsionfree. Note that the theorem furnishes a one-to-one correspondence between the indecomposable $B$-modules and certain indecomposable $A$-modules. In particular, if $A$ is of finite representation type, then also $B$ is of finite representation type.

We will derive some important properties of a tilted algebra $B$. We will show that the quiver of $B$ has no oriented cycles (Corollary 4.2), and that $\text{gl. dim } B \leq 2$ (Theorem 5.2).

Conversely, we will give sufficient conditions for $B$ in order to be a tilted algebra. A right module $M_A$ will be called sincere provided any simple $A$-module appears as a composition factor of $M_A$. We will introduce the notion of a complete slice (see Definition 7.1) and show that in case one component of the Auslander-Reiten quiver of $B$ contains as well a complete slice as well as all indecomposable projective modules, then $B$ is a tilted algebra (Theorem 7.2). As a consequence, we will see that an algebra of finite representation type with an indecomposable sincere representation is a tilted algebra if and only if its Auslander-Reiten quiver has no oriented cycle. In fact, in this situation, one has the following result:

**Theorem.** Let $B$ be of finite representation type, and assume its Auslander-Reiten quiver has no oriented cycle. Also assume that $BN$ is an indecomposable sincere representation. Then there exists a hereditary algebra $A$, a tilting module $T_A$, and a primitive idempotent $e$ of $A$ such that $B = \text{End}(T_A)$ and $BTe$.

As a consequence, we conclude the following: if $B$ is of finite representation type, and its Auslander-Reiten quiver has no oriented cycle, then the indecomposable $B$-modules are uniquely determined by their composition factors.

Tilted algebras seem to be of interest for several reasons: First of all, they provide a rather general setting for dealing with certain special types of algebras, for example
trees with relations of finite representation type, and the results of this paper can be
used in order to give a complete classification of all their indecomposable represen-
tations \[17\]. Also, one may use the theory of tilted algebras in order to construct
algebras with prescribed structure of some of the components of their Auslander-
Reiten quivers. Finally, and most important, representation theory of tilted algebras
should provide a better insight into the structure of representations of arbitrary
algebras of finite representation type using recently developed covering techniques.
For a discussion of the history of the use of special tilting modules, we refer to \[6\].
An account for constructing tilting modules will be given in \[18\].

1. Preliminaries.

(1.1) Notation. Most modules considered will be right modules, and \( \mathcal{M}_A \) will
denote the category of all right \( A \)-modules. In case we have to deal with left modules,
we will stress this fact explicitly. Of course, there always will be a bimodule involved
in our investigation, which usually will be denoted by \( _B T_A \) or \( _A U_B \).

If \( M \) is a module, we denote by \( \text{End}(M) \) its endomorphism ring, by \( \text{rad} M \) its
radical, by \( \text{soc} M \) its socle, by \( \ell M \) its length, and by p.d. \( M \) its projective dimension.
Also, let add \( M \) be the class of all modules which are direct sums of direct
summands of \( M \). We denote by \( X \cong Y \) that \( X, Y \) are isomorphic (as groups, or
modules whatever we deal with). We usually will not distinguish between a module
\( M \) and the isomorphism class of all modules isomorphic to \( M \).

If \( f: M \to M' \) is a module homomorphism (we just will say a “map”), then \( \text{Ker} f \) denotes its kernel,
\( \text{Cok} f \) its cokernel. A module \( X \) is said to be generated by the module \( M \), provided \( X \)
is an epimorphic image of some direct sum \( \bigoplus M \), and \( X \) is said to be cogenerated by
\( M \), provided \( X \) is a submodule of some direct sum \( \bigoplus M \).

There always will be two algebras \( A \) and \( B \) involved in our consideration. In \( \mathcal{M}_A \),
we usually will denote projective modules by \( P, P', P'', \ldots \), injective modules by
\( I, I', I'', \ldots \), and elements of add \( T_A \) by \( T', T'', T''', \ldots \). The simple \( A \)-modules will be
denoted by \( R \) or \( R(a) \), where \( a \) runs through a fixed index set, \( P(a) \) will be the
projective module with \( P(a)/\text{rad} P(a) = R(a) \), and \( I(a) \) will be the injective
module with \( \text{soc} I(a) = R(a) \). Similarly, in \( \mathcal{M}_B \), projective modules will be denoted
by \( Q, Q', Q'', \ldots \), injective modules by \( J, J', J'', \ldots \), and elements of add \( U_B \) by
\( U', U'', U''', \ldots \). The simple \( B \)-modules will be denoted by \( S \) or \( S(i) \), where \( i \) runs
through a fixed index set (usually \( \{1, \ldots, n\} \)), \( Q(i) \) will be the projective module with
\( Q(i)/\text{rad} Q(i) = S(i) \), and \( J(i) \) will be the injective module with \( \text{soc} J(i) = S(i) \).

We denote by \( G_0(A) \) the Grothendieck group of \( A \), it can be identified with the
free abelian group having the set \( \{ R(a) \mid a \} \) of all (isomorphism classes of) simple
\( A \)-modules as basis. Using this basis, \( G_0(A) \) becomes a partially ordered group. If \( M \)
is an \( A \)-module, we denote by \( \dim M \) the corresponding element of \( G_0(A) \), it will be
called the dimension vector of \( M \). The coefficients of \( \dim M \) with respect to the
canonical basis can be calculated as follows: \( (\dim M)_a \) is the number of composition
factors of the form \( R(a) \) in any fixed composition series, and we have

\[
(\dim M)_a = |\text{Hom}_A(P(a), M)_{\text{End} P(a)}| = |\text{End} I(a)\text{Hom}_A(M, I(a))|.
\]

Note that \( M_A \) is sincere iff \( (\dim M)_a \neq 0 \) for all \( a \).
Finally, note that \( D \) denotes the duality with respect to the basefield \( k \). Thus \( D(M) = \text{Hom}_k(M, k) \). [More generally, we may assume that we deal with an artin algebra \( A \), then \( D(M) = \text{Hom}_k(M, \text{I}(\tilde{Z})) \), where \( Z \) is the center of \( A \), \( \tilde{Z} = Z/\text{rad} Z \), and \( \text{I}(\tilde{Z}) \) is the injective envelope of \( \tilde{Z} \) as a \( Z \)-module.]

(1.2) Auslander-Reiten quiver. Let us recall the main notions and results from [1].

Let \( A \) be a finite dimensional algebra. A map \( f: M \rightarrow M' \) is called irreducible provided \( f \) is neither split mono, nor split epi, and for every factorization \( f = f''f' \), \( f' \) is split mono or \( f'' \) is split epi. If \( M, M' \) are indecomposable, then there exists an irreducible map \( M \rightarrow M' \) if and only if the bimodule \( \text{Irr}(M, M') \) of irreducible maps is nonzero. [Recall that \( \text{Irr}(M, M') = \mathcal{R}(M, M')/\mathcal{R}^2(M, M') \), for \( M, M' \) indecomposable, where \( \mathcal{R}(M, M') \) is the set of noninvertible maps, and \( \mathcal{R}^2(M, M') \) the set of maps of the form \( \sum f_ig_i \), with \( f_i \in \mathcal{R}(M, X_i), g_i \in \mathcal{R}(X_i, M) \) and all \( X_i \) indecomposable. Clearly, this is an \( \text{End}(M') - \text{End}(M) \)-bimodule which actually is annihilated by the radicals of \( \text{End}(M') \) and \( \text{End}(M) \).]

If \( M \) is indecomposable, a map \( g: M' \rightarrow M \) is called right almost split, provided \( g \) is not split epi and for every map \( h: X \rightarrow M \) which is not split epi, there exists \( h' \) with \( h = gh' \). If in addition \( M' \) is of smallest possible length, then \( g \) is called minimal right almost split. Note that for every \( M, \) there always exists a minimal right almost split map \( M' \rightarrow M \), and it is unique up to isomorphism. Also, a map \( h: X \rightarrow M \) with \( X \neq 0 \) is irreducible if and only if there exists \( h': X' \rightarrow M \) such that \( (hh') \): \( X \oplus X' \rightarrow M \) is minimal right almost split. Actually, if \( \oplus X_i \rightarrow M \) is minimal right almost split, with all \( X_i \) indecomposable, then the number of \( X_i \) isomorphic to a fixed \( X \) is precisely \( \left| \text{Irr}(X, M)_{\text{End}(X)} \right| \), see [14]. The kernel \( \text{Ker} g \) of a minimal right almost split map \( g: M' \rightarrow M \) is denoted by \( \tau M \) and called the Auslander-Reiten translate of \( M \). There are two possibilities: either \( M = P \) is projective, then \( \tau P = 0 \), and the minimal right almost split map is just given by the inclusion \( \text{rad} P \rightarrow P \), or else \( M \) is not projective, then \( \tau M \) is indecomposable and we obtain an exact sequence

\[
0 \rightarrow \tau M \rightarrow M' \xrightarrow{g} M \rightarrow 0,
\]

which is called the Auslander-Reiten sequence ending with \( M \). Dually, for every indecomposable module \( M \), there also exists a unique minimal left almost split map \( M \rightarrow M'' \), and its cokernel is denoted by \( \tau^{-1}M \). If \( M = I \) is injective, then the minimal left almost split map starting with \( I \) is just the canonical projection \( I \rightarrow I/\text{soc} I \). If \( M \) is not injective, then \( \tau^{-1}M \) is indecomposable and we obtain the exact sequence

\[
0 \rightarrow M \xrightarrow{f} M'' \rightarrow \tau^{-1}M \rightarrow 0,
\]

which is the Auslander-Reiten sequence ending with \( \tau^{-1}M \). In particular, \( \tau \tau^{-1}M \approx M \) for \( M \) indecomposable and not injective, and \( \tau^{-1}\tau M \approx M \) for \( M \) indecomposable and not projective. Note that the module \( \tau M \) can be calculated as follows: choose a projective resolution

\[
P' \xrightarrow{P} P \rightarrow M \rightarrow 0
\]
of \( M \), with \( P' \) minimal, and apply \( \text{Hom}_A(-, \ A) \). The cokernel \( \text{Cok}(\rho, \ A) \) is called the transpose of \( M \) and denoted by \( \text{Tr} \ M \). Then \( \tau M = D \ \text{Tr} \ M \), and similarly \( \tau^{-1} M = \text{Tr} \ D \ M \). Finally, we remark that for \( X, \ Y \) indecomposable, \( \text{Ext}^1(X, Y) \) can be considered as a factor group both of \( D \ \text{Hom}(Y, \tau X) \) and of \( D \ \text{Hom}(\tau^{-1} Y, \ X) \) (sometimes, these groups actually are isomorphic, see for example 2.5).

The Auslander-Reiten quiver of \( B \) has as vertices the (isomorphism classes of) indecomposable \( B \)-modules, and there is an arrow \( \rightarrow \) going from \( M \) to \( M' \) provided there exists an irreducible map \( M \rightarrow M' \). The existence of minimal almost split maps, and their properties, show that the Auslander-Reiten quiver is locally finite, thus its connected components contain at most countably many vertices.

In case \( A \) is connected (i.e. has no central idempotents different from 0, 1), and \( A \) is of finite representation type, then its Auslander-Reiten quiver is connected. If \( A \) is connected and not of finite representation type, then no component of its Auslander-Reiten quiver is finite [15].

Note that the Auslander-Reiten quiver is endowed with the additional, partially defined endo-map \( \tau \); it is defined for all vertices which correspond to nonprojective modules, and has the following property: If \( X, \ Y \) are vertices of the Auslander-Reiten quiver, and \( X \) is not projective, then there is an arrow \( Y \rightarrow X \) if and only if there is an arrow \( \tau X \rightarrow Y \).

Very often, we will have to consider paths in the Auslander-Reiten quiver of an algebra \( A \). Note that in case \( X \) is a \( \tau \)-periodic module, then we obtain an oriented cycle. [Namely, if \( \tau X \neq 0 \), consider the corresponding Auslander-Reiten sequence \( 0 \rightarrow \tau X \rightarrow \bigoplus Y_i \rightarrow X \rightarrow 0 \), with \( Y_i \) indecomposable, so we have a path \( \tau X \rightarrow Y_1 \rightarrow X \). Now if \( \tau^p X \neq 0 \) for some \( p > 0 \), we obtain in this way a path of length \( 2 p \) starting with \( \tau^p X \) and ending with \( X \). Thus, if \( \tau^p X \approx X \), this is an oriented cycle.] In case \( X, \ Y \) are indecomposable modules and there exists a path from \( X \) to \( Y \) in the Auslander-Reiten quiver, then \( X \) will be called a predecessor of \( Y \). Note that in case an indecomposable module \( Y \) has only finitely many predecessors, and \( \text{Hom}(X, Y) \neq 0 \) for some indecomposable module \( X \), then there is a path from \( X \) to \( Y \). [Namely, assume there is no such path. Then we define inductively a path

\[
Y_m \xrightarrow{g_m} Y_{m-1} \rightarrow \cdots \rightarrow Y_1 \rightarrow Y_0 = Y
\]

of irreducible maps, and maps \( f_m: X \rightarrow Y_m \) such that \( g_1 \cdots g_m f_m \neq 0 \). We take some \( 0 \neq f_0: X \rightarrow Y = Y_0 \), and if \( g_1, \ldots, g_m, f_m \) are defined, let \( (h_{t_i})_i: \bigoplus Z_t \rightarrow Y_m \) be minimal right almost split, all \( Z_t \) indecomposable. There exist \( h'_i \) with \( f_m = \sum h_i h'_i \), and \( g_1 \cdots g_m h_{t_0} h'_{t_0} \neq 0 \) for some \( t_0 \). Let \( Y_{m+1} = Z_{t_0}, g_{m+1} = h_{t_0}, f_{m+1} = h'_{t_0} \). However, since there are only finitely many predecessors of \( Y \), say with length bounded by \( b \), any such path has length \( < 2^b \) [10], contrary to our construction.]

(1.3) Preprojective components. A component \( \mathcal{C} \) of the Auslander-Reiten quiver of the algebra \( A \) will be called preprojective provided there is no oriented cycle in \( \mathcal{C} \) and any module of \( \mathcal{C} \) is of the form \( \tau^{-t} P \), for some \( t \in \mathbb{N} \) and some indecomposable projective module \( P \). [It is not difficult to see that a component \( \mathcal{C} \) is preprojective if and only if \( \mathcal{C} \) has no oriented cycles and all modules in \( \mathcal{C} \) are preprojective in the sense of Auslander and Smalø.]
If $C$ is the preprojective component, and $Y$ is a module in $C$, then $Y$ has only finitely many predecessors. [Namely, consider a path
\[ Y_m \rightarrow Y_{m-1} \rightarrow \cdots \rightarrow Y_1 \rightarrow Y_0 = Y \]
in $C$. All $Y_i$ are of the form $\tau^{-t_i}P_i$ for some $t_i \in \mathbb{N}$, and some indecomposable projective module $P_i$. If $i > j$, and $P_i = P_j$, then $t_i < t_j$, since otherwise we would obtain the oriented cycle
\[ \tau^{-t_i}P_i = Y_i \rightarrow \cdots \rightarrow Y_j = \tau^{-t_j}P_j \rightarrow \cdots \rightarrow \tau^{-t_i}P_i, \]
impossible. Since there are only finitely many indecomposable projective modules, we conclude that any path
\[ \cdots \rightarrow Y_m \rightarrow Y_{m-1} \rightarrow \cdots \rightarrow Y_1 \rightarrow Y_0 = Y \]
terminates after a finite number of steps, thus $Y$ has only finitely many predecessors, due to König's graph theorem.] As a consequence, we have:

**Lemma.** Let $Y$ be an indecomposable module belonging to a preprojective component $C$. Then if $X$ is an indecomposable module, any homomorphism $X \rightarrow Y$ is a sum of compositions of irreducible maps. Thus, if $\text{Hom}(X, Y) \neq 0$, then there is a path from $X$ to $Y$, thus $X \in C$. In particular, if $Y$ belongs to a preprojective component of the Auslander-Reiten quiver of $B$, and $\overline{B} = B / \text{Ann} Y$, then $Y$ also belongs to a preprojective component of the Auslander-Reiten quiver of $\overline{B}$.

**Proof.** Consider the predecessors of $Y$ which also are $\overline{B}$-modules. This is a finite set closed under predecessors and containing all indecomposable projective $\overline{B}$-modules. Now it is easy to see that the component of the Auslander-Reiten quiver of $\overline{B}$ containing $Y$ consists of modules of the form $\tau^{-t_i}P$ with $P$ an indecomposable projective $\overline{B}$-module (see [8]), and this is a preprojective component.

(1.4) **Torsion theories.** Let $\mathcal{X}$, $\mathcal{Y}$ be two full subcategories of $\mathcal{M}_A$. Then $(\mathcal{X}, \mathcal{Y})$ is called a torsion theory, provided $\text{Hom}(X, Y) = 0$ for all modules $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$, and both $\mathcal{X}$ and $\mathcal{Y}$ are maximal with this property (thus, if $\text{Hom}(X, M) = 0$ for all $X \in \mathcal{X}$, then $M \in \mathcal{Y}$, whereas if $\text{Hom}(M, Y) = 0$ for all $Y \in \mathcal{Y}$, then $M \in \mathcal{X}$).

If we deal with a fixed torsion theory $(\mathcal{X}, \mathcal{Y})$, then the modules in $\mathcal{X}$ are called torsion modules, those of $\mathcal{Y}$ are called torsionfree. Given any module $M$, there exists a unique largest torsion submodule $X$ of $M$, and $M/X$ is torsionfree, and, in fact, the largest torsionfree factor module of $M$. The torsion theory $(\mathcal{X}, \mathcal{Y})$ is called splitting provided any module is a direct sum of a module from $\mathcal{X}$ and a module from $\mathcal{Y}$.

[Note that in contrast to most investigations concerned with torsion theories the torsion theories we will have to deal with, will not be hereditary.]

If $T_A$ is a module with p.d. $T_A \leq 1$ and $\text{Ext}^1_A(T, T) = 0$, then we can define a torsion theory as follows: Let $\mathcal{T}(T)$ be the full subcategory of all modules generated by $T_A$, and $\mathcal{F}(T)$ the full subcategory of all modules $Y_A$ with $\text{Hom}(T_A, Y_A) = 0$. Then $(\mathcal{T}(T), \mathcal{F}(T))$ is a torsion theory. [Namely, let us show that $\mathcal{F}(T)$ is closed under extensions. A class of modules closed under factor modules, and extensions always is the class of torsion modules of some torsion theory, and the corresponding torsionfree modules have to be the modules in $\mathcal{F}(T)$.
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Thus, consider an exact sequence

$$0 \rightarrow X_1 \rightarrow X \rightarrow X_2 \rightarrow 0,$$

and epimorphisms $f_i: T_i \rightarrow X_i$, where $T_1, T_2$ are direct sums of copies of $T$. We first form the induced sequence with respect to $f_2$, and then we use p.d. $T_2 \leq 1$ in order to obtain the upper exact sequence of the following diagram:

$$
\begin{array}{ccccccc}
0 & \rightarrow & T_1 & \rightarrow & X'' & \rightarrow & T_2 & \rightarrow & 0 \\
\downarrow f_1 & & \downarrow f'' & & \| & & \| \\
0 & \rightarrow & X_1 & \rightarrow & X' & \rightarrow & T_2 & \rightarrow & 0 \\
\| & & \| & & \downarrow f_2 & & \downarrow f_2 \\
0 & \rightarrow & X_1 & \rightarrow & X & \rightarrow & X_2 & \rightarrow & 0
\end{array}
$$

Since $\text{Ext}^1(T_2, T_1) = 0$, we see that the upper sequence splits; thus $X'' = T_1 \oplus T_2$ is a direct sum of copies of $T$, and $f'_2 f'_1$ is an epimorphism.

We also will need that, in the situation above, the subcategory $\mathcal{S}(T)$ has relative Auslander-Reiten sequences, this follows from a rather general result of Auslander and Smalø [2]. We recall the definitions: Let $\mathcal{Z}$ be an extension closed full subcategory. A map $g: M' \rightarrow M$ in $\mathcal{Z}$ is called right almost split, provided $g$ is not split epi, and for any $h: X \rightarrow M$ in $\mathcal{Z}$ which is not split epi, there exists $h'$ with $h = gh'$. Dually, a map $f: M \rightarrow M''$ in $\mathcal{Z}$ is left almost split, provided $f$ is not split mono, and for any $h: M \rightarrow X$ in $\mathcal{Z}$ which is not split mono, there exists $h'$ with $h = h'f$. A relative Auslander-Reiten sequence in $\mathcal{Z}$ is an exact sequence

$$0 \rightarrow M_1 \xrightarrow{f} M_2 \xrightarrow{g} M_3 \rightarrow 0$$

with all $M_i$ in $\mathcal{Z}$ such that $f$ is left almost split, $g$ right almost split. Now $\mathcal{Z}$ is said to have relative Auslander-Reiten sequences provided

1) If $Z$ is indecomposable and in $\mathcal{Z}$, there is a right almost split map $Z' \rightarrow Z$ in $\mathcal{Z}$, and also a left almost split map $Z \rightarrow Z''$ in $\mathcal{Z}$.

2) If $M_1$ is indecomposable and in $\mathcal{Z}$, and $\text{Ext}^1(M, M_1) \neq 0$ for some $M$ in $\mathcal{Z}$, then there exists a relative Auslander-Reiten sequence $(\star)$.

3) If $M_3$ is indecomposable and in $\mathcal{Z}$, and $\text{Ext}^1(M_3, M) \neq 0$ for some $M$ in $\mathcal{Z}$, then there exists a relative Auslander-Reiten sequence $(\star)$.

[In order to see that $\mathcal{S}(T_A)$ has Auslander-Reiten sequences, one uses the equivalence of (a) and (c) in 5.9, assertion (b) of 5.10, and 2.4 of [2]. Note that condition (a) of 5.9 is a direct consequence of p.d. $T_A \leq 1$ and $\text{Ext}^1_A(T, T) = 0$.]

1.5 Euler characteristic. We say that the Euler characteristic is defined for $A$ in case the dimension vectors $\dim P(a)$ of the indecomposable projective $A$-modules are linearly independent in $G_0(A)$. In this case, let

$$\langle \dim P(a), \dim P(b) \rangle = \dim_k \text{Hom}_A(P(a), P(b)), \quad \langle \cdot, \cdot \rangle$$

and extend $\langle \cdot, \cdot \rangle$ bilinearly to all of $G_0(A)$. In this way, we obtain a bilinear form

$$\langle \cdot, \cdot \rangle: G_0(A) \times G_0(A) \rightarrow \mathbb{Q}$$

which will be called the **Euler characteristic** of $A$.  
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Note that if \( A \) has finite global dimension, then the Euler characteristic is defined for \( A \), and we have
\[
\langle \dim X, \dim Y \rangle = \sum_{i \geq 0} (-1)^i \dim_k \Ext^i(X, Y)
\]
for all \( A \)-modules \( X, Y \). [Namely, any simple \( A \)-module has a finite projective resolution say
\[
0 \rightarrow P_m \rightarrow \cdots \rightarrow P_1 \rightarrow P_0 \rightarrow S(a) \rightarrow 0;
\]
thus \( \dim S(a) = \sum (-1)^i \dim P_i \) lies in the subgroup of \( G_0(A) \) generated by the various dimension vectors \( \dim P(a) \), thus the Euler characteristic is defined for \( A \). Now both sides of \((*)\) are additive on exact sequences and coincide on the projective modules, thus we have equality.]

There are also algebras of infinite global dimension for which the Euler characteristic is defined. For example, let \( A \) be a local algebra with \( P = A_a \) of length \( n \). Then, \( \dim P = n \cdot \dim S \) where \( S \) is the simple \( A \)-module, thus the Euler characteristic is defined. It can be calculated on the generator \( \dim S \) of \( G_0(A) \), as follows:
\[
\langle \dim S, \dim S \rangle = \frac{1}{n^2} \langle \dim P, \dim P \rangle
\]
\[
= \frac{1}{n^2} \dim \End(P) = \frac{1}{n}.
\]

(1.6) **Hereditary algebras.** Assume now \( A \) is hereditary. Let \( P(a), a \in \Gamma_0 \), be the indecomposable projective modules. We will consider \( \Gamma_0 \) as a set of vertices of a quiver \( \Gamma \), with arrows \( a \rightarrow b \) provided \( P(a) \) is a direct summand of \( \rad P(b) \). Note that this quiver never has oriented cycles. A source of this quiver just corresponds to a simple projective module. [In this way we just consider the full subquiver of the Auslander-Reiten quiver of \( A \) defined by the indecomposable projective modules, and transfer the quiver structure to the index set \( \Gamma_0 \). Note that in case \( A \) is the path algebra of a quiver \( \Delta \), then \( \Gamma \) is obtained from \( \Delta \) by reversing all arrows and replacing multiple arrows by a single one.] Note that \( \Gamma \) becomes a valued graph [7] if we define \( d_{ab}, d'_{ab} \) as follows:
\[
\rad P(b) = \bigoplus_a P(a)^{d_{ab}}, \quad I(a)/\soc = \bigoplus_b I(b)^{d'_{ab}}.
\]
Note that
\[
f_a d_{ab} = d'_{ab} f_b,
\]
where \( f_a = \dim_k \End P(a) = \dim_k \End I(a) \), and similarly \( f_b \). [This follows from the fact that we have \( d'_{ab} = |\End P(b) \Irr(P(a), P(b))| \), and
\[
d_{ab} = |\Irr(P(a), P(b))_{\End P(a)}|.
\]

2. **The theorem of Brenner-Butler.** Let \( T_A \) be a tilting module, with \( \End(T_A) = B \). We consider the following functors \( F, F' : \mathfrak{M}_A \rightarrow \mathfrak{M}_B \) defined by
\[
F(M_A) = \Hom_A(T, M), \quad F'(M_A) = \Ext^1_A(T, M),
\]
and $G, G': \mathcal{M}_B \to \mathcal{M}_A$ defined by

$$G(N_B) = N_B \otimes_B T, \quad G'(N_B) = \text{Tor}^R_1(N, T).$$

In $\mathcal{M}_A$, the following two full subcategories will be of interest:

$$\mathcal{F} = \{ M_A | F(M_A) = 0 \}, \quad \mathcal{F}' = \{ M_A | F'(M_A) = 0 \}.$$  

Note that $\mathcal{F} = \mathcal{F}(T_A)$, and we will see below that also $\mathcal{F}' = \mathcal{F}(T_A)$. Similarly, in $\mathcal{M}_B$, we are interested in

$$\mathcal{H} = \{ N_B | G(N_B) = 0 \}, \quad \mathcal{H}' = \{ N_B | G'(N_B) = 0 \}.$$  

(2.1) Theorem. Let $T_A$ be a tilting module with $\text{End}(T_A) = B$. Then also $B T$ is a tilting module, and $A = \text{End}_B(T)$, canonically. Also the functors $F, F', G, G'$ defined above satisfy

$$G'F = GF' = 0, \quad F'G = FG' = 0.$$  

The categories $\mathcal{F} = \mathcal{F}(T_A)$ and $\mathcal{H}$ are equivalent under the restrictions of the functors $F$ and $G$ (these restrictions are mutually inverse to each other), and similarly, the categories $\mathcal{F}' = \mathcal{F}(T_A)$ and $\mathcal{H}'$ are equivalent under the restrictions of $F'$ and $G'$ (again, these restrictions are mutually inverse to each other).

Proof. We need some additional notation. The functor $F$ is right adjoint to the functor $G$, thus there are canonical natural transformations

$$t: GF \to \text{id}_{\mathcal{M}_A}, \quad s: \text{id}_{\mathcal{M}_B} \to FG.$$  

(a) $\mathcal{F} \cap \mathcal{F}'$ contains only the zero module.

Proof. The definition of a tilting module gives an exact sequence

$$0 \to A_A \to T' \to T'' \to 0$$  

with $T', T'' \in \text{add}(T)$. Applying to this sequence the functor $\text{Hom}_A(\_, M_A)$, we obtain an exact sequence

$$\text{Hom}(T', M) \to \text{Hom}(A_A, M) \to \text{Ext}^1(T'', M).$$

If $M_A \in \mathcal{F} \cap \mathcal{F}'$, then $\text{Hom}(T, M) = 0$, and $\text{Ext}^1(T, M) = 0$, thus also for $T', T'' \in \text{add}(T)$, we have $\text{Hom}(T', M) = 0$, $\text{Ext}^1(T'', M) = 0$, and therefore $M \cong \text{Hom}(A_A, M) = 0$.

(b) $\mathcal{F}(T_A) \subseteq \mathcal{F}.$

Proof. A surjective map $\oplus T_A \to A_A$ gives rise to a surjective map $F'(\oplus T_A) \to F'(A_A)$, since p.d. $T_A < 1$. However $F'(\oplus T_A) = \oplus F'(T_A) = 0$, again using that $T_A$ is a tilting module.

(c) For any $M_A$, the cokernel $\text{Cok}(t_M)$ of the map $t_M: GF(M) \to M$ belongs to $\mathcal{F}$. If $M_A \in \mathcal{F}$, then $t_M$ is an isomorphism.

Proof. We factorize $t_M$ through its image, say:

$$GF(M) \xrightarrow{t_M} M \xrightarrow{t''} M'$$
Now $F(t_M)$ is split epi (by abstract nonsense on adjoint functors); thus $F(t''')$ is surjective. Apply $F$ to the exact sequence

$$0 \to M' \to M \to M'' \to 0$$

with $M'' = \text{Cok}(t''') = \text{Cok}(t_M)$, we obtain an exact sequence

$$0 \to F(M') \to F(M) \to F(M'') \to F'(M') \to F'(M) \to F'(M'') \to 0.$$ 

Now $GF(M) = \text{Hom}_A(T, M) \otimes_B T_A$ is clearly generated by $T_A$, thus also the epimorphic image $M'$ of $GF(M)$; thus $M' \in \mathcal{S}_A(T_A) \subseteq \mathcal{S}$, and therefore $F'(M') = 0$. As a consequence $F(M'') = 0$.

Assume now $M \in \mathcal{S}$. The epimorphism $F'(M) \to F'(M'')$ shows that also $M'' \in \mathcal{S}$; thus $M'' = 0$ according to (a). Thus $t_M$ is surjective. In particular we see that $M_A$ can be generated by $T_A$.

Let $f_1, \ldots, f_n$ be a basis of $\text{Hom}(T, M)$, and consider the map $f = (f_i) : \bigoplus_{i=1}^n T \to M$. Then $f$ is surjective, but also $\text{Hom}(T, f)$ is surjective. Let $K = \text{Ker} f$; thus we have the exact sequence

$$0 \to K \to \bigoplus_{i=1}^n T \to M \to 0,$$

and application of $\text{Hom}(T, -)$ shows that $\text{Ext}^1(T, K) = 0$. In particular, we can apply the previous consideration also to $K$ (instead of $M$), and obtain a surjective map from a direct sum of copies of $T$ onto $K$ which remains surjective when applying $\text{Hom}(T, -)$. Thus we have an exact sequence

$$T_1 \to T_0 \to M \to 0$$

with $T_0, T_1$ direct sums of copies of $T$, such that

$$F(T_1) \to F(T_0) \to F(M) \to 0$$

is again exact. If we now apply $G$, we again obtain an exact sequence, and we consider in addition the natural transformation $t$:

$$
\begin{array}{ccc}
GF(T_1) & \to & GF(T_0) \\
\downarrow t_{T_1} & & \downarrow t_{T_0} \\
T_1 & \to & T_0
\end{array}
$$

$$
\begin{array}{ccc}
& & GF(M) \\
& \downarrow t_M & \\
M & \to & 0
\end{array}
$$

But clearly $t_T$ is an isomorphism, since $B = \text{End}(T)$, and therefore also $t_{T_1}$ and $t_{T_2}$ are isomorphisms; thus $t_M$ is an isomorphism.

(d) For any $M_A$, we have $F(M_A) \in \mathcal{S}$.

PROOF. Choose a basis $f_1, \ldots, f_n$ in $\text{Hom}(T, M)$ and consider the map $f = (f_i) : \bigoplus T \to M$. It is not necessarily surjective, however $F(f)$ will be surjective. Let $K$ be the kernel of $f$, and $M'$ the image, and note that the inclusion $M' \to M$ gives rise to an isomorphism under $F$. Now the exact sequence

$$0 \to K \to \bigoplus T \to M' \to 0,$$

goes under $F$ to an exact sequence

$$0 \to F(K) \to F(\bigoplus T) \to F(M') \to 0,$$
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and tensoring with \( _B T \) gives the upper exact row of:

\[
0 \to \text{Tor}^B_1(F(M'), T) \to GF(K) \to GF(\bigoplus T) \to GF(M') \to 0
\]

Here we use the fact that \( \text{Tor}^B_1(F(\bigoplus T), T) = 0 \), since \( F(\bigoplus T) \) is a free module. Now \( M' \) belongs to \( S \), thus, as we have seen above, also \( K \) belongs to \( S \), therefore all three maps \( t_K, t_{\bigoplus T}, t_{M'} \) are isomorphisms. We conclude that \( \text{Tor}^B_1(F(M), T) = \text{Tor}^B_1(F(M'), T) = 0 \).

(e) We have \( \text{End}(B T) = A \), canonically.

**Proof.** There is a canonical isomorphism

\[\text{Hom}_B(B T, _B T) \cong \text{Hom}_B(B T, B T \otimes \Lambda A)\]

\[\cong \text{Hom}_B(_B T, \text{Hom}_k(\text{Hom}_A(B T \otimes \Lambda A, k), k))\]

\[\cong \text{Hom}_k(\text{Hom}_A(B T \otimes \Lambda A, k) \otimes _B T, k)\]

\[\cong \text{Hom}_k(\text{Hom}_A(B T A, \text{Hom}(A A, k)) \otimes _B T, k) \cong DGFD(A A),\]

let us denote it by \( \alpha \). Also, there is the natural map

\[t = t_{D(A A)}: DGFD(A A) \to D(A A)\]

which is an isomorphism, since \( D(A A) \) is injective and therefore belongs to \( S \). Finally, let \( \rho: A \to \text{End}(B T) \) be the multiplication map \( a \mapsto (x \mapsto xa) \). Then one checks that the diagram

\[
\begin{array}{ccc}
D(A A) & \xrightarrow{\rho} & \Lambda A \\
\downarrow_{Dt} & \uparrow_{\alpha} & \\
\text{End}(B T) & & \\
\rho \downarrow & & \\
& &
\end{array}
\]

commutes; thus, since both \( \alpha \) and \( Dt \) are bijective, also \( \rho \) is bijective.

(f) If \( N_B \in S \), then \( s_N \) is an isomorphism.

**Proof.** Choose an exact sequence

\[0 \to L_B \to P_B \to N_B \to 0\]

with \( P_B \) projective. Application of \( G \) gives again an exact sequence, since \( \text{Tor}^B_1(N, T) = 0 \), namely

\[0 \to L_B \otimes _B T \to P_B \otimes _B T \to N_B \otimes _B T \to 0.\]

Now \( L_B \otimes _B T_A \) is generated by \( T_A \); thus in \( S \), therefore the application of \( F \) again leads to an exact sequence

\[0 \to FG(L) \to FG(P) \to FG(N) \to 0.\]

Similarly, let

\[0 \to L' \to P' \to L \to 0\]
be exact, with \( P' \) projective. Application of \( G \) leads to the exact sequence

\[
L_B' \otimes_B T \xrightarrow{m \otimes 1} P_B' \otimes_B T \rightarrow L_B \otimes_B T \rightarrow 0.
\]

Let \( K \) be the image of \( m \otimes 1 \). Since \( K \) is an epimorphic image of \( L_B' \otimes_B T \), we see that \( K \) belongs to \( \mathcal{F} \), and therefore the exact sequence

\[
0 \rightarrow K \rightarrow P_B' \otimes_B T \rightarrow L_B \otimes_B T \rightarrow 0
\]

goes under \( \text{Hom}(T, -) \) to an exact sequence:

\[
0 \rightarrow \text{Hom}(T, K) \rightarrow \text{Hom}(T, P_B' \otimes_B T) \rightarrow \text{Hom}(T, L_B \otimes_B T) \rightarrow 0
\]

Altogether we see that we have the following commutative diagram with exact rows:

\[
\begin{array}{ccc}
FG(P') & \rightarrow & FG(P)
\\
\uparrow s_{P'} & \rightarrow & \uparrow s_P
\\
P' & \rightarrow & P
\\
I & \rightarrow & N
\end{array}
\]

Now clearly \( s_{P'} \) is an isomorphism, since \( A = \text{End}(B_T) \), therefore also \( s_P \) and \( s_P \) are isomorphisms, due to the fact that \( P \) and \( P' \) are projective. Thus \( s_P \) is an isomorphism.

(g) \( GF' = 0 \), and, if \( M_A \in \mathcal{F} \), then \( M_A \approx G'F'(M) \).

PROOF. First, let \( M_A \) be arbitrary, and

\[
0 \rightarrow M_A \rightarrow I_A \rightarrow Q_A \rightarrow 0
\]

exact, with \( I_A \) injective. We apply \( F \) and obtain an exact sequence

\[
0 \rightarrow F(M) \rightarrow F(I) \rightarrow F(Q) \rightarrow \text{Ext}^1(T, M) \rightarrow 0,
\]

the last zero due to the fact that \( I \) is injective. Application of \( G \) leads to:

\[
GF(I) \rightarrow GF(Q) \rightarrow \text{Ext}^1(T, M) \otimes_B T \rightarrow 0
\]

Now \( I \) belongs to \( \mathcal{F} \), since \( I \) is injective, and since \( \text{p.d.} T_A \leq 1 \), we know that \( \mathcal{F} \) is closed under quotients; thus also \( Q \) is in \( \mathcal{F} \), and therefore both \( t_I \) and \( t_Q \) are isomorphisms. This shows \( GF'(M) = 0 \). If now we have in addition \( F(M) = 0 \), then the exact sequence

\[
0 \rightarrow F(I) \rightarrow F(Q) \rightarrow \text{Ext}^1(T, M) \rightarrow 0
\]

gives under \( G \) the upper exact sequence of

\[
0 \rightarrow \text{Tor}_1(\text{Ext}^1(T, M), T) \rightarrow GF(I) \rightarrow GF(Q) \rightarrow 0
\]

where we also use that \( \text{Tor}_1(F(Q), T) = G'F(Q) = 0 \). We conclude that there exists a canonical isomorphism \( G'F'(M) \rightarrow M \).

(h) \( \text{p.d.} B_T \leq 1 \).

PROOF. Apply to the exact sequence

\[
0 \rightarrow A_A \rightarrow T' \rightarrow T'' \rightarrow 0
\]
with $T', T'' \in \text{add } T$ the functor $\text{Hom}_A(-, T)$. Since $\text{Ext}^1(T_A, T_A) = 0$, we obtain the exact sequence

$$0 \to \text{Hom}_A(T'_A, B_T) \to \text{Hom}_A(T'_A, B_T) \to \text{Hom}_A(A_A, B_T) \to 0.$$  

Now $\text{Hom}_A(A_A, B_T) \approx B_T$, and the $B$-modules $\text{Hom}_A(T'_A, B_T), \text{Hom}_A(T''_A, B_T)$ both are projective, since $T', T'' \in \text{add } T_A$.

(i) There is an exact sequence $0 \to B_B \to B_X \to B_X'' \to 0$ with $X', X'' \in \text{add } B_T$.

**Proof.** Start with a projective resolution

$$0 \to P'_A \to P_A \to T_A \to 0$$

and apply $\text{Hom}_A(-, B_T)$. Since $\text{Ext}^1(T_A, T_A) = 0$, we obtain an exact sequence

$$0 \to \text{Hom}_A(T_A, B_T) \to \text{Hom}_A(P'_A, B_T) \to \text{Hom}_A(P''_A, B_T) \to 0.$$  

Here, $\text{Hom}_A(T_A, B_T) \approx B_B$, and $\text{Hom}_A(P'_A, B_T), \text{Hom}_A(P''_A, B_T)$ both belong to $\text{add } B_T$, since $P'_A, P''_A \in \text{add } A_A$.

(j) $FG' = 0$, and, if $N_B \in \mathcal{C}$, then $N_B \approx FG'(N)$.

**Proof.** First, let $N_B$ be arbitrary, and let

$$0 \to K_B \to P_B \to N_B \to 0$$

be exact with $P_B$ projective. Tensoring with $bT$ gives

$$0 \to \text{Tor}^1_b(N, T) \to G(K) \to G(P) \to G(N) \to 0;$$

application of $F$ gives:

$$0 \to FG'(N) \to FG(K) \to FG(P) \quad \begin{array}{c} \uparrow s_K \\ \uparrow s_P \end{array}$$  

$$0 \to K \to P$$

Note that both $s_K$ and $s_P$ are isomorphisms. Namely, p.d. $bT \leq 1$ implies that $\text{Tor}^1_b(-, bT)$ is left exact; thus with $P$ also $K$ belongs to $\mathfrak{C}$. It follows that $FG'(N) = 0$. In case $G(N) = 0$, we have the exact sequence

$$0 \to G'(N) \to G(K) \to G(P) \to 0.$$  

Application of $F$ leads to the upper exact sequence of

$$0 \to FG(K) \to FG(P) \to \text{Ext}^1_A(T, G'(N)) \to 0$$  

$$0 \to K \to P \to N \to 0$$

where the last zero in the first row comes from the fact that $F'G = 0$. Since we have noted that $s_K$ and $s_P$ are isomorphisms, we conclude that there exists an isomorphism $N \to F'G'(N)$.

(k) $\text{Ext}^1_b(T, bT) = 0$.

**Proof.** We will show that $\text{Ext}^1(D(bT), D(bT)) = 0$. Now

$$D(bT) = \text{Hom}_k(bT, k) \approx \text{Hom}_k(bT_A \otimes_A A, k)$$  

$$\approx \text{Hom}_A(T, \text{Hom}_A(A, k)) = F(D(A));$$

thus $D(bT)$ belongs to $Y$. Let

$$0 \to D(bT) \to N_B \to D(bT) \to 0$$
be an exact sequence. Since $D(BT)$ belongs to $\mathcal{G}$, and $\mathcal{G}$ is closed under extensions, also $N_B$ belongs to $\mathcal{G}$. Thus, under $G$ this exact sequence goes to the sequence

$$0 \rightarrow D(BT) \otimes_B T \rightarrow N_B \otimes_B T \rightarrow D(BT) \otimes_B T \rightarrow 0$$

which also is exact, since $\text{Tor}_1^B(D(BT), B_T) = 0$. However, $D(BT) \otimes_B T_A \approx D(AA)$ is injective, thus the sequence splits. Applying $F$, we obtain back the given exact sequence, which then also has to split.

This finishes the proof of the theorem: The assertions (h), (j), (k) show that $B_T$ is a tilting module. We have $G'F = 0$ according to (d), and $GF' = 0$ according to (g) and (j). Also, $FG = 0$, since for any $B$-module $N_B$, the module $G(N_B)$ clearly is generated by $T_A$, thus belongs to $\mathcal{G}(T_A)$, and $\mathcal{G}(T_A) \subseteq \mathcal{G}$ according to (b). Since by (c), any $M_A \in \mathcal{G}$ is generated by $T_A$, we actually have $\mathcal{G}(T_A) = \mathcal{G}$. Finally, the equivalence of $\mathcal{G}$ and $\mathcal{H}$ has been shown in (c) and (f), whereas the equivalence of $\mathcal{G}$ and $\mathcal{X}$ is shown in (g) and (j).

Note that the proofs in (b), (c), and (e) are directly taken from the paper [6] of Brenner and Butler.

**Remark 1.** Given a tilting module $T_A$, and any projective module $P_A$, there is an exact sequence of the form

$$0 \rightarrow P_A \rightarrow T' \rightarrow T'' \rightarrow 0$$

with $T', T'' \in \text{add}(T_A)$.

This follows directly as in the proof (i) above, starting with a projective resolution of a suitable module $B_N$ in $\text{add}(B_T)$.

Conversely, instead of property (3) of a tilting module, it is sufficient to assume that there exists an exact sequence

$$0 \rightarrow P_A \rightarrow T' \rightarrow T'' \rightarrow 0$$

with $T', T'' \in \text{add} T_A$, such that any indecomposable projective module is a direct summand of $P_A$.

**Proof.** In this case, $\text{Hom}(P_A, M) = 0$ implies $M = 0$, this is used in (a), similarly, in (h) one obtains $\text{p.d.}_B \text{Hom}(P_A, B_T)$ and therefore also $\text{p.d.}_B T \leq 1$, since $B_T \in \text{add}_B \text{Hom}(P_A, B_T)$. It follows from (h), (i), (k) that $B_T$ is a tilting module, and (e) shows $A = \text{End}(T_B)$. Thus also $A_T$ is a tilting module.

(2.2) If we consider left $B$-modules instead of right $B$-modules, the result becomes fully symmetric. Namely, we will see that $\mathcal{X}$ is the dual of $\mathcal{G}(B_T)$, and $\mathcal{G}$ the dual of $\mathcal{G}(b_T)$. We need the following lemma:

**Lemma.** If $\text{p.d.}_B T \leq 1$, then there are isomorphisms

$$D(B_N) \otimes_B T_A \approx D \text{Hom}_B(B_T, B_T),$$

and

$$\text{Tor}_1^B(D(B_N), B_T) \approx D \text{Ext}_1^B(B_T, B_N),$$

both natural in $B_N$.

**Proof.** Take a projective resolution

$$0 \rightarrow_B P'' \rightarrow_B P' \rightarrow_B T \rightarrow 0$$
and apply functors $\text{D Hom}_{B}(\cdot, B N)$ and $D(B N) \otimes_{B} \cdot$, where $B N$ is some $B$-module. We obtain the following two exact sequences:

$$
\begin{array}{c}
0 \\
\downarrow \\
\text{Tor}^{B}_{1}(D(B N), B T) \xrightarrow{\gamma_{NT}} D \text{Ext}^{1}_{B}(B T, B N) \\
\downarrow \\
D(B N) \otimes_{B} P'' \xrightarrow{\gamma_{NP''}} D \text{Hom}(B P'', B N) \\
\downarrow \\
D(B N) \otimes_{B} P' \xrightarrow{\gamma_{NP'}} D \text{Hom}(B P', B N) \\
\downarrow \\
D(B N) \otimes_{B} T \xrightarrow{\gamma_{NT}} D \text{Hom}(B T, B N) \\
\downarrow \\
0 \\
\end{array}
$$

The natural transformation $\gamma_{NU}: D(B N) \otimes_{B} U \rightarrow D \text{Hom}(B U, B N)$ is defined as

$$
[\gamma_{NU}(\varphi \otimes u)](f) = \varphi(uf),
$$

where $\varphi \in D(B N), u \in U, f \in \text{Hom}(B U, B N)$. Clearly $\gamma_{NU}$ is an isomorphism for $U = B$, and therefore for $U$ projective. Thus $\gamma_{NP''}$ and $\gamma_{NP'}$ are isomorphisms. This shows that also $\gamma_{NT}$ is an isomorphism, and that the natural isomorphism $\gamma_{NT}'$ is defined.

**Corollary 1.** $D \overleftarrow{\mathcal{F}} = \mathcal{F}_{(B T)}$, $D \overrightarrow{\mathcal{F}} = \mathcal{F}_{(B T)}$.

**Corollary 2.** The restrictions of the functors

$$
D \text{Hom}_{A}(B T_{A}, \cdot) \\
D \text{Hom}_{B}(B T_{A}, \cdot)
$$

define a duality between $\mathcal{F}(T_{A})$ and $\mathcal{F}(B T)$. Similarly, the restrictions of the functors

$$
D \text{Ext}^{1}_{A}(B T_{A}, \cdot) \\
D \text{Ext}^{1}_{B}(B T_{A}, \cdot)
$$

define a duality between $\mathcal{F}(T_{A})$ and $\mathcal{F}(B T)$.

**Proof.** Both corollaries are direct consequences of (2.1) using the previous lemma.

(2.3) For the further investigation, it will be of interest to study the relation between the $B$-modules of the forms $F(I)$ and $F'(P)$, where $I$ is indecomposable injective and $P$ indecomposable projective.
**Connecting Lemma.** Let $T_A$ be a tilting module, with $B = \text{End}(T_A)$. Let $I_A$ be injective, $P_A$ projective with $\text{soc } I_A \approx P_A / \text{rad } P_A$. Then $\tau^{-1} \text{Hom}_A(bT_A, I_A) = \text{Ext}^1_A(bT_A, P_A)$.

**Proof.** Since $T_A$ is a tilting module, there is an exact sequence

\[
0 \to P_A \to T' \to T'' \to 0
\]

where $T', T'' \in \text{add}(T_A)$ (see the remark after Theorem 2.1). Under $\text{Hom}_A(\cdot, T_A)$, we obtain the exact sequence

\[
0 \to \text{Hom}_A(T'', T) \to \text{Hom}_A(T', T) \to \text{Hom}_A(P_A, bT_A) \to 0,
\]

and this is a projective resolution of $\text{Hom}_A(P_A, bT_A)$, with $\text{Hom}_A(T'', T')$ minimal. Now the transpose of $\text{Hom}_A(\pi, T)$ clearly is $\text{Hom}_A(T, \pi)$, and we have the exact sequence

\[
\text{Hom}_A(T, T') \to \text{Hom}_A(T, T'') \to \text{Ext}^1_A(T, P) \to 0,
\]

which stems from the sequence (*) by applying $\text{Hom}_A(T_A, \cdot)$ and using $\text{Ext}^1_A(T_A, T_A) = 0$. Thus $\text{Ext}^1_A(bT_A, P_A) = \text{Tr} \text{Hom}_A(P_A, bT_A)$. However, since $P_A / \text{rad } P_A \approx \text{soc } I_A$, there is a canonical isomorphism $\text{Hom}_A(P_A, bT_A) \approx D \text{Hom}_A(bT_A, I_A)$; thus

\[
\tau^{-1} \text{Hom}_A(bT_A, I_A) = \text{Tr } D \text{Hom}_A(bT_A, I_A) \approx \text{Tr } \text{Hom}_A(P_A, bT_A)
\]

\[= \text{Ext}^1_A(bT_A, P_A).\]

**Remark 1.** Let us reformulate the connecting lemma in the case of considering left $B$-modules:

Let $T_A$ be a tilting module, $\text{End}(T_A) = B$. If $I_A$ is injective, $P_A$ projective, with $\text{soc } I_A \approx P_A / \text{rad } P_A$, then

\[
\tau D \text{Hom}_A(bT_A, I_A) = D \text{Ext}^1_A(bT_A, P_A).
\]

If $J_B$ is injective, $Q_B$ projective, with $\text{soc } J_B \approx Q_B / \text{rad } Q_B$, then

\[
\tau D \text{Hom}_B(bT_A, J_B) = D \text{Ext}^1_B(bT_A, Q_B).
\]

**Proof.** For the first formula, we apply $D$ to the previous equality, noting that $\tau D(N_B) = D \tau^{-1} N_B$ for any module $N_B$. The second formula follows by left-right symmetry.

**Remark 2.** We obtain a further reformulation of the connecting lemma as follows:

Again, assume $T_A$ to be a tilting module, $\text{End}(T_A) = B$. Let $T'_A$ be in $\text{add}(T_A)$; thus $Q_B = F(T'_A)$ is projective. Let $J_B$ be injective with $\text{soc } J_B \approx Q_B / \text{rad } Q_B$. Then $\tau T'_A = \text{Tor}^B_1(J_B, bT_A)$.

**Proof.** We have

\[
\text{Tor}^B_1(J_B, bT_A) \approx D \text{Ext}^1_B(bT_A, D(J_B))
\]

\[= \tau D \text{Hom}_B(bT_A, D(Q_B)) \approx \tau T'_A,
\]
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using the second formula of Remark 1, and the isomorphism
\[ D \text{Hom}_B(BTA_0, D(Q_B)) = D \text{Hom}_B(BTA_1, \text{Hom}_k(Q_B, k)) \]
\[ \approx D \text{Hom}_k(Q_B \otimes_B T_A, k) \approx Q_B \otimes_B T_A = T_A. \]

(2.4) We use the connecting lemma, in order to derive conditions on the injective $B$-modules.

**COROLLARY.** Let $TA$ be a tilting module, $B = \text{End}(TA)$. Let $I_A$ be injective, $P_A$ projective, with $\text{soc} I_A = P_A/\text{rad} P_A$. If $P_A \in \text{add} T_A$, then $\text{Hom}_A(BTA_*, I_A)$ is injective. All injective $B$-modules which belong to $\mathcal{R}$ are of this form.

**PROOF.** If $P_A \in \text{add} T_A$, then $\text{Ext}^1_A(BTA_0, P_A) = 0$; thus by the connecting lemma, $\tau^{-1} \text{Hom}_A(BTA_0, I_A) = 0$. Conversely, let $\text{Hom}_A(BTA_0, M_A)$ be injective. We can assume $M_A$ indecomposable, and in $\mathcal{S}$. Let $M_A \approx I'_A$ be an injective hull. Then $F(\mu): F(M) \to F(I')$ is mono again; thus a split mono, since we assume $F(M)$ to be injective. However, both $M_A$ and $I'_A$ belong to $\mathcal{S}$; thus $\mu$ is isomorphic to $GF(\mu)$, and therefore is itself split mono. This shows that $M_A$ is injective, say $M_A = I(a)_A$. Let $P(a)_A$ be projective with $P(a)/\text{rad} P(a) = \text{soc} I(a)$. If $P(a)_A$ would not be in $\text{add} T$, then using the connecting lemma again, we would have $\tau^{-1} F(I(a)) = F' P(a) \neq 0$, contrary to the assumption that $FI(a)$ is injective.

**COROLLARY 2.** Let $TA$ be a tilting module, $B = \text{End}(T_A)$. If both $P(a)$ and $I(a)$ are in $\text{add} TA$, then $\text{Hom}_A(BTA_0, I(a)_A)$ is projective and injective, and conversely every indecomposable module which is at the same time projective and injective is of this form.

**PROOF.** The first assertion follows immediately from the previous corollary.

For the second assertion, let $N_B$ be indecomposable, projective and injective. Since $N_B$ is indecomposable and projective, it is of the form $N_B = \text{Hom}_A(BTA_0, T(i)_A)$, for some direct summand $T(i)$ of $T_A$, in particular, $N_B \in \mathcal{R}$. Since $N_B$ is also injective, it follows from the previous corollary that $N_B = \text{Hom}_A(BTA_0, I(a)_A)$ for some $I(a)$ with $P(a) \in \text{add} T_A$. Finally, since both $T(i)$ and $I(a)$ belong to $\mathcal{S}(TA)$, and $\text{Hom}_A(BTA_0, -)$ induces an equivalence between $\mathcal{S}(TA)$ and $\mathcal{R}$, we see that $I(a)_A \approx T(i)_A$ also belongs to $\text{add} T_A$. This finishes the proof.

(2.5) Let us remark that $D \text{Ext}^1_A(T_A, M_A)$ can always be identified with a factor group of $\text{Hom}_A(M_A, \tau TA)$, where $\tau$ is the Auslander-Reiten translation. In fact, in our situation, both groups coincide, according to the following lemma:

**LEMMA.** If $p.d. T_A < 1$, then $D \text{Ext}^1_A(T_A, M_A) \approx \text{Hom}_A(M_A, \tau TA)$.

**PROOF.** Choose a minimal projective resolution
\[ 0 \to P''_A \to P'_A \to T_A \to 0 \]
of $T_A$. This gives an exact sequence
\[ \text{Hom}(P', M) \to \text{Hom}(P''', M) \to \text{Ext}^1(T, M) \to 0. \]
By definition of $\text{Tr} T_A$, we have $\text{Tr} T_A = \text{Ext}^1_A(T_A, A_A)$. Replacing $M_A$ by $A_A$, and dualizing, we obtain the exact sequence
\[ 0 \to \tau T_A \to D \text{Hom}(P''', A_A) \to D \text{Hom}(P'_A, A_A). \]
If we apply to this sequence $D \text{Hom}_A(M, -)$, we get the left exact column of the diagram

$$
\begin{array}{ccc}
D \text{Hom}(M, D \text{Hom}(P', A)) & \xrightarrow{\nu_{P'}} & \text{Hom}(P', M) \\
\downarrow & & \downarrow \\
D \text{Hom}(M, D \text{Hom}(P'', A)) & \xrightarrow{\nu_{P''}} & \text{Hom}(P'', M) \\
\downarrow & & \downarrow \\
D \text{Hom}(M, \tau T) & \xrightarrow{\nu} & \text{Ext}^1(T, M) \\
\downarrow & & \downarrow \\
0 & & 0
\end{array}
$$

where $\nu$ is the natural transformation with $\nu_X$, for an $A$-module $X_A$, being

$$
D \text{Hom}_A(M, D \text{Hom}_A(X, A)) = D \text{Hom}_k(M \otimes \text{Hom}_A(X, A), k) \\
= DD(M \otimes \text{Hom}_A(X, A)) \\
\approx M_A \otimes \text{Hom}_A(X, A) \rightarrow \text{Hom}_A(X, M),
$$

the last map being given by $m \otimes \varphi \mapsto (x \mapsto m \varphi(x))$, for $m \in M$, $\varphi \in \text{Hom}_A(X, A)$, and $x \in X_A$. This last map, and therefore $\nu_X$, is an isomorphism for $X_A = A_A$. As a consequence, the same is true for $X_A$ projective. Since both $\nu_{P'}, \nu_{P''}$ are isomorphisms, we can see that there is an isomorphism $D \text{Hom}(M, \tau T) \approx \text{Ext}^1(T, M)$.

**Corollary.** If $T_A$ is a tilting module, then $\mathcal{S}(T_A)$ is the set of all right $A$-modules cogenerated by $\tau T_A$.

**Proof.** If $M_A$ is cogenerated by $\tau T_A$, say $M$ is embedded in $\bigoplus_{i=1}^m \tau T_A$, then $\text{Hom}(T, M) = 0$, since $\text{Hom}(T, \tau T) = \text{Ext}^1(T, T) = 0$.

Conversely, let $M_A \in \mathcal{S}(T_A)$. Then there is $N_B \in \mathcal{T}$ with $M_A = \text{Tor}^B_{1}(N_B, B_T) \approx D \text{Ext}^1_{B}(B_T, D(N_B))$. Let $N_B \subseteq I_B$, with $I_B$ injective. The dual map $D(I_B) \rightarrow D(N_B)$ is surjective, so, since p.d. $B_T \leq 1$, the induced map

$$
\text{Ext}^1_{B}(B_T, D(I_B)) \rightarrow \text{Ext}^1_{B}(B_T, D(N_B))
$$

also is surjective. Dualizing, we obtain an injection

$$
M_A \approx D \text{Ext}^1_{B}(B_T, D(N_B)) \rightarrow D \text{Ext}^1_{B}(B_T, D(I_B)).
$$

Now $D \text{Ext}^1_{B}(B_T, D(I_B))$ is a direct sum of modules of the form $D \text{Ext}^1_{B}(B_T, B_P)$, with $B_P$ indecomposable projective, thus $M_A$ is cogenerated by these types of modules. On the other hand, let $B_I(i) = D \text{Hom}_B(B_T, (T_i)_A)$ where $T_i$ is an indecomposable direct summand of $T_A$. Since $(T_i)_A \in \mathcal{S}$, it follows from (2.2) that $(T_i)_A \approx D \text{Hom}_B(B_T, B_I(i))$. The connecting lemma shows that for $P(i)$, with $P(i)/\text{rad} P(i) \approx \text{soc} I(i)$, we have

$$
\tau D \text{Hom}_B(B_T, B_I(i)) \approx D \text{Ext}^1_{B}(B_T, B_P(i)).
$$

Thus $\tau T_i \approx \tau D \text{Hom}(B_T, B_I(i)) \approx D \text{Ext}^1_{B}(B_T, B_P(i))$, and therefore $M_A$ is cogenerated by the set of modules of the form $\tau T_i$, thus by $\tau T$. 
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Corollary. \( \mathcal{X} \) is the set of modules generated by \( F'(A_\lambda) \).

(2.6) The tilting conditions of Brenner and Butler. This section will not be needed in the sequel. However, it seems to be of interest to verify that modules satisfying the “tilting conditions” \( (T_\bullet) \) or \( (T^\bullet) \) of Brenner and Butler [6] are tilting modules in the sense of this paper. These are the tilting conditions for the right \( A \)-module \( T_A \):

(\( T_1 \)) p.d. \( T_A \leq 1 \).

(\( T_2 \)) \( \text{Ext}_A^1(T_A, T_A) = 0 \).

(\( T_3 \)) \( T_A \) has a projective cover in \( \text{add} \ T_A \).

(\( T_4 \)) If \( M_A \) is a module with \( \text{Hom}_A(T_A, M_A) = 0 = \text{Ext}_A^1(T_A, M_A) \), then \( M_A = 0 \).

Assume \( T_A \) satisfies \( (T_1), (T_2), (T_3), (T_4) \), and let \( B = \text{End}(T_A) \). Let \( \pi: P_A \to T_A \) be a projective cover of \( T_A \), with kernel \( \mu: K_A \to P_A \). Then \( P_A \in \text{add} \ T_A \), according to \( (T_3) \), and \( K_A \) is projective, according to \( (T_2) \). It has been shown in Proposition 5 of [6] that any indecomposable projective module is a direct summand of \( P_A \oplus K_A \). Hence the result follows from Remark 1 in (2.1).

3. Isometry of Grothendieck groups. We fix a tilting module \( T_A \), and let \( B = \text{End}(T_A) \).

(3.1) Recall that \( G_0(A) \) denotes the Grothendieck group of \( A \), it is a free abelian group with basis the set \( \{ R(a) | a \} \) of simple right \( A \)-modules, and therefore can be identified with some \( \mathbb{Z}^m \). For any right \( A \)-module \( M_A \), the dimension vector \( \text{dim} \ M \) is the element of \( G_0(A) = \mathbb{Z}^m \) with components

\[
(\text{dim} \ M)_a = | \text{Hom}_A(P(a), M)_{\text{End}(P(a))} |
\]

(where \( P(a) \) is projective with \( P(a)/\text{rad} \ P(a) = R(a) \)), this is just the number of composition factors of \( M_A \) of the form \( R(a) \) in any fixed composition series.

Lemma. If \( X_A \) is a module with p.d. \( X_A \leq 1 \), then

\[
d_{X}(M_A) = | \text{Hom}_A(X, M)_{\text{End}(X)} | - | \text{Ext}_A^1(X, M)_{\text{End}(X)} |
\]

defines a linear mapping \( G_0(A) \to \mathbb{Z} \).

Proof. Given an exact sequence

\[
0 \to M' \to M \to M'' \to 0,
\]

the long exact sequence obtained by applying \( \text{Hom}_A(\_ , \_ )_{\text{End}(X)} \) is a sequence of \( \text{End}(X) \)-modules, and immediately shows the additivity formula

\[
d_X(M) = d_X(M') + d_X(M'').
\]

This finishes the proof.

(3.2) Proposition. Let \( T_A \) be a tilting module, with \( B = \text{End}(T_A) \). Then there exists a group isomorphism \( f: G_0(A) \to G_0(B) \) satisfying

\[
f(\text{dim} \ M_A) = \text{dim} \ F(M_A) - \text{dim} \ F'(M_A).
\]

Also, \( f \) can be calculated as follows: Let \( T(1), \ldots, T(n) \) be a full set of representatives of the indecomposable direct summands of \( T_A \), let \( Q(i)_B = F(T(i)) \), and \( S(i)_B = Q(i)/\text{rad} \ Q(i) \). Then

\[
f(\text{dim} \ M_A) = \sum_{i=1}^{n} d_{T(i)}(M_A) \cdot S(i).
\]
PROOF. Define
\[ f(M_A) = \dim F(M_A) - \dim F'(M_A). \]
Now given an exact sequence
\[ 0 \to M' \to M_A \to M'' \to 0 \]
of \( A \)-modules, we obtain the exact sequence of \( B \)-modules
\[ 0 \to F(M') \to F(M) \to F(M'') \to F'(M') \to F'(M) \to F'(M'') \to 0; \]
thus, in \( G_0(B) \), we have the equality
\[ f(M) = f(M') + f(M''), \]
and therefore \( f \) induces a linear map \( G_0(A) \to G_0(B) \), again denoted by \( f \).

On the other hand, by the previous lemma, we also have a linear mapping
\( G_0(A) \to G_0(B) \) induced by
\[ \tilde{f}(M_A) = \sum_{i=1}^{n} d_{T(i)}(M_A) \cdot S(i). \]

In order to show that \( \tilde{f} = f \), consider first a module \( M_A \in \mathfrak{T} \); thus
\[ f(M_A) = \dim F(M_A). \]
The \( i \)th component of this element of \( G_0(B) = \mathbb{Z}^n \) is given by
\[ f(M_A)_i = (\dim F(M_A))_i = |\text{Hom}_A(Q(i), F(M_A))_{\text{End } Q(i)}| \]
\[ = |\text{Hom}_A(F(T(i)), F(M_A))_{\text{End } F T(i)}| \]
\[ = \text{Hom}_A(T(i), M_A)_{\text{End } T(i)} = d_{T(i)}(M_A) = \tilde{f}(M_A)_i \]
using the fact that \( Q(i) = F(T(i)) \), and that \( F \) induces a categorial equivalence between \( \mathfrak{T} \) and \( \mathfrak{G} \). On the other hand, consider also \( M_A \in \mathfrak{S} \); thus
\[ f(M_A) = -\dim F'(M_A). \]
We denote by \( J(i) \) the injective \( B \)-module with \( \text{soc} J(i) = S(i) \). We have \( G' J(i) = \tau T(i) \), according to the connecting lemma. So since both \( M_A \) and \( \tau T(i) \) belong to \( \mathfrak{S} \), and p.d. \( T(i) \leq 1 \), we have
\[ \text{Hom}_B(F'(M), J(i)) = \text{Hom}_B(F'(M), F' G' J(i)) \]
\[ = \text{Hom}_B(F'(M), F' \tau T(i)) \]
\[ \approx \text{Hom}_A(M, \tau T(i)) \approx D\text{Ext}^1(T(i), M). \]
As a consequence, we see that
\[ f(M_A)_i = (\dim F'(M_A))_i = -\text{End}(J(i))\text{Hom}(F'(M), J(i)) \]
\[ = -\frac{\dim_k \text{Hom}(F'(M), J(i))}{\dim_k \text{End} J(i)} \]
\[ = -\frac{\dim \text{Ext}^1(T(i), M)}{\dim_k \text{End} T(i)} = \tilde{f}(M_A)_i. \]
(We also have used that \( \text{End} J(i) \approx \text{End} Q(i) \approx \text{End} T(i) \)). Since any simple \( A \)-module belongs to \( \mathcal{C} \) or to \( \mathcal{C} \), we see that \( f \) and \( \tilde{f} \) coincide on a generating set of \( G_0(A) \); thus \( f = \tilde{f} \).

It remains to be seen that \( f \) is bijective. Any simple \( B \)-module lies in \( \mathcal{X} \) or in \( \mathcal{O} \), since \( (\mathcal{X}, \mathcal{O}) \) is a torsion theory; thus it is either the image under \( F \) of a module from \( \mathcal{C} \), or the image under \( F' \) of a module from \( \mathcal{C} \). It follows that the image of \( f \) contains the canonical generating set of \( G_0(B) \). Thus \( f \) is surjective, and consequently rank \( G_0(A) \geq \text{rank} \ G_0(B) \). By symmetry, also rank \( G_0(B) \geq \text{rank} \ G_0(A) \); thus \( G_0(A) \) and \( G_0(B) \) have the same rank. This implies that the surjective map \( f \) is in fact bijective.

**Corollary.** If \( T_A \) is a tilting module, with \( B = \text{End}(T_A) \), then the number of simple \( A \)-modules coincides with the number of simple \( B \)-modules.

**Proposition (3.2).** The Euler characteristic is defined for \( A \) if and only if it is defined for \( B \). In this case, \( f \) is an isometry.

**Proof.** Assume, \( P(1), \ldots, P(n) \) are the indecomposable projective \( A \)-modules, and \( \dim P(a), 1 \leq a \leq n, \) is a basis for \( G_0(A) \otimes \mathbb{Q} \). For any \( P(a) \), we have an exact sequence

\[ 0 \to P(a) \to T' \to T'' \to 0 \]

with \( T', T'' \in \text{add}(T) \); thus we see that \( G_0(A) \otimes \mathbb{Q} \) also is generated by the elements \( \dim T(i), 1 \leq i \leq n, \) where the \( T(i) \) are pairwise nonisomorphic direct summands of \( T_A \). Under \( f \), the vectors \( \dim T(i) \), are mapped to \( \dim FT(i) \); thus \( \dim FT(i), 1 \leq i \leq n, \) is a basis of \( G_0(B) \otimes \mathbb{Q} \). However, the modules \( FT(i), 1 \leq i \leq n, \) are the indecomposable projective \( B \)-modules. This shows that also the Euler characteristic of \( B \) is defined.

In order to show that \( f \) is an isometry, we only have to consider a basis in \( G_0(A) \otimes \mathbb{Q} \). We will use the basis \( \dim T(i), 1 \leq i \leq n \). Note that

\[ \langle \dim FT(i), \dim FT(j) \rangle = \dim_k \text{Hom}(FT(i), FT(j)) \]

since \( FT(i) \) is projective. Also

\[ \langle \dim T(i), \dim T(j) \rangle = \dim_k \text{Hom}(T(i), T(j)) \]

since \( \text{p.d.} \ T(i) \leq 1, \) and \( \text{Ext}^1(T(i), T(j)) = 0 \). Thus

\[ \langle f \dim T(i), f \dim T(j) \rangle = \langle \dim FT(i), \dim FT(j) \rangle = \dim_k \text{Hom}(FT(i), FT(j)) = \dim_k \text{Hom}(T(i), T(j)) = \langle \dim T(i), \dim T(j) \rangle. \]

**4. Tilting modules for hereditary algebras.**

**Lemma (4.1).** Let \( A \) be hereditary. If \( T_1, T_2 \) are indecomposable with \( \text{Ext}^1(T_1, T_2) = 0 \), then any nonzero map \( T_2 \to T_1 \) is an epimorphism or a monomorphism. In particular, if \( T_1 \) is indecomposable with \( \text{Ext}^1(T_1, T_1) = 0 \), then \( \text{End}(T_1) \) is a division ring.
**Proof.** Let \( \varphi: T_2 \to T_1 \) be nonzero, and assume \( \varphi \) is neither an epimorphism nor a monomorphism. Let \( U \) be the image of \( \varphi \), and \( \varphi = \mu \varepsilon \), where \( \varepsilon: T_2 \to U \) is surjective, and \( \mu: U \to T_1 \) is the inclusion. With \( \varepsilon \) also \( \text{Ext}^1(T_1/U, \varepsilon) \) is surjective; thus we obtain a module \( V \) and a commutative diagram:

\[
\begin{array}{ccccccccc}
0 & \to & T_2 & \xrightarrow{\mu'} & V & \to & T_1/U & \to & 0 \\
& & \varepsilon \downarrow & \downarrow \varepsilon' & & & \|
0 & \to & U & \to & T_1 & \to & T_1/U & \to & 0
\end{array}
\]

However, this implies that the sequence

\[
0 \to T_2 \xrightarrow{(\varepsilon, \mu')} U \oplus V \xrightarrow{\mu \varepsilon'} T_1 \to 0
\]

is exact. Note that this sequence cannot split. (Otherwise \( T_1 \oplus T_2 \approx U \oplus V \), and by Krull-Schmidt \( U \) would have to be isomorphic to one of \( T_1, T_2 \).) Thus \( \text{Ext}^1(T_1, T_2) \neq 0 \).

(4.2) **Corollary.** Let \( A \) be hereditary, and \( T_A \) a module satisfying \( \text{Ext}^1_A(T_A, T_A) = 0 \). Then the quiver of \( B = \text{End}(T_A) \) has no oriented cycles.

**Proof.** Let \( T_i, T_j, T_k \) be indecomposable modules in \( \text{add}(T_A) \), and \( \varphi: T_i \to T_j, \psi: T_j \to T_k \) nonzero maps. Either both maps are monos, or both are epis, or \( \varphi \) is mono, \( \psi \) is epi. Otherwise \( \varphi \) is a proper epimorphism and \( \psi \) a proper monomorphism, according to 4.1, and therefore \( \psi \varphi \) is nonzero and neither mono nor epi, contrary to 4.1.

Thus, assume there is a sequence of nonzero maps

\[
T_1 \to T_2 \to \cdots \to T_n \to T_1
\]

with all \( T_i \) indecomposable and in \( \text{add}(T_A) \). By the previous consideration, either all maps are mono, or all maps are epi (since otherwise we obtain an epi followed by a mono), thus all maps have to be isomorphisms.

(4.3) **Lemma.** Let \( A \) be hereditary. Let \( T(1), \ldots, T(s) \) be pairwise nonisomorphic \( A \)-modules, and \( T_A = \bigoplus_{i=1}^s T(i) \). If \( \text{Ext}^1_A(T, T) = 0 \), then the vectors \( \text{dim} \ T(i) \) in \( G_0(A) \) are linearly independent. In particular, \( s \leq \text{rank} \ G_0(A) \).

In the case of an algebraically closed base field, this result was first established by Happel in [9].

**Proof.** We can assume that the \( T(i) \) are ordered in such a way that \( \text{Hom}_A(T(i), T(j)) = 0 \) for \( i > j \), due to 4.2, and note that \( \text{End}_A(T(i)) \) is a division ring for all \( i \). In 3.1, we have introduced linear mappings \( d_i = d_{T(i)}: G_0(A) \to \mathbb{Z} \); thus we obtain a map

\[
d = (d_1, \ldots, d_s): G_0(A) \to \mathbb{Z}^s.
\]

The images of \( \text{dim} \ T(1), \ldots, \text{dim} \ T(s) \) form a linearly independent generating set of \( \mathbb{Z}^s \), since the matrix \( (d_i(T(j)))_{ij} \) is a triangular matrix with all diagonal elements equal to 1 (for, \( \text{Ext}^1_A(T(i), T(j)) = 0 \) for all \( i, j \), thus \( d_i(T(j)) \) is just the dimension of \( \text{Hom}_A(T(i), T(j)) \) as an \( \text{End}_A(T(i)) \)-vector space.) Therefore, \( \text{dim} \ T(1), \ldots, \text{dim} \ T(s) \) themselves have to be linearly independent.
(4.4) LEMMA. Let A be hereditary, with n simple modules. Let T(1),...,T(n) be pairwise non-isomorphic A-modules, and \( T_A = \bigoplus_{i=1}^{n} T(i) \). Suppose \( \text{Ext}_{A}^1(T, T) = 0 \). Then, for any A-module \( M_A \), there exists an exact sequence of the form
\[
0 \rightarrow T_A' \rightarrow M_A' \rightarrow M_A \rightarrow 0,
\]
with \( T' \in \text{add} \ T_A \), and \( M_A' \) cogenerated by \( T_A \).

PROOF. We may assume \( M_A \) indecomposable. First we show that \( \text{Ext}_{A}^1(M, T) = 0 \) implies \( \text{Hom}_{A}(M, T) \neq 0 \). Consider the additive map \( d_M : \text{CoC}_{A}(M) \rightarrow \mathbb{Z} \) given in 3.1. For any injective module \( I \) with \( \text{Hom}_{A}(M, I) \neq 0 \), we have \( d_M(I) \neq 0 \), thus \( d_M \neq 0 \). Now the elements \( \text{dim} \ T(1), ..., \text{dim} \ T(n) \) are linearly independent in \( \text{CoC}_{A}(M) \), according to 4.3; thus, since \( G_0(A) \) has rank \( n \), they form a basis of \( G_0(A) \otimes \mathbb{Q} \); thus \( d_M(\text{dim} \ T(i)) \neq 0 \) for some \( i \). Since \( \text{Ext}_{A}^1(M, T(i)) = 0 \), we have \( \text{Hom}_{A}(M, T(i)) \neq 0 \).

In fact, \( \text{Ext}_{A}^1(M, T) = 0 \) even implies that \( M \) is cogenerated by \( T \). Namely, let \( M' \) be the intersection of all kernels of maps \( M \rightarrow T \). Then there is an embedding \( M/M' \hookrightarrow \bigoplus T \), and this inclusion shows that \( \text{Ext}_{A}^1(M/M', T) \) is an epimorphic image of \( \text{Ext}_{A}^1(\bigoplus T, T) \), and therefore zero. Thus the exact sequence \( 0 \rightarrow M' \rightarrow M \rightarrow M/M' \rightarrow 0 \) gives rise to an exact sequence
\[
0 \rightarrow \text{Hom}(M/M', T) \rightarrow \text{Hom}(M, T) \rightarrow \text{Hom}(M', T) \rightarrow 0,
\]
but, since every map \( M \rightarrow T \) factors over \( M/M' \), we see that \( \text{Hom}(M', T) = 0 \). On the other hand, the inclusion \( M' \hookrightarrow M \) also gives rise to an epimorphism \( \text{Ext}_{A}^1(M, T) \rightarrow \text{Ext}_{A}^1(M', T) \); thus, it follows that also \( \text{Ext}_{A}^1(M', T) = 0 \). By the first part of the proof, we can conclude \( M' = 0 \), thus \( M \) is cogenerated by \( T \).

Now, let \( E_1, ..., E_m \) be a basis of \( \text{Ext}_{A}^1(M, T) \) and let
\[
(E_i), \ 0 \rightarrow \bigoplus_{i=1}^{m} T \rightarrow M' \rightarrow M \rightarrow 0
\]
be the corresponding exact sequence. Let \( T' = \bigoplus_{i=1}^{m} T \). Applying \( \text{Hom}(\cdot, T) \), we obtain an exact sequence
\[
\text{Hom}(T', T) \rightarrow \text{Ext}_{A}^1(M, T) \rightarrow \text{Ext}_{A}^1(M', T) \rightarrow 0,
\]
where we use \( \text{Ext}_{A}^1(T', T) = 0 \). However, the canonical projections in \( \text{Hom}(\bigoplus_{i=1}^{m} T, T) \) obviously go to the elements \( E_1, ..., E_m \), thus the first map is surjective, and therefore \( \text{Ext}_{A}^1(M', T) = 0 \). By the previous part of the proof, this shows that \( M' \) is cogenerated by \( T \).

(4.5) THEOREM. Let \( A \) be hereditary, and \( T_A \) an \( A \)-module. Then \( T_A \) is a tilting module if and only if \( \text{Ext}_{A}^1(T_A, T_A) = 0 \) and the number of isomorphism classes of indecomposable direct summands of \( T_A \) is equal to the number of isomorphism classes of simple \( A \)-modules.

PROOF. We can assume \( T_A = \bigoplus_{i=1}^{s} T(i) \), with pairwise non-isomorphic indecomposable modules \( T(i) \). Let \( n \) be the number of simple \( A \)-modules. If \( T_A \) is a tilting module, then \( s = n \), according to Corollary 3.2.

Conversely, let \( \text{Ext}_{A}^1(T, T) = 0 \), and \( s = n \). We apply Lemma 4.4 to \( M = P(j) \), and obtain an exact sequence
\[
0 \rightarrow T_A' \rightarrow M_A' \rightarrow P(j) \rightarrow 0,
\]
with \( T'_A \in \text{add} \, T \), and \( M'_A \) cogenerated by \( T_A \). The sequence splits, thus \( P(j) \) itself is cogenerated by \( T_A \). Let \( f_1, \ldots, f_r \) be a basis of \( \text{Hom}_A(P(j), T) \), then \( f = (f_i); P(j) \to \bigoplus T \) is mono. Let \( V \) be the cokernel; thus there is an exact sequence

\[
0 \to P(j) \overset{f}{\to} \bigoplus T \to V \to 0.
\]

Since \( \bigoplus T \) maps onto \( V \), also \( \text{Ext}^1(T, \bigoplus T) \) maps onto \( \text{Ext}^1(T, V) \); thus \( \text{Ext}^1(T, V) = 0 \). Applying \( \text{Hom}_A(\cdot, T) \) to the given exact sequence, we get an exact sequence

\[
\text{Hom}(\bigoplus T, T) \to \text{Hom}(P(j), T) \to \text{Ext}^1(V, T) \to 0,
\]

since \( \text{Ext}^1(T, T) = 0 \). The first map is surjective by construction of \( f \); thus \( \text{Ext}^1(V, T) = 0 \). Finally, \( \text{Ext}^1(T, \bigoplus T) \) gives rise to an isomorphism \( 0 = \text{Ext}^1(V, \bigoplus T) \to \text{Ext}^1(V, V) \); thus also \( \text{Ext}^1(V, V) = 0 \). We conclude that

\[
\text{Ext}^1_A(T \oplus V, T \oplus V) = 0.
\]

It follows from Lemma 4.3 that \( V \) belongs to \( \text{add} \, T \), since otherwise we get too many linearly independent vectors in \( G_0(A) \). This shows that \( T_A \) also satisfies the last condition of a tilting module, and finishes the proof.

**Corollary.** Let \( A \) be hereditary and \( T_A \) a tilting module. Then \( D(T_A) \) also is a tilting module.

**Remark.** Let \( T_x \) be a tilting module with hereditary endomorphism ring \( B \). Let \( T_x \) be an injective cogenerator. Then the \( B \)-module \( F(I_A) = \text{Hom}(B T_x, I_A) \) is also a tilting module, and \( \text{End} \, F(I_A) = B \).

**Proof.** We can assume \( I_A = D(A A) \). Then

\[
F(I_A) = \text{Hom}_A(B T_A, I_A) \approx D \text{Hom}(A_A, B T_A) \approx D(B T),
\]

and with \( B T \) also \( D(B T) \) is a tilting module.

5. **The global dimension of a tilted algebra.** In this section, we will assume that \( A \) is hereditary, \( T_A \) a tilting module, and \( B = \text{End}(T_A) \); thus \( B \) is a tilted algebra. Also, as before, let \( \mathcal{X} \) be the set of \( B \)-modules of the form \( \text{Ext}^1(B T_A, M_A) \), and \( \mathcal{Y} \) the set of \( B \)-modules of the form \( \text{Hom}(B T_A, M_A) \).

(5.1) **Lemma.** p.d. \( N_B \leq 1 \) for all \( N_B \in \mathcal{Y} \).

**Proof.** Let \( N_B = \text{Hom}(B T_A, M_A) \) where we can assume that \( M_A \) belongs to \( \mathcal{Y}(T_A) \). Let \( f_1, \ldots, f_s \) be a basis of \( \text{Hom}(B T_A, M_A) \) and \( f = (f_i); \bigoplus T \to M \). Since \( M \in \mathcal{Y}(T_A) \), the map \( f \) is surjective. Denote by \( K \) its kernel. We have \( \text{Ext}^1_A(K, T) = 0 \), since \( K \) embeds into \( \bigoplus T \), and \( \text{Ext}^1_A(T, K) = 0 \) since \( \text{Hom}(T, f) \) is surjective. It follows that also \( \text{Ext}^1_A(K, K) = 0 \), again using that \( K \) embeds into \( \bigoplus T \). As a consequence

\[
\text{Ext}^1_A(T \oplus K, T \oplus K) = 0,
\]

and therefore \( K \in \text{add} \, (T) \), due to 4.3. Thus, the induced exact sequence

\[
0 \to \text{Hom}(B T_A, K_A) \to \text{Hom}(B T_A, \bigoplus T_A) \overset{\text{Hom}(T, f)}{\to} \text{Hom}(B T_A, M_A) \to 0
\]

is a projective resolution of \( N_B = \text{Hom}(B T_A, M_A) \).

(5.2) **Theorem.** gl. dim. \( B \leq 2 \) for any tilted algebra.
Proof. If \( N_B \in \mathfrak{S} \), then \( \text{p.d. } N_B \leq 1 \), by the previous lemma. Thus, consider now the case \( N_B \in \mathfrak{X} \), say \( N_B = \text{Ext}^1(bT_A, M_A) \) for some \( M_A \in \mathfrak{F}(T_A) \). By 4.4, we find an exact sequence

\[
0 \to \bigoplus T_A \xrightarrow{f} M' \xrightarrow{p} M_A \to 0
\]

with \( M_A \) cogenerated by \( T_A \). Let \( g_1, \ldots, g_r \) be a basis of \( \text{Hom}_A(M', T_A) \), and \( g = (g_i) : M' \to T' = \bigoplus_{i=1}^r T_A \). Note that \( g \) is an inclusion, say with cokernel \( V \). We claim that \( \text{Ext}^1(T \oplus V, T \oplus V) = 0 \). By the universality of \( g \), we have \( \text{Ext}^1(V, T) = 0 \). Since there is a surjection \( \bigoplus T \to V \), and \( \text{Ext}^1(T, \bigoplus T) = 0, \text{Ext}^1(V, \bigoplus T) = 0 \), we conclude that both \( \text{Ext}^1(T, V) = 0 = \text{Ext}^1(V, V) \). From \( \text{Ext}^1(T \oplus V, T \oplus V) = 0 \), it follows by 4.3 that \( V \in \text{add } T \). Applying \( \text{Hom}_{A(bT_A, -)} \) to the sequence

\[
0 \to M' \xrightarrow{g} T' \xrightarrow{\text{p}} V \to 0,
\]

we obtain the following exact sequence of \( B \)-modules:

\[
(*) \quad 0 \to \text{Hom}_A(T, M') \to \text{Hom}_A(T, T') \to \text{Hom}_A(T, V) \to \text{Ext}^1(T, M') \to 0.
\]

Since \( T', V \in \text{add } T_A \), the \( B \)-modules \( \text{Hom}_A(T, T') \) and \( \text{Hom}_A(T, V) \) are projective. Since \( \text{Hom}_A(T, M) = 0 \), any homomorphism \( T \to M' \) maps into the image of \( f \); thus

\[
\text{Hom}(T, f) : \text{Hom}(T, \bigoplus T) \to \text{Hom}(T, M')
\]

is an isomorphism of \( B \)-modules, and therefore also \( \text{Hom}_{A(bT_A, M')} \) is projective. Finally, the map \( p \) induces an isomorphism

\[
\text{Ext}^1(T, p) : \text{Ext}^1(T, M') \to \text{Ext}^1(T, M);
\]

thus we see that \( (*) \) is a projective resolution of \( N_B = \text{Ext}^1(gT_A, M_A) \), and therefore \( \text{p.d. } N_B \leq 2 \). Since any \( B \)-module is an extension of a module from \( \mathfrak{X} \) by a module from \( \mathfrak{S} \), we conclude \( \text{gl. dim } B \leq 2 \).

(5.3) As we have seen, the indecomposable modules from \( \mathfrak{S} \) all have projective dimension 0 or 1, those of \( \mathfrak{X} \) all have projective dimension 1 or 2 (here we use the fact that all projective modules belong to \( \mathfrak{S} \)). For certain modules in \( \mathfrak{X} \) one can decide which value actually occurs.

Lemma. Assume that all simple projective modules belong to \( \text{add } T_A \). Let \( P_A \) be indecomposable projective, and not in \( \text{add } T_A \). Then \( \text{p.d. } F(P_A) = 2 \).

Proof. There is an exact sequence

\[
0 \to P_A \xrightarrow{f} T_A \to T_A'' \to 0
\]

with \( T', T'' \in \text{add } T_A \). We apply \( \text{Hom}_{A(bT_A, -)} \) and obtain the following exact sequence of \( B \)-modules:

\[
(*) \quad 0 \to F(P_A) \xrightarrow{F(f)} F(T_A') \to F(T_A'') \to F(P_A) \to 0.
\]

Let \( U_A \) be the torsion submodule of \( P_A \), with inclusion map \( u \). Then

\[
F(u) = \text{Hom}_{A(bT_A, U_A)} : \text{Hom}_{A(bT_A, U_A)} \to \text{Hom}_{A(bT_A, P_A)}
\]
clearly is an isomorphism of $B$-modules. Now $U_A$ is projective (being a submodule of $P_A$), on the other hand, $U_A$ is generated by $T_A$ (being a torsion module); thus $U_A \subseteq \text{add } T_A$, and therefore $F(P_A) \approx \text{Hom}_A(BT_A, U_A)$ is a projective $B$-module. Thus, \((*)\) is a projective resolution of $F'(P_A)$. Assume the projective dimension of $F'(P_A)$ is $\leq 1$. Then $F(f)$ is split mono, and therefore also $F(fu)$. Now $fu: U_A \rightarrow T_A$ is a map inside $\mathfrak{c}(T_A)$; thus $fu$ is isomorphic to $GF(fu)$. Since with $F(fu)$ also $fu \approx GF(fu)$ is split mono, we finally conclude that $u: U_A \rightarrow P_A$ is split mono. However, this is a contradiction to the fact that $U_A \supseteq \text{soc } P_A$, since, by assumption, all simple projective modules are torsion modules.

6. Splitting of the torsion theory $(\mathfrak{c}, \mathfrak{d})$. We assume throughout that $A$ is hereditary, $T_A$ a tilting module, with endomorphism ring $B$. In $\mathfrak{m}_A$, we consider the torsion theory $(\mathfrak{c}, \mathfrak{d})$, in $\mathfrak{m}_B$ the torsion theory $(\mathfrak{c}, \mathfrak{d})$ derived from $BT_A$.

Always, $P(a)$ will denote an indecomposable projective module. The corresponding indecomposable injective module will be denoted by $I(a)$, it satisfies $\text{soc } I(a) = P(a)/\text{rad } P(a)$.

(6.1) Proposition. The minimal left almost split map starting with $FI(a)$ is of the form

$$FI(a) \rightarrow F(I(a)/\text{soc}) \oplus F'(\text{rad } P(a)).$$

Proof. (1) If $P(a) \not\subseteq \text{add } T$, then there exists a module $E(a)$ and a nonsplit exact sequence

$$0 \rightarrow FI(a) \rightarrow E(a) \rightarrow F'P(a) \rightarrow 0$$

and an exact sequence

\[0 \rightarrow F' \text{rad } P(a) \rightarrow E(a) \rightarrow F(I(a)/\text{soc}) \rightarrow 0.\]

Proof. We have to distinguish two cases. Let $S(a) = \text{soc } I(a)$.

Case 1. $S(a)$ is a torsion module.

Since $F'S(a) = 0$, we obtain from the exact sequence

\[0 \rightarrow S(a) \rightarrow I(a) \rightarrow I(a)/\text{soc} \rightarrow 0\]

an exact sequence

$$0 \rightarrow FS(a) \rightarrow FI(a) \rightarrow F(I(a)/\text{soc}) \rightarrow 0.$$ 

Since $P(a)$ is not a summand of $T$, any homomorphism $T \rightarrow P(a)$ maps into $\text{rad } P(a)$; thus the induced map $F\text{rad } P(a) \rightarrow FP(a)$ is an isomorphism. This, together with $F'S(a) = 0$ shows that we obtain from the exact sequence

\[0 \rightarrow \text{rad } P(a) \rightarrow P(a) \rightarrow S(a) \rightarrow 0\]

an exact sequence

$$0 \rightarrow FS(a) \rightarrow F' \text{rad } P(a) \rightarrow F'P(a) \rightarrow 0.$$
Now form the pushout of these two sequences:

\[
\begin{array}{cccccc}
0 & \rightarrow & FS(a) & \xrightarrow{\alpha} & F' \text{rad } P(a) & \rightarrow & F'P(a) & \rightarrow & 0 \\
\downarrow & & \downarrow\beta & & \downarrow & & \| & & \\
0 & \rightarrow & FI(a) & \xrightarrow{\alpha'} & E(a) & \xrightarrow{\pi} & F'P(a) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \| & & \\
F(I(a)/\text{soc}) & = & F(I(a)/\text{soc}) & & & & & & \\
\downarrow & & \downarrow & & \downarrow & & \| & & \\
0 & & 0 & & & & & & 
\end{array}
\]

The short exact sequence starting with \(FI(a)\) does not split. For, otherwise \(\beta'\) would be a map from the torsion module \(F' \text{rad } P(a)\) into \(E(a) = FI(a) \oplus F'P(a)\), and therefore would map into \(F'P(a)\). As a consequence, \(\pi\beta'\alpha\) would be a monomorphism. However, \(\pi\beta'\alpha = \pi\alpha\beta = 0\), and \(FS(a) \neq 0\).

Case 2. \(S(a)\) is torsionfree.

Since \(FS(a) = 0\), we obtain from (***) the exact sequence

\[0 \rightarrow F' \text{rad } P(a) \rightarrow F'P(a) \rightarrow F'S(a) \rightarrow 0.\]

Since \(FS(a) = 0\), \(F'I(a) = 0\), we obtain from (**) the exact sequence

\[0 \rightarrow FI(a) \rightarrow F(I(a)/\text{soc}) \rightarrow F'S(a) \rightarrow 0.\]

We form the pullback:

\[
\begin{array}{cccccc}
0 & \rightarrow & F' \text{rad } P(a) & = & F' \text{rad } P(a) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \| & & \\
0 & \rightarrow & FI(a) & \xrightarrow{\mu} & E(a) & \xrightarrow{\delta'} & F'P(a) & \rightarrow & 0 \\
\| & & \| & & \| & & \| & & \\
0 & \rightarrow & FI(a) & \rightarrow & F(I(a)/\text{soc}) & \xrightarrow{\delta} & F'S(a) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & & 0 & & & & & & 
\end{array}
\]

Again, the short exact sequence ending with \(F'P(a)\) cannot split, since otherwise \(\gamma'\mu\), and therefore also \(\delta\gamma'\mu = \gamma\delta'\mu = 0\) would be surjective, contrary to \(F'S(a) \neq 0\).

(2) If \(P(a) \not\cong T\), any nonsplit exact sequence

\[0 \rightarrow FI(a) \rightarrow X \rightarrow F'P(a) \rightarrow 0\]

has to be an Auslander-Reiten sequence.

**Proof.** By (2.3), \(\tau F'P(a) = FI(a)\). Now \(\text{End } F'P(a) \cong \text{End } P(a)\) is a division ring, thus \(\text{Ext}^1(F'P(a), FI(a))\) is one-dimensional as an End \(F'P(a)\)-vector space.

(3) If \(P(a) \cong T\), then \(FI(a)\) is indecomposable injective. Let \(E(a) = F(I(a)/\text{soc})\). Then again, there is an exact sequence of the form (★).
PROOF. Since $P(a) \in \text{add } T$, the cokernel of the canonical map $F \text{rad } P(a) \to FP(a)$ is simple, it is the simple module corresponding to the direct summand $P(a)$ in $B = \text{End}(T_a)$, and we denote it by $U$. Thus ($\ast \ast \ast$) gives rise to the exact sequence

$$0 \to U \overset{\alpha}{\to} FS(a) \to F' \text{rad } P(a) \to 0,$$

using the fact that $F'P(a) = 0$, since $P(a) \in \text{add } T$. With $P(a)$ also $S(a)$ is a torsion module, then the sequence ($\ast \ast$) gives the exact sequence

$$0 \to FS(a) \to FI(a) \to F(I(a)/\text{soc}) \to 0.$$

Thus $FI(a)$ contains $FS(a)$ as a submodule, and this in turn the simple submodule $U$. Since $FI(a)$ is indecomposable injective, according to Corollary 2.3, we see that $\beta aU$ is the socle of $FI(a)$, and

$$E(a) = FI(a)/\text{soc} = FI(a)/\beta aU$$

is an extension of $FS(a)/aU = F' \text{rad } P(a)$ by $FI(a)/\beta FS(a) = F(I(a)/\text{soc})$.

(4) The sequence ($\ast$) splits.

PROOF. By induction along a source sequence. If $a$ is a source, then $\text{rad } P(a) = 0$, thus we have nothing to show. Consider now some $b$, and assume we know the splitting of all sequences for $a$, where $a \to b$ (recall that we write $a \to b$ in case $P(a) \in \text{add } \text{rad } P(b)$.) We want to show that $E(b)$ has a direct summand isomorphic to $F' \text{rad } P(b)$. Recall the definition of the valued graph associated to $A$. The numbers $d_{ab}, d'_{ab} \in \mathbb{N}$ are defined by

$$\text{rad } P(b) = \bigoplus_a P(a)^{d_{ab}}, \quad I(a)/\text{soc} = \bigoplus_b I(b)^{d'_{ab}}.$$

If $f_a = \dim_k \text{End } P(a) = \dim_k \text{End } I(a)$, then

$$f_a d_{ab} = d'_{ab} f_b.$$

It follows that

$$F' \text{rad } P(b) = \bigoplus_a F'P(a)^{d_{ab}},$$

thus we have to show that in case $F'P(a) \neq 0$, the module $E(b)$ contains $F'P(a)^{d_{ab}}$ as a direct summand. So assume $F'P(a) \neq 0$, $d_{ab} \neq 0$. Then $a \to b$, thus, by induction

$$E(a) \cong F' \text{rad } P(a) \oplus F(I(a)/\text{soc}).$$

Also, $FI(a)$ is not injective, thus we have the Auslander-Reiten sequence

$$0 \to FI(a) \to E(a) \to F'P(a) \to 0,$$

due to (1), (2) and the connecting lemma. Now

$$F(I(a)/\text{soc}) = \bigoplus_b FI(b)^{d'_{ab}}.$$

Thus $E(a)$ contains $FI(b)^{d'_{ab}}$ as direct summand. It follows that the space $\text{Irr}(FI(b), F'P(a))$ considered as an $\text{End } FI(b)$-vector space, has dimension $d'_{ab}$; thus

$$\dim_k \text{Irr}(FI(b), F'P(a)) = d'_{ab} f_b.$$
due to the fact that \( \text{End} \, FN(b) \cong \text{End} \, I(b) \). Since \( f_ad_{ab} = d'_{ab}f_b \), and \( f_a = \dim_k \text{End} \, F'P(a) \), we see that the dimension of \( \text{Irr}(FN(b), F'P(a)) \) as \( F'P(a) \)-vector space is \( d_{ab} \), thus for the left almost split map \( FN(b) \to E(b) \), the module \( E(b) \) contains \( F'P(a)^{d_{ab}} \) as direct summand. This shows that \( E(b) \) has a direct summand of the form \( F' \text{rad} \, P(b) \). Since the torsion part of \( E(b) \) is isomorphic to \( F' \text{rad} \, P(b) \), it follows that the torsion part of \( E(b) \) splits off, as we wanted to show.

This finishes the proof.

(6.2) COROLLARY. Either \( P(a) \in \text{add} \, T_A \) (and then \( FI(a) \) is injective), or else there is an Auslander-Reiten sequence of the form

\[
0 \to FI(a) \to F(I(a)/\text{soc}) \oplus F' \text{rad} \, P(a) \to F'P(a) \to 0.
\]

PROOF. This is an immediate consequence of the connecting lemma and the previous result.

The Auslander-Reiten sequences given by 6.2 will be called the connecting sequences.

(6.3) THEOREM. Let \( A \) be hereditary, \( T_A \) a tilting module, and \( B = \text{End}(T_A) \). Let \( \mathcal{X} = \{ N_B \mid \text{Tor}^B_1(N_B, BT) = 0 \} \), \( \mathcal{Y} = \{ N_B \mid N_B \otimes_B T = 0 \} \). Then any indecomposable right \( B \)-module belongs either to \( \mathcal{X} \) or to \( \mathcal{Y} \).

PROOF. (1) If \( F'P(a) \to X_B \) is irreducible, then \( X \in \mathcal{X} \).

PROOF. We may suppose \( X_B \) indecomposable. We use induction on \( a \) along a source sequence. Note that \( X \) cannot be projective, since \( F'P(a) \) is in \( \mathcal{X} \), and projective modules belong to \( \mathcal{Y} \). Thus \( \tau X \neq 0 \), and there is an irreducible map \( \tau X \to F'P(a) \). The connecting sequence ending with \( F'P(a) \) shows that \( \tau X \) is either of the form \( FI(b) \) with \( I(b) \in \text{add}(I(a)/\text{soc}) \), or of the form \( F'P(c) \), with \( P(c) \in \text{add} \, \text{rad} \, P(a) \). In the first case,

\[
X = \tau^{-1}\tau X = \tau^{-1}FI(b) = F'P(b)
\]

is in \( \mathcal{X} \). Note that in case \( a \) is a source, then \( \text{rad} \, P(a) = 0 \), thus only the first case can happen. In general, if \( \tau X = F'P(c) \), consider the Auslander-Reiten sequence ending with \( X \)

\[
0 \to F'P(c) \to X' \to X \to 0.
\]

Since \( c \) is a predecessor of \( a \), we know by induction that \( X' \) belongs to \( \mathcal{X} \). Thus, since \( \mathcal{X} \) is closed under factor modules, also \( X \) is in \( \mathcal{X} \).

(2) For any \( a \), the module \( \tau^{-1}F'P(a) \) is in \( \mathcal{X} \).

PROOF. In case \( \tau^{-1}F'P(a) \neq 0 \), consider an Auslander-Reiten sequence

\[
0 \to F'P(a) \to X \to \tau^{-1}F'P(a) \to 0.
\]

By (1), the module \( X \) belongs to \( \mathcal{X} \). Note that \( \mathcal{X} \) is closed under factor modules.

(3) For any \( Y \) in \( \mathcal{Y} \), we have \( \text{Ext}^1(Y, F'P(a)) = 0 \).

PROOF. \( \text{Hom}(\tau^{-1}F'P(a), Y) \) maps onto \( D \text{Ext}^1(Y, F'P(a)) \), and \( \tau^{-1}F'P(a) \) is a torsion module, whereas \( Y \) is torsionfree.

(4) For \( X \in \mathcal{X} \), \( Y \in \mathcal{Y} \), we have \( \text{Ext}^1(Y, X) = 0 \).
PROOF. Let $X = F'M$ for some $A$-module $M_A$, and take a projective cover $P_A \rightarrow M_A$. Since p.d. $T_A \leq 1$, the induced map $F'P \rightarrow F'M$ is surjective. Since p.d. $Y_B \leq 1$ according to 5.1, also the induced map

$$\operatorname{Ext}^1(Y, F'P) \rightarrow \operatorname{Ext}^1(Y, F'M) = \operatorname{Ext}^1(Y, X)$$

is surjective. By (3), the first group is zero, thus $\operatorname{Ext}^1(Y, X) = 0$.

This finishes the proof.

(6.4) COROLLARY. If $A$ is hereditary and of finite representation type, $T_A$ a tilting module, and $B = \operatorname{End}(T_A)$; then the number of indecomposable $B$-modules is less than equal to the number of indecomposable $A$-modules.

PROOF. This follows directly from (6.3) and the theorem of Brenner and Butler.

(6.5) We want to describe the Auslander-Reiten quiver of a tilted algebra as far as possible. We need to know the possible structure of all Auslander-Reiten sequences.

THEOREM. Let $A$ be hereditary, $T_A$ a tilting module, $B = \operatorname{End}(T_A)$. Let

$$0 \rightarrow N'_B \rightarrow N_B \rightarrow N''_B \rightarrow 0$$

be an Auslander-Reiten sequence in $\mathcal{M}_B$. Then either the modules $N'$, $N$, $N''$ all belong to $\mathcal{X}$, or all belong to $\mathcal{Y}$, or this is a connecting sequence.

PROOF. (1) Let $M_A$ be indecomposable in $\mathcal{G}_A$. If $M_A \notin \operatorname{add} T_A$, then there exists $M'_A$ in $\mathcal{G}_A$, with $\operatorname{Ext}^1_A(M, M') \neq 0$. If $M_A$ is not injective, then there exists $M''_A$ in $\mathcal{G}_A$ with $\operatorname{Ext}^1_A(M'', M) \neq 0$.

PROOF. First, assume $M_A \notin \operatorname{add} T_A$. By 4.3, $\operatorname{Ext}^1_A(T \oplus M, T \oplus M) \neq 0$. Now $\operatorname{Ext}^1_A(T, T) = 0$, and $\operatorname{Ext}^1_A(T, M) = 0$ (since $M_A \in \mathcal{G}_A$). Thus $\operatorname{Ext}^1_A(M, T \oplus M) \neq 0$.

Similarly, if $M_A$ is not injective, then $\operatorname{Ext}^1_A(I \oplus M, I \oplus M) \neq 0$, where $I$ is an injective cogenerator. Since $I$ is injective,

$$\operatorname{Ext}^1_A(I \oplus M, I) = 0;$$

thus $\operatorname{Ext}^1_A(I \oplus M, M) \neq 0$.

(2) Let

$$0 \rightarrow M'_A \rightarrow M_A \rightarrow M''_A \rightarrow 0$$

be a relative Auslander-Reiten sequence of $\mathcal{G}_A$. Then the image under $F$ is an Auslander-Reiten sequence $\mathcal{G}_B$.

PROOF. Let $N_B$ be indecomposable in $\mathcal{M}_B$, and $\varphi$: $N_B \rightarrow FM''$ a nonzero map. Now $N_B$ is either torsion or torsionfree. Since $FM''$ is torsionfree, and $\varphi \neq 0$, we see that also $N$ is torsionfree, say $N = F(U)$ for some $A$-module $U_A$ in $\mathcal{G}_A$, and $\varphi = F(\alpha)$ for some $\alpha$: $U_A \rightarrow M'_A$. Either $\alpha$ is an isomorphism (and then $\varphi$ is an isomorphism) or else $\alpha = \pi\alpha'$ for some $\alpha'$, and then $\varphi = F(\pi)F(\alpha')$.

(3) Let $N_B$ be indecomposable and in $\mathcal{G}_B$. Then $\tau N_B \in \mathcal{G}_B$ and $\tau^{-1}N_B \in \mathcal{Y}$ or else $N_B = F(I(a))$ and $\tau^{-1}N_B = F'(P(a))$, for some indecomposable projective module $P(a)$ not belonging to $T_A$.

PROOF. Let $N_B = F(M_A)$, with $M_A$ indecomposable in $\mathcal{G}_A$. If $M_A \notin \operatorname{add} T_A$ then $N_B$ is projective, thus $\tau N_B = 0 \in \mathcal{Y}$. If $M_A \in \operatorname{add} T_A$, then there exists $M'_A$ in $\mathcal{G}_A$ with
Ext^1_A(M, M') ≠ 0. By the results of Auslander-Smalø, there exists a relative Auslander-Reiten sequence in \( \Gamma \), ending in \( M \). According to (2), its image under \( F \) is an Auslander-Reiten sequence ending in \( F(M) = N_B \). Since all its terms belong to \( \mathfrak{P} \), we see that \( \tau N_B \in \mathfrak{P} \).

Consider now \( \tau^{-1}N_B \), and again let \( N_B = F(M_A) \) with \( M_A \in \mathfrak{P} \). If \( M_A = I(a) \), then \( \tau^{-1}N_B = F'P(a) \), according to the connecting lemma. Note that in case \( P(a) \in \text{add} T_A \), we have \( \tau^{-1}N_B = 0 \in \mathfrak{P} \). Assume now \( M_A \) is not injective. According to (1), there exists \( M''_A \in \mathfrak{P} \) with \( \text{Ext}^1_A(M''_A, M) ≠ 0 \). Again due to Auslander-Smalø, there exists a relative Auslander-Reiten sequence in \( \mathfrak{P} \) starting with \( M \). By (2), the image under \( F \) is an Auslander-Reiten sequence starting in \( F(M) = N_B \), and all its terms are in \( \mathfrak{P} \).

(4) Let \( N_B \) be indecomposable and in \( \mathfrak{X} \). Then \( \tau^{-1}N_B \) is in \( \mathfrak{X} \). Also, either \( \tau N_B \) is in \( \mathfrak{X} \), or \( N_B = F'P(a), \tau N_B = FI(a) \) with \( P(a) \notin \text{add} T_A \).

**Proof.** Assume \( 0 \neq \tau^{-1}N_B \in \mathfrak{P} \). Then \( N_B = \tau \tau^{-1}N_B \in \mathfrak{P} \), according to (3). Similarly, let \( 0 \neq \tau N_B \in \mathfrak{P} \). Then either \( \tau N_B = FI(a), \tau N_B = \tau^{-1}N_B = F'P(a) \) and \( P(a) \notin \text{add} T_A \), or else \( N_B = \tau^{-1}N_B \in \mathfrak{P} \), again according to (3).

Note that both \( \mathfrak{X} \) and \( \mathfrak{P} \) are closed under extensions. This finishes the proof of the theorem.

(6.6) Assume now in addition that \( A \) is connected. Note that in this case all modules of the form \( FI(a) \) belong to the same connected component \( C \) of the Auslander-Reiten quiver of \( B \), due to the form of the connecting sequences. Let us describe this component in more detail:

**Lemma.** Let \( C \) be the component of the Auslander-Reiten quiver of \( B \) containing all modules \( FI(a) \). Then any module of \( C \) can be written, in a unique way, as \( \tau^zFI(a) \), with \( z \in \mathbb{Z} \), and \( I(a,a) \) indecomposable injective.

**Proof.** Let \( C' \) be the indecomposable modules of the form \( \tau^zFI(a) \). First, we show that \( C = C' \). Let \( N_B = \tau^mFI(a) \) be an irreducible map, with \( N_B \) indecomposable. By induction on \( m \in \mathbb{N} \), we show that \( N_B \in C' \). Note that in case \( N_B \) is injective, then either \( N_B \approx FI(b) \) for some \( b \), or else \( N_B \notin \mathfrak{X} \), according to 2.4. Since \( \tau^mFI(a) \in \mathfrak{P} \) for all \( m \in \mathbb{N} \), we see that \( N_B \) can only be injective in case \( N_B \approx FI(b) \) for some \( b \). Thus we may assume that \( N_B \) is not injective, and therefore there exists an irreducible map \( \tau^mFI(a) \rightarrow \tau^{-1}N_B \). In case \( m = 0 \), it follows from 6.1 that either \( \tau^{-1}N_B \approx FI(b) \) for some \( b \), or \( \tau^{-1}N_B \approx F'P(c) \approx \tau^{-1}FI(c) \) for some \( c \), thus \( \tau^{-1}N_B \in C' \) (and therefore \( N_B \in C' \)). In case \( m > 0 \), there exists an irreducible map \( \tau^{-1}N_B \rightarrow \tau^{m-1}FI(a) \), thus by induction \( \tau^{-1}N_B \in C' \).

Similarly, let \( \tau^{-m}FI(a) \rightarrow N_B \) be an irreducible map with \( N_B \) indecomposable, and \( m \in \mathbb{N} \). Again, by induction on \( m \), we show \( N_B \in C \). This is clear for \( m = 0 \). For \( m > 1 \), \( \tau^{-m}FI(a) \approx \tau^{-m+1}F'P(a) \) belongs to \( \mathfrak{X} \), thus \( N_B \) cannot be projective (all projectives belong to \( \mathfrak{P} \)). Therefore, there exists an irreducible map \( \tau^{-m+1}FI(a) \rightarrow \tau N_B \), and by induction \( \tau N_B \in C' \).

Finally, in case there is an irreducible map \( N_B \rightarrow \tau^{-m}FI(a) \), with \( m > 1 \), then there also exists an irreducible map \( \tau^{-m+1}FI(a) \rightarrow N_B \). And, in case there is an irreducible map \( \tau^mFI(a) \rightarrow N_B, m \geq 1 \), then there is an irreducible map \( N_B \rightarrow \tau^{m-1}FI(a) \).
both situations we are reduced to cases discussed above, and see that $N_B \in \mathcal{C}'$. Thus $\mathcal{C} = \mathcal{C}'$.

Uniqueness. It clearly is sufficient to show that $\tau^{-m}FI(a) \approx FI(b)$ with $m \in \mathbb{N}$ is only possible for $m = 0$ and $I(a) = I(b)$. Now if $m = 0$, then $I(a) \approx I(b)$, since $F$ is an equivalence between $\mathcal{T}$ and $\mathcal{G}$. On the other hand, if $m > 0$, then $FI(b) \in \mathcal{G}$, and $\tau^{-m}FI(a) \in \mathcal{X}$, thus there is no nonzero map $\tau^{-m}FI(a) \rightarrow FI(b)$.

7. Complete slices.

(7.1) Let $B$ be a finite dimensional algebra, $\mathcal{C}$ a component of its Auslander-Reiten quiver. A complete slice $\mathcal{U}$ in $\mathcal{C}$ consists of a set of indecomposable modules in $\mathcal{C}$ with the following properties:

(i) Given any indecomposable module $X$ in $\mathcal{C}$, then $\mathcal{U}$ contains precisely one module from the orbit $\{\tau^zX \mid z \in \mathbb{Z}\}$ of $X$ under $\tau, \tau^{-1}$.

(ii) If $X_0 \rightarrow X_1 \rightarrow \cdots \rightarrow X_r$ is a chain of nonzero maps and indecomposable modules, and $X_0, X_r$ belong to $\mathcal{U}$, then all $X_i$ belong to $\mathcal{U}$.

(iii) There is no oriented cycle of irreducible maps $U_0 \rightarrow U_1 \rightarrow \cdots \rightarrow U_r \rightarrow U_0$ with all $U_i$ in $\mathcal{U}$, and $r \geq 1$.

If $\mathcal{U}$ is a finite complete slice, then we will call the direct sum $U = \bigoplus_{U(a) \in \mathcal{U}} U(a)$ the corresponding slice module.

PROPOSITION. Let $A$ be hereditary and connected, and $T_A$ a tilting module with $B = \text{End}(T_A)$. Then $\{F(I(a)) \mid a \in \Gamma_0\}$ is a complete slice in its component.

PROOF. (i) has been shown in 6.6.

(ii) Let $F(I(a)) \rightarrow X$ be a nonzero map, with $X$ indecomposable. Assume $X$ is not of the form $FI(b)$. We claim that then $X \in \mathcal{X}$. We prove this by induction on $|FI(a)|$. Since $f$ is not an isomorphism, we can factor $f$ through the minimal left almost split map starting with $f$,

$$F(I(a)) \rightarrow F(I(a)/soc) \oplus F' \text{rad } P(a)$$

and, since $f \neq 0$, there is either a direct summand $FI(b)$ of $F(I(a)/soc)$ or $F'P(b)$ of $F' \text{rad } P(a)$ such that the restriction of $f'$ to this summand is nonzero. In the first case, we note that $|I(b)| < |I(a)|$, thus by induction $x \in \mathcal{X}$. In the second case, it follows from $F'P(b) \in \mathcal{X}$ that $X$ cannot belong to $\mathcal{U}$, thus $X \in \mathcal{X}$ also in this case.

As a consequence, if $X_0 \rightarrow X_1 \rightarrow \cdots \rightarrow X_r$ is a chain of indecomposable modules and nonzero maps, and $X_0 = FI(a)$, then either all $X_i$ are of the form $FI(*)$, or else there is some $X_i \in \mathcal{X}$, and then clearly all the following modules belongs to $\mathcal{X}$.

(iii) There are no cycles of nonzero and noninvertible maps between the modules $I(*)$, since the quiver of $A$ cannot have oriented cycles, thus there cannot be a cycle of nonzero and noninvertible maps between the modules $FI(*)$.

(7.2) THEOREM. Let $B$ be a finite dimensional algebra. Assume some component $\mathcal{C}$ of the Auslander-Reiten quiver of $B$ contains all indecomposable projective modules and also some finite complete slice $\mathcal{U}$, say with slice module $U$. Then $U_B$ is a tilting module, and $\text{End}(U_B)$ is hereditary. (Thus, $B$ is a tilted algebra.)
Let us formulate explicitly an important consequence: If we assume that $B$ has precisely $n$ simple modules, say with corresponding primitive idempotents $e_1, \ldots, e_n$, then $A = \text{End}(U_B)$ also has precisely $n$ simple modules, and the slice module $U_B$ gives rise to $n$ indecomposable $A$-modules $Ae_1, \ldots, Ae_n$.

The proof will be done in several steps. We will need several auxiliary results which will be obtained first.

(7.3) Lemma. Let $A$ be hereditary, $T_A$ a tilting module and $B = \text{End}(T_A)$. Let $P(a)$ be simple projective and not in add $T_A$. Let $I'_A$ be the direct sum of all indecomposable injective $A$-modules different from $I(a)$. Then the $B$-module $F(I') \oplus F'P(a)$ is a tilting module.

Proof. Let $\sigma : \mathcal{M}_A \to \mathcal{M}_{\sigma A}$ be the reflection [7] with respect to $P(a)$. Note that this also is a tilting functor, with tilting module $P' \oplus \tau^{-1}P(a)$, where $P'$ is the direct sum of all indecomposable projective $A$-modules different from $P(a)$, with $\sigma A = \text{End}(P' \oplus \tau^{-1}P(a))$, and $\sigma = \text{Hom}_A(P' \oplus \tau^{-1}P(a), -)$, compare with [16]. There is a simple injective module $Z$ in $\mathcal{M}_{\sigma A}$ such that $\sigma$ induces an equivalence between the full subcategory $\mathcal{M}'_A$ of $\mathcal{M}_A$ of all modules without direct summand of the form $P$, and the full subcategory $\mathcal{M}'_{\sigma A}$ of $\mathcal{M}_{\sigma A}$ of all modules without direct summand of the form $Z$.

Since $P(a)$ is not a direct summand of $T_A$, we know that $T_A$ is in $\mathcal{M}'_A$, thus $B = \text{End}(T_A) \cong \text{End}(\sigma T_{\sigma A})$. Also, the indecomposable modules in $\mathcal{I}(T_A)$ correspond bijectively under $\sigma$ to the indecomposable modules in $\mathcal{I}(\sigma T_{\sigma A})$ different from $Z$. Note that $\sigma T_{\sigma A}$ again is a tilting module. Let

$$\tilde{F} = \text{Hom}_{\sigma A}(\sigma T_{\sigma A}, -) : \mathcal{M}_{\sigma A} \to \mathcal{M}_B.$$  

Then clearly the functor $\tilde{\sigma}$ is equivalent to the functor $F = \text{Hom}_A(B T_A, -)$.

Now let $I(a)_A$ be injective, with soc $I(a) = P(a)/\text{rad} P(a)$. Then $\sigma I(a)$ is not injective, in fact $\tau^{-1}\sigma I(a) = Z$. [This is well known, but also follows from the connecting lemma applied to the tilting module $\sigma A(P' \oplus \tau^{-1}P(a))_A$: it asserts that $\tau^{-1}\sigma I(a) = \sigma P'(a) = Z$.]

We claim that $F'P(a) \approx \tilde{F} Z$. By the connecting lemma, we have $F'P(a) = \tau^{-1}FI(a)$, thus $= \tau^{-1}\tilde{F} \sigma I(a)$. Since $\sigma I(a)$ is not injective, there is an Auslander-Reiten sequence in $\mathcal{M}_B$ starting with $\tilde{F} \sigma I(a)$, due to 2.4, and it is not a connecting sequence. Thus, according to 6.5, all its terms are images under $\tilde{F}$, thus it clearly is the image of the Auslander-Reiten sequence in $\mathcal{M}_{\sigma A}$, starting with $\sigma I(a)$, under the functor $\tilde{F}$. Consequently,

$$\tau^{-1}\tilde{F} \sigma I(a) = \tilde{F} \tau^{-1}\sigma I(a).$$

Altogether we see that

$$F'P(a) = \tau^{-1}FI(a) = \tau^{-1}\tilde{F} \sigma I(a) = \tilde{F} \tau^{-1}\sigma I(a) = \tilde{F} Z.$$  

Now, $I'_A$ denotes the direct sum of all indecomposable injective modules different from $I(a)$. Then $\sigma I'_{\sigma A}$ is the direct sum of all indecomposable injective modules different from $Z$. Thus $\sigma I'_{\sigma A} \oplus Z_{\sigma A}$ is the minimal injective cogenerator of $\mathcal{M}_{\sigma A}$. By a remark in 4.5, its image under $\tilde{F}$ is a tilting module, this is

$$\tilde{F}(\sigma I'_{\sigma A} \oplus Z_{\sigma A}) = \tilde{F} \sigma I' \oplus \tilde{F} Z = FI' \oplus F'P(a).$$
(7.4) We will prove Theorem 7.2 by induction. For this, we need the more general concept of a (not necessarily complete) slice.

First recall that if \( X \) is an indecomposable module, and \( \mathcal{V} \) a set of indecomposable modules, then \( X \) will be called a \textit{predecessor} of \( \mathcal{V} \), provided there exists a chain of irreducible maps and indecomposable modules

\[
X = X_0 \rightarrow X_1 \rightarrow \cdots \rightarrow X_{r-1} \rightarrow X_r
\]

with \( X_r \in \mathcal{V} \). If in addition, \( X \) does not belong to \( \mathcal{V} \), then \( X \) is called a \textit{proper predecessor} of \( \mathcal{V} \).

Now, again, let \( B \) be a finite dimensional algebra, and \( \mathcal{C} \) a component of its Auslander-Reiten quiver. A \textit{slice} \( \mathcal{U} \) in \( \mathcal{C} \) is a set of indecomposable modules in \( \mathcal{C} \) satisfying the conditions (ii), (iii) of 7.1, and, in addition the condition

(i') If \( X \) is a predecessor of \( \mathcal{U} \), then \( \mathcal{U} \) contains precisely one module from the orbit \( \{ \tau^z X \mid z \in \mathbb{Z} \} \).

Clearly, this is a more general concept than that of a complete slice, since a predecessor of \( \mathcal{U} \) always belongs to the component of \( \mathcal{C} \) again. Note that in contrast to a complete slice, the modules belonging to a slice do not need to be connected by chains of irreducible maps (going either way). Again, if \( \mathcal{U} \) is a slice, then \( U = \bigoplus_{U(a) \in \mathcal{U}} U(a) \) is called the corresponding \textit{slice module}.

**Lemma.** If \( \mathcal{U} \) is a slice, then \( X \) is a predecessor of \( \mathcal{U} \) if and only if \( X \) is of the form \( \tau^t U(a) \) for some \( t \in \mathbb{N} \) and some \( U(a) \in \mathcal{U} \).

Note that if an indecomposable module \( X \) is of the form \( \tau^t U(a) \), then \( t \) is uniquely determined by condition (i'), and we will write \( \tau(X) = t \).

**Proof of the Lemma.** If \( X = \tau^t U(a) \) for some \( t \in \mathbb{N} \), and \( U(a) \in \mathcal{U} \), then clearly \( X \) is predecessor of \( \mathcal{U} \), since there is a chain of \( 2t \) irreducible maps

\[
\tau^t U(a) \rightarrow \cdots \rightarrow U(a).
\]

Conversely, let \( X \) be a predecessor of \( \mathcal{U} \), say of \( U(b) \). By condition (i') there is \( z \in \mathbb{Z} \) with \( \tau^z X \in \mathcal{U} \), say \( \tau^z X = U(a) \), thus \( X = \tau^{-z} U(a) \). Now suppose \( z \geq 0 \). Then we have a chain of irreducible maps

\[
U(a) \rightarrow \cdots \rightarrow \tau^{-z} U(a) = X \rightarrow \cdots \rightarrow U(b).
\]

Condition (ii) shows that \( X \in \mathcal{U} \), thus \( z = 0 \).

(7.5) If \( \mathcal{U} \) is a slice, then \( U(a) \in \mathcal{U} \) is called a \textit{sink} for \( \mathcal{U} \) provided for any irreducible map \( U(a) \rightarrow X \) with \( X \) indecomposable, we have \( X \notin \mathcal{U} \).

**Lemma.** Let \( \mathcal{U} \) be a slice, \( U(a) \in \mathcal{U} \) a sink for \( \mathcal{U} \). If \( U(a) \) is projective, let \( \mathcal{U}' \) be obtained from \( \mathcal{U} \) by deleting \( U(a) \). If \( U(a) \) is not projective, let \( \mathcal{U}' \) be obtained from \( \mathcal{U} \) by replacing \( U(a) \) by \( \tau U(a) \). Then \( \mathcal{U}' \) is again a slice.

**Proof.** (1) If \( f \) is nonzero and noninvertible, then \( X \notin \mathcal{U} \).

**Proof.** We can factor \( f \) through the minimal left almost split map \( (g_i) : U(a) \rightarrow \bigoplus Z_i \), say \( f = \sum f_i g_i \). For some \( i \), we have \( f_i g_i \neq 0 \). If \( X \in \mathcal{U} \), then

\[
U(a) \xrightarrow{g_i} Z_i \xrightarrow{f_i} X
\]

implies that \( Z_i \notin \mathcal{U} \), according to the slice condition (ii). However \( U(a) \) is a sink.
(2) If $Y \rightarrow U(a)$ is irreducible with $Y$ indecomposable, then $Y \in \mathcal{U}$.

**Proof.** $Y$ is a predecessor of $\mathcal{U}$, thus $Y = \tau U(b)$ for some $t \in \mathbb{N}$ and some $b$. There is a chain of irreducible maps

$$U(b) \rightarrow \cdots \rightarrow \tau^{-t}U(b) = Y \rightarrow U(a),$$

thus $Y \in \mathcal{U}$, according to (ii).

(3) If $U(a)$ is projective, then $\mathcal{U}$ is a slice.

**Proof.** For condition (i'), let $X$ be an indecomposable module which is a predecessor of $\mathcal{U}$, thus also of $\mathcal{L}$. Since $\mathcal{U}$ is a slice, $\tau^{-t}X \in \mathcal{U}$ for some $t \in \mathbb{N}$. But $\tau^{-t}X = U(a)$ is impossible: namely, since $U(a)$ is projective, we would have $t = 0$, however $U(a)$ is not a predecessor of $\mathcal{U}$.

For condition (ii), let $X_0 \rightarrow X_1 \rightarrow \cdots \rightarrow X_r$ be a chain of irreducible maps and indecomposable modules, with $X_0, X_r \in \mathcal{U}$. Since $\mathcal{U} \subseteq \mathcal{L}$, all $X_i$ belong to $\mathcal{U}$. Assume $X_i = U(a), X_{i+1} \in \mathcal{U}$ for some $i$. Since there is a nonzero map $X_i \rightarrow X_{i+1}$, we get a contradiction to (1).

Condition (iii) is trivially satisfied.

(4) If $U(a)$ is not projective, then again $\mathcal{U}$ is a slice.

**Proof.** For condition (i') we only note that a predecessor $X$ of $\mathcal{U}$ is also one for $\mathcal{L}$, thus $\{\tau^z X | z \in \mathbb{Z}\}$ contains precisely one module from $\mathcal{U}$, thus also just one from $\mathcal{L}$.

For condition (ii), let

$$X_0 \xrightarrow{f_1} X_1 \rightarrow \cdots \rightarrow X_r$$

be a chain of nonzero maps and indecomposable modules. Consider first the case that $X_0, X_r$ both belong to $\mathcal{U} \cap \mathcal{L}$. Then all $X_i$ belong to $\mathcal{U}$ according to (ii), and no $X_i = U(a)$ according to (1), thus all $X_i$ belong to $\mathcal{L}$. Consider now the general case. Of course, we may suppose that no map $f_i$ is invertible.

If $X_0 = \tau U(a)$, let

$$0 \rightarrow \tau U(a) \rightarrow \bigoplus U_j \rightarrow U(a) \rightarrow 0$$

be the corresponding Auslander-Reiten sequence, the middle term being of the form $\bigoplus U_j$, with $U_j \in \mathcal{L}$, according to (2). Of course, all $U_j \in \mathcal{U} \cap \mathcal{L}$. We factor now $f_i = \sum h_j g_j$, and obtain at least one nonzero $h_j: U_j \rightarrow X_1$. Similarly, if $X_r = \tau U(a)$, then for at least one $t$, the map $g_t f_t$ is nonzero. Consider now the chain

$$U_j \xrightarrow{h_j} X_1 \xrightarrow{f_2} X_2 \rightarrow \cdots \rightarrow X_{r-1} \xrightarrow{g_{r-1} f_{r-1}} U_r,$$

here $U_j, U_i \in \mathcal{U} \cap \mathcal{L}$, thus by the previous consideration, all $X_i \in \mathcal{L}$.

For condition (iii), assume there exists an oriented cycle $U_0 \rightarrow U_1 \rightarrow \cdots \rightarrow U_r \rightarrow U_0$ of irreducible maps and all $U_i \in \mathcal{U}$. If one of the modules, say $U_0$, belongs to $\mathcal{U} \cap \mathcal{L}$, then all belong to $\mathcal{U}$, according to (ii), but this is impossible due to (iii). Thus all $U_i = \tau U(a)$. But this again is impossible, since there are no irreducible endomorphisms.

This finishes the proof.
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(7.6) **Lemma.** If \( \mathcal{U} \) is a finite slice with slice module \( U \), then \( \text{Ext}^4(U, U) = 0 \).

**Proof.** Let \( U(a), U(b) \in \mathcal{U} \). The group \( D \text{Ext}^4(U(a), U(b)) \) is a factor group of \( \text{Hom}(U(b), \tau U(a)) \). Thus, let \( \phi: U(b) \to \tau U(a) \) be a nonzero map. Then we obtain a chain of nonzero maps and indecomposable modules

\[
U(b) \to \tau U(a) \to \ast \to U(a)
\]

using the Auslander-Reiten sequence ending in \( U(a) \). Thus \( \tau U(a) \in \mathcal{U} \), according to condition (ii), but this contradicts condition (i').

(7.7) **Lemma.** If \( \mathcal{U} \) is a finite slice with slice module \( U_B \), and if \( U_B \) is also a tilting module, then \( \text{End}(U_B) \) is hereditary.

**Proof.** Let \( A = \text{End}(U_B) \). Now the indecomposable projective \( A \)-modules have the form \( P(a) = \text{Hom}(a U_B, U(a)_B) \), with \( U(a) \in \mathcal{U} \). Also, if \( Y_A \) is an indecomposable \( A \)-submodule of \( P(a)_A \), then \( Y_A = \text{Hom}(a U_B, N_B) \) for some indecomposable \( N_B \), and the inclusion \( Y_A \to P(a)_A \) is of the form \( \text{Hom}(a U_B, f) \), where \( f: N_B \to U(a)_B \) is a nonzero map. From \( Y_A \neq 0 \), we obtain some nonzero map \( g: U(b)_B \to N_B \), thus we have the chain

\[
U(b)_B \overset{g}{\to} N_B \overset{f}{\to} U(a)_B
\]

and therefore \( N_B \in \mathcal{U} \), according to condition (ii). This shows that \( Y_A \) again is projective.

(7.8) **Lemma.** Let \( \mathcal{U} \) be a slice with a finite number of predecessors. Let \( U_B \) be the corresponding slice module. Then \( \text{p.d.} U_B \leq 1 \), and if \( Q_B \) is a projective module which is a predecessor of \( \mathcal{U} \), then there exists an exact sequence

\[
0 \to Q_B \to U_B' \to U_B'' \to 0
\]

with \( U', U'' \in \text{add} U_B \).

**Proof.** For both assertions we use induction on the number \( p \) of predecessors of \( \mathcal{U} \). If \( p = 1 \), then \( \mathcal{U} \) consists of a single module which is simple projective, thus we have nothing to show.

Now assume the result is known for slices with \( p - 1 \) predecessors, and let \( \mathcal{U} \) be a slice with \( p \) predecessors. According to condition (iii), there exists a sink \( U(a) \) for \( \mathcal{U} \). Let \( \mathcal{U}' \) be obtained from \( \mathcal{U} \) by deleting \( U(a) \), and, in case \( U(a) \) is not projective, adding \( \tau U(a) \). According to 7.5, we know that \( \mathcal{U}' \) again is a slice and it is clear that \( \mathcal{U}' \) has precisely \( p - 1 \) predecessors. Let \( \tilde{U} \) be the slice module for \( \mathcal{U}' \).

Consider first the case that \( U(a) \) is projective, thus \( \mathcal{U}' \subseteq \mathcal{U} \). By induction, \( \text{p.d.} \tilde{U}_B \leq 1 \), and \( U_B = \tilde{U}_B \oplus U(a) \), thus \( \text{p.d.} U_B \leq 1 \). Also if \( Q_B \) is projective and a predecessor of \( \mathcal{U} \), then either \( Q = U(a) \), or else \( Q_B \) is even a predecessor of \( \mathcal{U}' \). In the first case, we use the exact sequence

\[
0 \to U(a) \overset{id}{\to} U(a) \to 0 \to 0,
\]

in the second case, we have, by induction, an exact sequence

\[
0 \to Q_B \to U_B' \to U_B'' \to 0
\]

with \( U', U'' \in \text{add} \tilde{U}_B \subseteq \text{add} U_B \).
Thus, it remains to consider the case of \( U(a) \) not being projective. Let \( \text{Ann} \, \tilde{U}_B \) be the annihilator of \( \tilde{U}_B \), and \( \tilde{B} = B / \text{Ann} \, \tilde{U}_B \). Also, let \( Q(1), \ldots , Q(m) \) be the projective \( B \)-modules which are predecessors of \( U_B \) and \( Q = \bigoplus_{i=1}^{m} Q(i) \). By induction, any \( Q(i), 1 \leq i \leq m, \) has an exact sequence

\[
(*) \quad 0 \to Q(i) \to \tilde{U} \to \tilde{U}' \to 0
\]

with \( \tilde{U}', \tilde{U}'' \in \text{add} \, \tilde{U}_B \); thus we see that \( Q_B \) is cogenerated by \( \tilde{U}_B \), and therefore is a \( B \)-module. Note that if \( X \) is a predecessor of \( \tilde{U}_B \), and \( Q(i) \) is indecomposable projective satisfying \( \text{Hom}(Q(i), X) \neq 0 \), then \( Q(i) \) has to be a predecessor of \( \tilde{U}_B \), due to the fact that \( X \) has only finitely many predecessors. As a consequence, all predecessors of \( \tilde{U}_B \) are generated by \( Q_B \), and therefore are, in fact, \( B \)-modules, and also \( Q(1), \ldots , Q(m) \) are all the indecomposable projective \( B \)-modules. Finally, consider the Auslander-Reiten sequence

\[
0 \to \tau U(a) \to U' \to U(a) \to 0
\]

in \( \mathcal{R}_B \), and note that \( U' \in \text{add} \, \tilde{U} \) [we use that \( U(a) \) is a sink for \( \tilde{U}_B \), see 7.5 (2)]. Since \( U' \) is a \( B \)-module, the same it true for \( U(a) \), and thus the sequence is also an Auslander-Reiten sequence in \( \mathcal{R}_B \). In particular, denoting by \( \tau_B^{-1} \) the Auslander-Reiten translation inside the category \( \mathcal{R}_B \), we have \( \tau_B^{-1} U(a) = U(a) \).

We claim that \( \tilde{U}_B \) is a tilting module. By induction, p.d. \( \tilde{U}_B \leq 1 \); thus also p.d. \( \tilde{U}_B \leq 1 \). Also, we have the exact sequence \((*)\), and these are sequences of \( B \)-modules. Finally, \( \text{Ext}^1_B(\tilde{U}_B, \tilde{U}_B) = 0 \) according to 7.6, thus also \( \text{Ext}^1_B(\tilde{U}_B, \tilde{U}_B) = 0 \). Also note that according to 7.7, the ring \( \tilde{A} = \text{End}(\tilde{U}_B) \) is hereditary. Let \( P(a)_{\tilde{A}} = \text{Hom}_{\tilde{A}}(\tilde{U}_B, \tau U(a)_{\tilde{A}}) \), then \( P(a)_{\tilde{A}} \) is simple projective, since \( \tau U(a) \) is a source for \( \tilde{U}_B \).

The corresponding indecomposable injective module \( I(\tilde{a})_{\tilde{A}} \) with soc \( I(\tilde{a})_{\tilde{A}} = P(a)/\text{rad} \, P(a) \) is given by \( I(\tilde{a})_{\tilde{A}} = D \text{Hom}_{\tilde{A}}(\tau U(a)_{\tilde{A}}, \tilde{U}_B) \). We want to apply 7.3. We consider the tilting module \( \tilde{A}T_{\tilde{A}} = D(\tilde{A}U_B) \), and the functors \( F, F' : \mathcal{R}_{\tilde{A}} \to \mathcal{R}_{\tilde{A}} \) given by \( F(M_{\tilde{A}}) = \text{Hom}_{\tilde{A}}(\tilde{A}T_{\tilde{A}}, M_{\tilde{A}}) \), and \( F'(M_{\tilde{A}}) = \text{Ext}^1_{\tilde{A}}(\tilde{A}T_{\tilde{A}}, M_{\tilde{A}}) \). Then

\[
F(I(\tilde{a})_{\tilde{A}}) = \text{Hom}_{\tilde{A}}(D(\tilde{A}U_B), I(\tilde{a})_{\tilde{A}})
\]

\[
= \text{Hom}_{\tilde{A}}(D(\tilde{A}U_B), \text{Hom}_{\tilde{B}}(\tau U(a)_{\tilde{B}}, \tilde{U}_B))
\]

\[
\cong \text{Hom}_{\tilde{A}}(\text{Hom}_{\tilde{B}}(\tau U(a)_{\tilde{B}}, \tilde{U}_B), X_{\tilde{B}}) \cong \tau U(a)_{\tilde{B}}
\]

the last isomorphism being due to the fact that \( \tau U(a)_{\tilde{B}} \) is a direct summand of \( \tilde{U}_B \), and \( \text{End} \left( \tilde{U}_B \right) = \tilde{A} \) with respect to its canonical operation: namely consider the canonical map

\[
X_{\tilde{B}} \to \text{Hom}_{\tilde{A}}(\tilde{U}_B, X_{\tilde{B}}), \quad x \mapsto (\varphi \mapsto \varphi(x))
\]

It is an isomorphism for \( X_{\tilde{B}} = \tilde{U}_B \), and therefore for all \( X_{\tilde{B}} \) in \( \text{add} \, \tilde{U}_B \).

The connecting lemma shows that

\[
F'(P(a)_{\tilde{A}}) = \tau_B^{-1} F(I(\tilde{a})_{\tilde{A}}) = \tau_B^{-1} \tau U(a)_{\tilde{B}} = U(a)_{\tilde{B}},
\]

in particular, \( P(a)_{\tilde{A}} \) does not belong to \( \text{add} \, T_{\tilde{A}} \). Let \( I_{\tilde{A}} \) be the direct sum of the indecomposable injective \( \tilde{A} \)-modules different from \( I(\tilde{a})_{\tilde{A}} \). Then

\[
F(I' \oplus I(\tilde{a})) \approx \tilde{U}_B
\]
thus, if $U_B = \bigoplus_b U(b)$, then $F(I') \approx \bigoplus_{b \neq a} U(b)$, and therefore

$$F(I') \oplus F'(P(a)) \approx \left( \bigoplus_{b \neq a} U(b) \right) \oplus U(a) = U_B'.$$

According to 7.3, we know that this $B$-module is a tilting module. Thus every $B$-module $Q(i), 1 \leq i \leq m$, has an exact sequence

$$0 \to Q(i) \to U' \to U'' \to 0$$

with $U', U'' \in \text{add } U_B$. Of course, these sequences are exact sequences of $B$-modules, this finishes one part of the induction. Also, p.d. $U_B \leq 1$, so there is an exact sequence

$$0 \to Q'_B \to Q''_B \to U_B \to 0$$

with $Q', Q'' \in \text{add } Q_B$. However $Q$ is projective even as a $B$-module, thus also $Q'_B, Q''_B$ are projective, and therefore this sequence is a projective resolution of $U_B$, as a $B$-module; thus p.d. $U_B \leq 1$.

(7.9) End of the proof of Theorem 7.2: It remains to be seen that under the conditions of Theorem 7.2, the slice $\mathcal{U}$ has only finitely many predecessors. Namely, then it follows from 7.8 that p.d. $U_B \leq 1$, and that any projective module $Q_B$ which is a predecessor of $\mathcal{U}$ has an exact sequence

$$0 \to Q'_B \to Q''_B \to U_B \to 0$$

with $Q', Q'' \in \text{add } Q_B$. However, any indecomposable projective $B$-module $Q_B$ belongs to $\mathcal{C}$, thus is of the form $\tau^z U(a)$ for some $z \in \mathbb{Z}$ and some $U(a) \in \mathcal{U}$, according to condition (i), and actually $z \geq 0$, since $Q_B$ is projective. This shows that any such module $Q_B$ is a predecessor of $\mathcal{U}$. Finally, $\text{Ext}^1_{\mathcal{U}}(U, U) = 0$ according to 7.6. This shows that $U_B$ is a tilting module. By 7.7, its endomorphism ring is hereditary. Thus, we only have to prove the following lemma.

**Lemma.** If $\mathcal{U}$ is a finite complete slice in the component $\mathcal{C}$, and $\mathcal{C}$ contains all indecomposable projective modules, then $\mathcal{U}$ has only finite many predecessors.

**Proof.** Recall that any predecessor $X$ of $\mathcal{U}$ is of the form $X = \tau^t U(a)$ for some $U(a) \in \mathcal{U}$ and some number $t(X) \in \mathbb{N}$. Both $U(a)$ and $t(X)$ are uniquely determined by $X$.

(1) Let $X, Y$ be indecomposable modules, and $X \to Y$ an irreducible map. If $X$ is a proper predecessor of $\mathcal{U}$, then $Y$ is a predecessor of $\mathcal{U}$, and $t(X) \geq t(Y)$.

**Proof.** We have $X = \tau^t U(a)$ for some $t(X) \in \mathbb{N}, U(a) \in \mathcal{U}$. Since $X \notin \mathcal{U}$, even $t(X) > 0$, thus $X$ is not injective and there are irreducible maps

$$Y \to \cdots \to \tau^{t(X)-1} U(a) \to \cdots \to U(a),$$

thus also $Y$ is predecessor of $\mathcal{U}$. Therefore $Y = \tau^t U(b)$ for some $t(Y) \in \mathbb{N}, U(b) \in \mathcal{U}$. Assume we would have $t(X) < t(Y)$.

Then there are irreducible maps

$$U(a) \to \cdots \to \tau^{t(Y)-t(X)} U(b) \to \cdots \to U(b),$$

thus $\tau^{t(Y)-t(X)} U(b)$ is in $\mathcal{U}$, according to condition (ii), but this contradicts condition (i).

(2) If $X, Y$ are predecessors of $\mathcal{U}$, and $\text{Hom}(X, Y) \neq 0$, then $t(X) \geq t(Y)$.
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PROOF. Assume \( t(X) < t(Y) = t \). If \( X \) is not in \( \mathcal{U} \), there exists an irreducible map \( X = X_0 \to X_1 \) and a map \( f_i : X_1 \to Y \) with \( f_i g_i \neq 0 \). Namely, let \((g'_i)_i : X \to \bigoplus X'_i \) be minimal left almost split, and \( f : X \to Y \) nonzero. Since \( f \) cannot be an isomorphism according to \( t(X) < t(Y) \), there are maps \( f'_i : X'_i \to Y \) with \( f = \sum f'_i g'_i \). Thus \( f'_i g'_i \neq 0 \) for some \( i \), and we let \( g_i = g'_i, f_i = f'_i \). By induction, we construct a chain of irreducible maps

\[
X = X_0 \overset{g_1}{\to} X_1 \overset{g_2}{\to} \cdots \overset{g_m}{\to} X_m
\]

and a map \( f_m : X_m \to Y \) such that \( f_m g_m \cdots g_1 \neq 0 \), as long as no \( X_i, 0 < i < m \), belongs to \( \mathcal{U} \). By (1), all \( X_i, 0 < i < m \), are predecessors of \( \mathcal{U} \), and \( t(X_i) < t(X) \).

[For, assume \( X_m, f_m, g_m \) are constructed, and \( X_m \not\in \mathcal{U} \). Let \((h_i)_i : X_m \to \bigoplus Z_i \) be minimal left almost split. Since \( f_m \) is not an isomorphism, we obtain maps \( h'_i : Z_i \to Y \) with \( f_m = \sum h'_i h_i \). Now \( 0 \neq f_m g_m \cdots g_1 = \sum h'_i h_i g_m \cdots g_1 \), thus there is \( i \) with \( h'_i h_i g_m \cdots g_1 \neq 0 \). Let \( X_{m+1} = Z_i, g_{m+1} = h_i, f_{m+1} = h'_i \).] Since \( \mathcal{U} \) is finite, and \( t(X_i) \) is bounded by \( t \), there are only finitely many possibilities for \( X_i \), thus the Harada-Sai Lemma \([10]\) shows that this process must stop, thus after a finite number of steps we obtain \( X_m \in \mathcal{U} \). Now \( \text{Hom}(X_m, Y) \neq 0 \) together with the fact that \( Y \) is a predecessor of \( \mathcal{U} \) implies that also \( Y \in \mathcal{U} \), according to condition (ii), thus \( t(X) = 0 = t(Y) \), a contradiction.

(3) \( \mathcal{U} \) has only finitely many predecessors.

PROOF. Let \( Q \) be indecomposable projective. Since \( Q \in \mathcal{U} \), we have \( \tau^i Q \in \mathcal{U} \) for some \( z \in \mathbb{Z} \), according to condition (i). However, the projectivity of \( Q \) then implies \( z \leq 0 \), thus \( Q \) is a predecessor of \( \mathcal{U} \). Let \( X \) be any predecessor of \( \mathcal{U} \). Then there exists an indecomposable projective module \( Q \) with \( \text{Hom}(Q, X) \neq 0 \), and therefore \( t(X) \leq t(Q) \), by (2). This shows that \( t(X) \), for \( X \) predecessor of \( \mathcal{U} \), is bounded by \( \max t(Q) \), where \( Q \) runs through all indecomposable projective modules. Since \( \mathcal{U} \) is finite, there only can be a finite number of predecessors of \( \mathcal{U} \).

This finishes the proof of the lemma, and also the proof of Theorem 7.2.

(7.11) COROLLARY. Let \( B \) be a connected finite dimensional algebra, of finite representation type. Then \( B \) is a tilted algebra if and only if the Auslander-Reiten quiver of \( B \) contains a complete slice.

PROOF. This follows directly from 7.1 and 7.2, since theAuslander-Reiten quiver of a connected algebra of finite representation type is connected.

REMARK. We have introduced the notion of a complete slice in order to be able to formulate Theorem 7.2. Other authors have considered similar, however, weaker notions such as “sections” \([4]\) or “complete sections” \([6]\). In the example of the algebra \( B \) given by the quiver

\[
\begin{array}{c}
\alpha \\
0 \rightarrow 0
\end{array}
\]

with relations \( \alpha \beta = 0, \alpha^2 = 0 \), the indecomposable projective modules form a complete section in the sense of \([6]\), however, \( B \) is not a tilted algebra (nor obtained from a hereditary algebra by a sequence of tilts in the sense of \([6]\)), since tilted algebras
with only two simple modules clearly have to be hereditary. This contradicts a conjecture of [6]. Also note that $B$ has a section in the sense of [4] consisting of three modules. Also related is a construction by Reidtmann [11] which however deals with the universal covering of the Auslander-Reiten quiver of $B$, and not with the Auslander-Reiten quiver itself. We will imitate her procedure in the next section when constructing a complete slice starting from an indecomposable sincere representation. Note however, that even for a tilted algebra of finite representation type, the Auslander-Reiten quiver does not have to coincide with its universal covering. In [8], Gabriel uses the notion of a slice for the special case of a translation quiver $ZQ$, with $Q$ a Dynkin quiver, in a very similar way as we do.

8. Components without oriented cycles. Let $B$ be a finite dimensional algebra. Recall that an oriented cycle in the Auslander-Reiten quiver of $B$ is given by a sequence of indecomposable modules and irreducible maps

$$X_0 \to X_1 \to X_2 \to \cdots \to X_m \to X_0$$

with $m \geqslant 1$.

(8.1) Proposition. Let $\mathcal{C}$ be a component of the Auslander-Reiten quiver of $B$, and assume there exists a complete slice in $\mathcal{C}$. Then there are no oriented cycles in $\mathcal{C}$.

Proof. Let $\mathcal{C}$ be a slice in $\mathcal{C}$, and assume there exists an oriented cycle

$$X_0 \to X_1 \to X_2 \to \cdots \to X_m \to X_0$$

inside $\mathcal{C}$. Now for any $i$, there is $z_i \in \mathbb{Z}$ such that $\tau^i X_i$ belongs to $\mathcal{C}_i$. If $z_i > 0$ for all $i$, then let $z = \min_{0 \leq i \leq m} z_i$, and apply $\tau^z$ to the cycle. Similarly, if $z_i < 0$, let $z = \max_{0 \leq i \leq m} z_i$ and apply $\tau^z$ to the cycle. We therefore see that we can assume that there is $i$ with $z_i \geq 0$ and $j$ with $z_j \leq 0$. Using Auslander-Reiten sequences, we obtain chains of irreducible maps

$$\tau^i X_i \to \cdots \to X_i, \quad X_j \to \cdots \to \tau^j X_j,$$

thus combining with irreducible maps from the given oriented cycle we obtain a chain of irreducible maps

$$\tau^i X_i \to \cdots \to X_i \to \cdots \to X_0 \to X_1 \to \cdots \to X_m \to X_0 \to \cdots \to X_j \to \cdots \to \tau^j X_j,$$

and the slice condition (ii) implies that all $X_i$ belong to $\mathcal{C}_i$, contrary to the slice condition (iii).

(8.2) Theorem. Let $\mathcal{C}$ be a preprojective component of the Auslander-Reiten quiver of $B$ containing a sincere indecomposable representation $N_B$.

Then $\mathcal{C}$ contains all indecomposable projective modules and also a complete slice, thus $B$ is a tilted algebra. In fact, there is a hereditary algebra $A$, a tilting module $T_A$, and a simple injective module $I_A$, such that $B = \text{End}(T_A)$, and $N_B = \text{Hom}_{A}(gT_A, I_A)$.

Proof. We fix a sincere indecomposable representation $N_B$ in $\mathcal{C}$. Let us call a chain $X_0 \to X_1 \to \cdots \to X_m$ of irreducible maps and indecomposable modules a path from $X_0$ to $X_m$. Such a path will be called sectional provided $X_{i-1} \cong \tau X_{i+1}$ for all $1 \leq i \leq m - 1$.  
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(1) Let $Q_B$ be indecomposable projective. Since $N_B$ is sincere, $\text{Hom}(Q, N) \neq 0$. Thus, since $\mathcal{C}$ is a preprojective component, there is a path from $Q$ to $N$ in $\mathcal{C}$. In particular, $Q$ belongs to $\mathcal{C}$.

(2) Let $\mathcal{U}$ be the set of all modules $U$ in $\mathcal{C}$ with the following two properties:

(a) There exists a path from $U_B$ to $N_B$, and

(b) any path from $U_B$ to $N_B$ is sectional.

We claim that $\mathcal{U}$ is a complete slice.

**Proof of Condition (i):** First, consider an indecomposable projective module $Q_B$. According to (1), there is a path from $Q$ to $N$. Now choose $t$ maximal such that there is a path from $\tau^{-t}Q$ to $N$. The maximum exists, since $N$ has only finitely many predecessors. We claim that any path from $\tau^{-t}Q$ to $N$ is sectional. Otherwise, there is a path of the form

$$\tau^{-t}Q = X_0 \to \cdots \to X_i \to X_{i+1} \to \tau^{-1}X_i \to \cdots \to X_m = N.$$ 

Now the modules $X_j, 1 \leq j \leq i$, cannot be injective. [Namely $N_B$ is sincere, thus if $X_j$ is injective, then $\text{Hom}_B(N, X_j) \neq 0$, thus, since $X_j \in \mathcal{C}$, there exists a path from $N$ to $X_j$. On the other hand, by assumption, there is a proper path from $X_j$ to $X_m = N$, thus we have an oriented cycle in $\mathcal{C}$, contradiction.] Thus, for $1 \leq j \leq i$, we obtain from the irreducible map $X_{j-1} \to X_j$, an irreducible map $\tau^{-1}X_{j-1} \to \tau^{-1}X_j$. Thus, altogether we obtain a path

$$\tau^{-(t+1)}Q = \tau^{-1}X_0 \to \cdots \to \tau^{-1}X_i,$$

which we can combine with the given path from $\tau^{-1}X_i$ to $X_m = N$ in order to have a path from $\tau^{-(t+1)}Q$ to $N$, contrary to the maximality of $t$. This shows that $\tau^{-t}Q \in \mathcal{U}$. The same argument also shows that $\tau^{-t}Q$ is the only module in the orbit of $Q$ under $\tau^{-1}$ which belongs to $\mathcal{U}$. Namely, for $t' < t$, there clearly is a nonsectional path from $\tau^{-t'}Q$ to $N$, whereas for $t' > t$, there is no path at all from $\tau^{-t'}Q$ to $N$. The condition (i) for a general module $Y$ in $\mathcal{C}$ follows directly from the fact that $Y$ is in the $\tau$-orbit of a projective module.

**Proof of Condition (ii).** Let

$$X_0 \xrightarrow{g_1} X_1 \xrightarrow{g_2} \cdots \xrightarrow{g_m} X_m$$

be a chain of indecomposable modules and nonzero maps, with $X_0, X_m$ in $\mathcal{U}$. Since $X_m \in \mathcal{C}$, and $\text{Hom}(X_{i-1}, X_i) \neq 0$ for $1 \leq i \leq m$, all $X_i$ belong to $\mathcal{C}$, and there is a path from $X_{i-1}$ to $X_i$. We delete isomorphisms and replace the noninvertible maps $g_i$ by chains of irreducible maps, thus obtaining a path from $X_0$ to $X_m$ which contains all the given modules $X_i$. Thus, without loss of generality, we may assume all $g_i$ to be irreducible. We want to show that all $X_i$ belong to $\mathcal{U}$. Since $X_m$ is in $\mathcal{U}$, there exists a path from $X_m$ to $N$. Combining this with the given path from $X_i$ to $X_m$, we obtain a path from $X_i$ to $N$, thus showing (a). Assume there exists a nonsectional path from $X_i$ to $N$. Combining this with the given path from $X_i$ to $N$, we clearly obtain a nonsectional path from $X_0$ to $N$, contradicting that $X_0 \in \mathcal{U}$. This shows (b).

The condition (iii) follows directly from the fact that there are no oriented cycles in all of $\mathcal{C}$.
This finishes the proof that $G_2$ is a complete slice. Let $U_B$ be the corresponding slice module, and $A = \text{End}(U_B)$. According to 7.2, we know that $U_B$ is a tilting module, and $A$ is hereditary. Let $T_A = D(AU_B)$, then also $T_A$ is a tilting module, and $\text{End}(T_A) = B$. By construction of $U_B$, we know that $N_B$ is a direct summand of $U_B$, thus $\text{Hom}_B(N_B, AU_B)$ is a projective left $A$-module which obviously is also simple. Thus $I_A = D\text{Hom}_B(N_B, AU_B)$ is a simple injective right $A$-module. Finally note that

$$\text{Hom}_A(bT_A, I_A) = \text{Hom}_A(D(U_B), D\text{Hom}_B(N_B, AU_B))$$

$$\approx \text{Hom}_A(\text{Hom}_B(N_B, AU_B), AU_B) \approx N_B,$$

the first isomorphism being due to duality, the second follows from the fact that $N_B$ is a direct summand of $U_B$, and $A = \text{End}(U_B)$. This finishes the proof.

**Remark.** Using idempotents of $A$, we may reformulate the last assertion of the theorem as follows: Under the assumptions of the theorem, there exists a hereditary algebra $A$, a tilting module $T_A$, and a primitive idempotent $e$ of $A$ such that

$$B = \text{End}(T_A), \quad N_B = D(bTe).$$

Namely, let $P_A$ be the projective module with $P_A/\text{rad} P_A \approx \text{soc} I_A (= I_A)$, and let $e$ be a primitive idempotent of $A$ with $P_A \approx eA$. Then we have

$$\text{Hom}_A(bT_A, I_A) \approx D\text{Hom}_A(P_A, bT_A) \approx D\text{Hom}_A(eA, bT_A) \approx D(bTe).$$

**(8.3) Corollary.** Let $B$ be of finite representation type with an indecomposable sincere representation $N_B$. Then $B$ is a tilted algebra if and only if the Auslander-Reiten quiver of $B$ does not contain oriented cycles. Also, in this case, there exists a hereditary algebra $A$, a tilting module $T_A$, and a simple injective $A$-module $I_A$, such that $B = \text{End}(T_A)$, and $N_B = \text{Hom}(bT_A, I_A)$.

**Proof.** Since $B$ has an indecomposable sincere representation, $B$ is connected, thus the Auslander-Reiten quiver of $B$ is connected due to the fact that $B$ is of finite representation type. Now, if $B$ is a tilted algebra, then 7.1 and 8.1 show that there are no oriented cycles. Conversely, we use 8.2 in order to show that $B$ is a tilted algebra in case there are no oriented cycles in its Auslander-Reiten quiver. Namely, since $B$ is of finite representation type, any indecomposable module is either of the form $\tau^{-i}Q$ with $i \in \mathbb{N}$ and $Q$ indecomposable projective, or else $\tau$-periodic. But the existence of $\tau$-periodic modules would imply the existence of oriented cycles in the Auslander-Reiten quiver. The second assertion follows again from Theorem 8.2.

**(8.4) Theorem.** Let $B$ be a finite dimensional algebra of finite representation type, and assume the Auslander-Reiten quiver of $B$ has no oriented cycles. Let $N_B, N_B'$ be indecomposable $B$-modules. Then $\dim N_B = \dim N_B'$ implies $N_B \approx N_B'$.

**Proof.** Without loss of generality, we may assume that both $N_B$ and $N_B'$ are sincere. For, let $\widetilde{B} = B/E$ where $E$ is the twosided ideal of $B$ generated by all idempotents $e$ with $Ne = 0$. Then $N$ becomes a sincere $\widetilde{B}$-module, and, since $\dim N_B = \dim N_B'$, we know that $E$ also annihilates $N'$ and that also $N'$ is sincere as a $\widetilde{B}$-module. Obviously, with $B$ also $\widetilde{B}$ is of finite representation type. Also, an oriented cycle in the Auslander-Reiten quiver of $\widetilde{B}$ would give rise to an oriented cycle in the
Auslander-Reiten quiver of \( B \). According to 8.3, we know that \( B \) is a tilted algebra and \( N_B = \text{Hom}(bT_A, I_A) \) where \( T_A \) is a tilting module, \( B = \text{End}(T_A) \), and \( I_A \) is simple injective. Since \( \text{Hom}(bT_A, I_A) \neq 0 \) and \( I_A \) is simple, we see that \( I_A \) belongs to \( \mathfrak{N}(T_A) \), thus \( N_B = \text{Hom}(bT_A, I_A) \) belongs to \( \mathfrak{X} \), according to the Brenner-Butler theorem. Recall that according to 3.2, there exists an isometry \( f: G_0(A) \to G_0(B) \), such that for all \( A \)-modules \( M_A \)

\[ f(\dim M_A) = \dim \text{Hom}_A(bT_A, M_A) - \dim \text{Ext}_A(bT_A, M_A). \]

We claim that also \( N_B^e \) belongs to \( \mathfrak{X} \). [Otherwise, it would belong to \( \mathfrak{Y} \), thus \( N_B^e = \text{Ext}(bT_A, M_A) \) for some \( M_A \in \mathfrak{X}(T_A) \); thus

\[ \dim I_A = f^{-1} \dim N_B = f^{-1} \dim N_B^e = \dim M_A, \]

impossible.] This shows that \( N_B^e = \text{Hom}(bT_A, M_A) \) for some \( M_A \in \mathfrak{X}(T_A) \), and

\[ \dim M_A = f^{-1} \dim N_B^e = f^{-1} \dim N_B = \dim I_A. \]

However, this implies \( M_A \approx I_A \), and therefore \( N_B^e \approx N_B \).

**Remark.** This generalizes a recent result of Bautista [4]. Namely, we note that Bautista and Larrion [5] have given a sufficient condition for an algebra \( B \) in order that its Auslander-Reiten quiver has no oriented cycles. In particular, if \( B \) is a factor algebra of the path algebra of a quiver with underlying graph a tree, and is of finite representation type, then its Auslander-Reiten quiver has no oriented cycles.

(8.5) As another consequence of 8.2 we obtain the following useful result on indecomposable representations of algebras of finite representation type with Auslander-Reiten quiver without oriented cycles.

**Theorem.** Let \( C \) be a preprojective component of the Auslander-Reiten quiver of \( B \) and \( N \) a module in \( C \). Then:

(a) For \( e_1, e_2 \) primitive idempotents of \( B \), and \( b \in B \) the multiplication map \( (\cdot e_1 be_2): Ne_1 \to Ne_2, xe_1 \mapsto xe_1 be_2 \) is either a monomorphism, an epimorphism or zero.

(b) If \( N_B \) is sincere, then \( N_B \) is actually faithful.

**Proof.** Let \( \bar{B} = B/\text{Ann} N \). By 1.3 we know that the component of the Auslander-Reiten quiver of \( \bar{B} \) containing \( N \) again is preprojective, and in addition \( N_B \) is sincere. Thus we can assume from the beginning that \( N \) is a sincere \( B \)-module.

According to 8.2 and using the remark at the end of 8.2, there exists a hereditary algebra \( A \), a primitive idempotent \( e \) of \( A \), and a tilting module \( _AT \) such that \( B = \text{End}(AT) \), and \( N_B = eT_B \). If \( e_i \) is a primitive idempotent of \( B \), then \( _AT e_i \) is an indecomposable direct summand of \( _AT \), and for \( b \in B \), the multiplication map

\[ (\cdot e_1 be_2): Te_1 \to Te_2 \]

is an \( A \)-module homomorphism. It follows from 4.1 that this map is either a monomorphism, an epimorphism, or zero. Clearly, the same is true if we multiply both \( Te_1, Te_2 \) from the left by \( e \); this proves (a). Now assume, in addition, that \( N_B = eTe \) is sincere, thus \( Ne_i = eTe_i \) is nonzero for every primitive idempotent \( e_i \). If \( e_1 be_2 \neq 0 \), then the multiplication map \( (\cdot e_1 be_2) \) on \( Te_1 \) has to be a monomorphism.
or an epimorphism, thus also the restriction

\( (\cdot e_1 e_2) : e T e_1 \to e T e_2 \)

is a monomorphism or an epimorphism in particular: nonzero. As a consequence, \( N_B \) is faithful.

(8.6) A tilted algebra \( B \) has global dimension \( \leq 2 \), thus on \( G_0(B) \) there is defined the bilinear form \( \langle \cdot, \cdot \rangle \) with

\[ \langle \dim X, \dim Y \rangle = \dim_k \Hom(X, Y) - \dim_k \Ext^1(X, Y) + \dim_k \Ext^2(X, Y), \]

and correspondingly a quadratic form

\[ q(\dim X) = \langle \dim X, \dim X \rangle. \]

**Theorem.** Let \( B \) be a tilted algebra over an algebraically closed field \( k \) of finite representation type, and \( x \) a positive element in \( G_0(B) \). Then \( q(x) \geq 1 \) and there exists an indecomposable representation \( X \) with \( \dim X = x \) if and only if \( q(x) = 1 \).

**Proof.** If \( X \) is indecomposable, then \( \End(X) \) is a division ring, and \( \Ext^1(X, X) = 0, \Ext^2(X, X) = 0 \) since there are no oriented cycles in the Auslander-Reiten quiver of \( B \). Since \( k \) is algebraically closed, we even have \( \End(X) = k \), thus \( q(\dim X) = 1 \). Conversely, let \( x \) be a positive element in \( G_0(B) \). Choose a representation \( X \) with \( \dim X = x \), and \( \End(X) \) of smallest possible dimension. Assume \( \Ext^1(X, X) \neq 0 \). Since \( \Ext^1(X', X') = 0 \) for all indecomposable modules \( X' \), there exists a decomposition \( X = X' \oplus X'' \) with \( \Ext^1(X', X'') \neq 0 \). Let

\[ 0 \to X'' \to Y \to X' \to 0 \]

be a nonsplit exact sequence. Then \( \dim Y = \dim X = x \), and \( \dim \End(Y) < \dim \End(X') = \dim \End(X) \) (see [12]), contrary to the choice of \( X \). Thus \( \Ext^1(X, X) = 0 \). Since \( \dim \End(X) \geq 1, \dim \Ext^2(X, X) \geq 0 \), we see that \( q(x) = q(\dim X) \geq 1 \). In case \( q(x) = 1 \), we conclude that \( \End(X) = k \), thus \( X \) is indecomposable.

**Remark.** Note that the proof above also shows that for a fixed \( x \in G_0(B) \), with \( q(x) = 1 \), the variety of all representations of dimension type \( x \) is irreducible.

Namely there exists a unique indecomposable representation \( X \) with \( \dim X = x \), and if \( X' \) is decomposable with \( \dim X' = x \), then \( \Ext^1(X', X') \neq 0 \) shows that \( X' \) is a proper degeneration of some other module with smaller endomorphism ring, thus, by induction, a degeneration of \( X \).

Of course, if \( q(x) > 1 \), then the variety of all representations of dimension type \( x \) may be reducible, as the example

\[ 0 \to 0 \to 0, \quad \alpha \beta = 0, \quad x = (111) \]

shows.
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