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Abstract. In 1914 Pólya raised the problem of classifying the entire functions which together with all their derivatives have only real zeros. In earlier work Hellerstein and Williamson settled this problem for entire functions which are real on the real axis. We complete the classification in all cases and show that it is sufficient to consider the function and its first two derivatives.

Introduction. In [12 and 13], G. Pólya posed the problem of classifying all entire functions which have, along with all their derivatives, only real zeros. He conjectured that such a function must have one of the following forms:

\[ f(z) = Ae^{Bz}, \]
\[ f(z) = A(e^{icz} - e^{id}), \]
\[ f(z) = Az^{m}e^{-az^{2} + bz} \prod \left(1 - \frac{z}{a_{n}}\right)e^{z/a_{n}}, \]

where \( A \) and \( B \) are complex constants, \( a \geq 0, b, c, d \) and the \( a_{n} \) are real, \( \sum 1/a_{n}^{2} < \infty \) and \( m \) is a nonnegative integer.

In [10], B. Ja. Levin and I. V. Ostrovskii showed that if \( f \) is a real (i.e. real on the real axis) entire function with only real zeros satisfying the growth condition

\[ \limsup_{r \to \infty} \frac{\log \log M(r, f)}{r \log r} = +\infty, \]

then the zeros \( \{c_{n}\} \) of \( f'' \) satisfy

\[ \sum_{c_{n} \neq 0} |\text{Im}(1/c_{n})| = +\infty. \]

In particular, \( f'' \) has infinitely many nonreal zeros.

Pólya’s conjecture was completely affirmed for real entire functions by two of the present authors in [6 and 7], where the cases of functions of finite order, and of infinite order growth slower than that of (0.4), were successfully treated. These results coupled with those of Levin and Ostrovskii showed that if \( f, f', \) and \( f'' \) have only real zeros, and \( f \) is real entire, then \( f \) is in the Laguerre-Pólya class, i.e. of the form (0.3).
In this paper we affirm the general conjecture of Pólya in which no assumption of
reality is imposed on the function. We term a meromorphic function "strictly
nonreal" if it is not a constant multiple of a real meromorphic function. In view of
the preceding remarks we need only consider the class of strictly nonreal entire
functions. We remark that M. Ålander showed in 1923 [1] that if \( f \) is a strictly
nonreal entire function of finite order for which \( f, f', \) and \( f'' \) have only real zeros
then \( f \) is of the form (0.1) or (0.2) (a detailed proof appears in [6]). The infinite order
case has remained open until now. Partial results have been obtained by Edrei [3],
Levin and Ostrovskii [10], Hellerstein [5], and Hellerstein and Yang [9].

The proof that we shall present treats the finite order case along with the infinite
order case, so that we find no advantage in appealing to Ålander's result. Indeed,
our methods apply to strictly nonreal meromorphic functions which have only real
poles. Our main result is given by

**Theorem 1.** Let \( f \) be a strictly nonreal meromorphic function having only real poles.
Suppose \( f, f', \) and \( f'' \) have only real zeros. If \( f \) is entire, then \( f \) is of the form (0.1), (0.2),
or one of the two forms

\[
(0.6) \quad f(z) = A \exp(e^{i(cz + d)}),
\]
\[
(0.7) \quad f(z) = A \exp\{ K[i(cz + d) - \exp i(cz + d)]\},
\]

where \( A \) is a complex constant, \( c \) and \( d \) are real and

\[
(0.8) \quad -\infty < K \leq -1/4.
\]

If \( f \) has at least one pole, then \( f \) is one of the two forms

\[
(0.9) \quad f(z) = Ae^{-i(cz + d)}/\sin(cz + d),
\]
\[
(10.0) \quad f(z) = A \exp[-2i(cz + d) - 2\exp 2i(cz + d)]/\sin^2(cz + d),
\]

where \( A, c, \) and \( d \) are constants, \( c \) and \( d \) real.

It is not difficult to show that if \( f \) has one of the above forms, then \( f''' \) must have
some nonreal zeros. Theorem 1, therefore, combined with the results of Hellerstein
and Williamson, mentioned in our earlier discussion of the real entire case, implies
the following strong form of Pólya's conjecture.

**Theorem 2.** Let \( f \) be an entire function which has, along with its first three
derivatives, only real zeros. Then \( f \) is of the form (0.1), (0.2) or (0.3).

That functions of the form (0.6) have, along with their first two derivatives, no
nonreal zeros was remarked by Edrei [3]. Our analysis leads us naturally to Edrei's
example as well as to the unexpected class (0.7) and to the conclusion that the
functions of (0.6) and (0.7) are the only entire functions of infinite order with this
property.

Theorem 1 coupled with the remark following it shows that there are no strictly
nonreal, nonentire meromorphic functions \( f \) having only real poles for which
\( f, f', f'', f''' \) have only real zeros, and essentially only two such \( f \) for which \( f, f', f'' \)
have only real zeros. We are unable to classify the real meromorphic \( f \) with this latter
property, even under the assumption that all the poles are real. Results due to
Hellerstein and Williamson [8] and J. Rossi [14] show that if \( f \) is the reciprocal of a
real entire function with only real zeros and \( f', f'' \) have only real zeros then either
\[ f(z) = e^{az^2 + bz + c} \text{ or } f(z) = (Az + B)^{-n}; \quad a < 0, A \neq 0, b, B \text{ and } c \text{ are real constants} \]
and \( n \) is a positive integer.

1. Tsuji’s value distribution theory and some results of Levin and Ostrovskii. In addition to the classical value distribution theory of Nevanlinna we shall also require the less familiar half-plane theory of Tsuji. For a function meromorphic in the upper half-plane Tsuji [16] introduced the functionals

\[
m_0(r, f) = \frac{1}{2\pi} \int_{\sin^{-1}(r^{-1})}^{\pi - \sin^{-1}(r^{-1})} \left| f(r \sin \theta e^{i\theta}) \right| \frac{d\theta}{r \sin^2 \theta},
\]

and

\[
N_0(r, f) = \int_1^r \frac{n_0(t, \infty)}{t^2} dt = \sum_{1 < r_k < r} \left( \frac{\sin \varphi_k}{r_k} - \frac{1}{r} \right),
\]

where \( \{r_k e^{i\varphi_k}\} \) are the poles of \( f(z) \) and \( n_0(t, \infty) \) denotes the number of poles of \( f \) in the region \( \{ |z - it/2| < t/2, |z| > 1 \} \). Then the corresponding characteristic function for \( f \) is defined by

\[
T_0(r, f) = m_0(r, f) + N_0(r, f),
\]

which, as Tsuji showed, is an increasing function of \( r \).

The first fundamental theorem in the Tsuji setting takes the form

\[
m_0\left( r, \frac{1}{f - a} \right) + N_0\left( r, \frac{1}{f - a} \right) = T_0(r, f) + O(1) \quad (r \to \infty).
\]

The initial part of our proof is based on the work of Levin and Ostrovskii [10]. The Tsuji functionals are central to their proofs. As is often the case when applying Nevanlinna’s value distribution theory, the average smallness of the logarithmic derivative plays an important role. In the Tsuji format Levin and Ostrovskii [10, Lemma C] establish the following analogue of Nevanlinna’s classical lemma on the logarithmic derivative.

**Lemma A.** If \( f(z) \) is meromorphic in the half-plane \( \text{Im } z > 0 \), then

\[
m_0(r, f'/f) = O\left[ \log(r T_0(r, f)) \right],
\]

as \( r \to \infty \), except possibly for a set of \( r \)-values of finite measure.

As Levin and Ostrovskii observe, one can obtain the following analogue of a result of Hayman [4] by using the Tsuji functionals in place of the Nevanlinna functionals in both the statement and proof of Hayman’s theorem.

**Lemma B.** If \( f(z) \) is meromorphic in the half-plane \( \text{Im } z > 0 \) including a neighborhood of \( z = 0 \), then for integral \( l \geq 1 \),

\[
T_0(r, f) \leq \left( 2 + \frac{1}{l} \right) N_0\left( r, \frac{1}{f} \right) + \left( 2 + \frac{2}{l} \right) N_0\left( r, \frac{1}{f(l) - 1} \right) + O\left[ \log(r T_0(r, f)) \right],
\]

except possibly for a set of \( r \)-values of finite measure.
As Levin and Ostrovskii show in the same work [10, p. 332], the Tsuji $m_0$-functional and the more common average taken on semicircles centered at the origin are related by

**Lemma C.** If $f$ is meromorphic in $\text{Im} \, z > 0$, then

\[ \int_R^\infty \frac{m_0(r, f)}{r^3} \, dr \leq \int_R^\infty \frac{m_0(r, f)}{r^2} \, dr \quad (R \geq 1) \]

where

\[ m_0(r, f) = \frac{1}{2\pi} \int_0^\pi \log^+ |f(re^{i\theta})| \, d\theta . \]

Following the terminology in [10], we call any sequence $\{a_n\}$ of complex numbers satisfying $2a_n \geq 0$, $\text{Im}(1/a_n) < \infty$, an $A$-set.

The following result is implicit in [10, p. 333]. Since the proof is brief, we include it here.

**Lemma D.** Let $f(z)$ be meromorphic. If the zeros of $ff''$ and the poles of $f$ form an $A$-set, then

\[ T_0(r, f'/f) = O(\log r) . \]

**Proof.** Put $F = f/f'$. Then $F' = 1 - ff''/f'^2$. Since the zeros and poles of $f$ and the zeros of $ff''$ form $A$-sets, the same is true for the zeros of $F$ and the one values of $F'$. From (1.2) and the definition of an $A$-set it follows that $N_0(r, 1/F)$ and $N_0(r, 1/(F' - 1))$ are bounded. Applying Lemma B with $l = 1$ to $F$, we have $T_0(r, F) = O(\log r)$, outside a set of finite measure. The monotonicity of $T_0$ shows that we have this relation for all $r$. The proof is completed by referring to the First Fundamental Theorem (1.4).

2. The main lemma. Our proof of Theorem 1 is based on the following

**Lemma 1.** Let $f$ and $f'$ be strictly nonreal meromorphic functions with all their poles (if any) on the real axis. Suppose $f$, $f'$, and $f''$ have no nonreal zeros. Then

\[ f(z) = \frac{1}{2} e^{i (az + b)}, \quad f'(z) = \frac{1}{2} e^{i (az + b)}, \]

\[ f''(z) = \frac{1}{2} e^{i (Bz + a)}, \]

\[ g'(z) = h'(z) + 2a, \]

\[ \frac{h''}{h'}(z) + \frac{1}{2} h'(z) [\cot(az + b) - \cot(Az + B)] \]

\[ = a[\cot(az + b) + \cot(Az + B)], \]

where $h'$ and $g'$ are real entire functions of order at most one, having only real zeros; and $a, b, A$ and $B$ are real constants.

**Proof.** Since $f$ and $f'$ have only real zeros and poles

\[ f(z) = \frac{1}{2} e^{i (az + b)} \]
and

\[ f'(z) = \frac{f'(\bar{z})}{\bar{f}(\bar{z})} e^{ig(z)}, \]

where \( h \) and \( g \) are real entire functions.

From (2.5) we obtain

\[ \frac{f'(z)}{f}(z) = \frac{f'(\bar{z})}{\bar{f}(\bar{z})} + ih'(z), \]

and we observe that every zero of \( f'/f \) is also a zero of \( h' \).

Moreover, from (2.7), the fact that \( h' \) is entire, and the definitions of \( m_0 \) and \( T_0 \) we see that

\[ T_0(r, h') = m_0(r, h') \leq m_0\left(r, \frac{f'}{f}\right) + m_0\left(r, \frac{f'}{\bar{f}}(\bar{z})\right) + \log 2. \]

Since \( f \) and \( f'' \) have only real zeros, the zeros of \( ff'' \) form an \( A \)-set, and it follows readily from (2.8) and Lemma D that

\[ m_0(r, h') = O(\log r). \]

Repeating the above argument with \( z \) replaced by \(-z\) gives

\[ m_0(r, h'(-z)) = O(\log r). \]

From (2.9), (2.10) and Lemma C we deduce

\[ \int_{R}^{\infty} T(r, h') \frac{dr}{r^3} = \int_{R}^{\infty} m_0\left(r, \frac{f'}{f}\right) + m_0\left(r, \frac{f'}{\bar{f}}(\bar{z})\right) \frac{dr}{r^3} = O\left(\frac{\log R}{R}\right). \]

Recalling that \( T(r, h') \) is a nondecreasing function of \( r \), (2.11) yields

\[ T(r, h') = O(r \log r), \]

so that \( h' \) is of order at most one.

Since all the zeros of \( f'/f \) are zeros of \( h' \), the exponent of convergence of the zeros of \( f'/f \) cannot exceed one. Denote by \( \pi_1 \) the Hadamard canonical product of the zeros of \( f'/f \) and let

\[ G = \pi_1 f'/f. \]

Then \( G \) is entire and since \( \pi_1 \) is entire of order at most one, an easy estimate of \( m_0(r, \pi_1) \) from the definition (1.1) shows that \( T_0(r, \pi_1) = m_0(r, \pi_1) = O(r^\epsilon) \) for any \( \epsilon > 0 \). Combining these facts with the First Fundamental Theorem (1.4) and Lemma D, (2.13) gives us

\[ m_0(r, G) = T_0(r, G) \leq T_0(r, f/f') + T_0(r, \pi_1) + \log 2 \]

\[ \leq T_0(r, f'/f) + T_0(r, \pi_1) + O(1) \]

\[ = O(\log r) + O(r^\epsilon) = O(r^\epsilon), \]

for every \( \epsilon > 0 \). Thus the order of \( G \) is at most one. Let \( \pi_2 \) denote the canonical product of the zeros of \( G \). Then the Hadamard factorization of \( G \) takes the form

\[ G(z) = \pi_2(z) e^{-(pz+q)}, \]

where \( p \) and \( q \) are constants.
Substituting from (2.15) into (2.13) we get

\[(2.16) \frac{f'}{f}(z) = \frac{\pi_1}{\pi_2}(z)e^{pz+q}.\]

Since, by assumption, the zeros and poles of \(f\) and \(f'\) are real, we also have

\[(2.17) \frac{\pi_1}{\pi_2}(\bar{z}) = \frac{\pi_1}{\pi_2}(z).\]

Applying (2.16) and (2.17) in (2.7) gives

\[(2.18) \frac{\pi_1}{\pi_2}(z)e^{pz+q} = \frac{\pi_1}{\pi_2}(z)e^{\bar{p}z+\bar{q}} + ih'(z).\]

Solving for \(\pi_1/\pi_2\) in (2.18) and substituting into (2.16) we obtain (2.1) with 
\(a = \text{Im} p, b = \text{Im} q\). That \(h'\) has only real zeros is immediate from (2.1) and the reality of the zeros of \(f'\).

We now remark that in order to obtain (2.1) it was sufficient to know that \(f\) and \(f'\) have only real zeros and poles and that \(T_0(r, f'/f) = O(\log r)\). Since we already know from the hypothesis that \(f'\) and \(f''\) have only real zeros and poles, a repetition of the preceding argument would lead to (2.2) provided that we knew that \(T_0(r, f''/f') = O(\log r)\). To prove that this latter relation holds, we differentiate (2.1) logarithmically to get

\[(2.19) \frac{f''}{f'}(z) = \frac{f'}{f}(z) + \frac{h''}{h'}(z) + ia - a\cot(az + b).\]

Since \(h'\) and \(\sin(az + b)\) are entire functions of finite order with only real zeros, Lemma A implies that \(T_0(r, h''/h')\) and \(T_0(r, a\cot(az + b))\) are both \(O(\log r)\). Since this same bound holds for \(T_0(r, f''/f')\), it follows from (2.19) that

\[(2.20) T_0(r, f''/f') = O(\log r).\]

Having established (2.20), we may now assert that (2.2) holds for a suitable real entire function \(g'\) of order at most one, having only real zeros, and suitable real constants \(A\) and \(B\).

To prove (2.3) and (2.4), we differentiate (2.1) logarithmically and compare the result with (2.2) to get

\[(2.21) \frac{h''}{h'}(z) + \left(\frac{1}{2}h'(z) - a\right)\cot(az + b) + \left(\frac{1}{2}h'(z) + a\right)i = \frac{1}{2}g'(z)\cot(Az + B) + \frac{i}{2}g'(z).\]

Letting \(z\) be real, we equate real and imaginary parts in (2.21) to obtain the desired conclusions. This completes the proof of Lemma 1.

We remark that it is possible that \(f\) is strictly nonreal, but \(f'\) is not. In that case \(f''/f'\) is real on the real axis, and (2.1) and (2.19), which still hold, imply \(h'(z) = -2a\).

Substituting this in (2.1) and integrating, we see that \(f\) is of the form (0.9).

3. Restrictions on the constants \(a\) and \(A\) in Lemma 1 and the possible forms of \(f\).

We proceed to show that the constants \(a\) and \(A\) in Lemma 1 are severely restricted. In fact, we shall prove that the only possible values of these constants are (1) \(a = 0,\)
(2) $A = 0$, (3) $a/A = 1, 2, \text{ or } 3$. Once these restrictions are established we determine the possible forms of $f$ by a straightforward integration. Our proof of the limitations on $a$ and $A$ is accomplished in a sequence of lemmas.

We begin with the simplest case, $a = 0$.

**Lemma 2.** If $f$ satisfies the hypothesis of Lemma 1 and $a = 0$ in (2.1), then

$$f(z) = K_1 e^{K_2 z},$$

where $K_1$ and $K_2$ are constants, $K_2$ nonreal.

**Proof.** With $a = 0$, (2.1) and (2.4) take the form

$$f'(z) = \frac{1}{2} \frac{h'(z)}{\sin b} e^{ib}$$

and

$$\left( \frac{1}{h'} \right)'(z) = \frac{1}{2} \left[ \cot b - \cot(Az + B) \right].$$

Consideration of the multiplicity of a possible pole for the two sides of (3.3) shows that neither side can have any poles, so that $A = 0$ and $(1/h')'$ is constant. Since $h'$ is entire, we must have $h' = K$, a constant. Integrating (3.2) with $h' = K$ gives (3.1).

We next consider the case $a \neq 0$ and $A = 0$.

**Lemma 3.** Suppose $f$ satisfies the hypothesis of Lemma 1. If $a \neq 0$ in (2.1) and $A = 0$ in (2.2), then for some constant $K$

$$f(z) = K \sin(az + b) e^{i(az+b)}.$$

**Proof.** If $A = 0$, (2.4) becomes

$$\frac{h''}{h'} + \frac{1}{2} h' [\cot(az + b) - \cot B] = a [\cot(az + b) + \cot B].$$

Since $h'$ is real entire with only real zeros of order at most one, consideration of the Hadamard factorization of $h'$ shows that as $y \to \infty$, $|(h''/h')(iy)| = o(|y|)$ (cf. [6, Lemma 4]) and that if $h'$ has at least one zero, $|h'(iy)| \geq O(|y|)$. Since

$$\cot(ay + b) \to \pm i \quad \text{as } y \to \infty$$

and $\cot B$ is real, we see that (3.5) is impossible unless $h'$ has no zeros. Since $h'$ is real entire of order $\leq 1$ and is also zero free, $h'(z) = e^{az + \beta}$, with $a$ and $\beta$ real. Comparing residues in (3.5) we require that $h' = 2a$ at each zero of $\sin(az + b)$. Hence $a = 0$ and $h'(z) = e^{\beta} = 2a$ is necessary for (3.5) to hold. Substituting into (2.1) for $h'$ gives

$$f'(z) = \frac{ae^{i(az+b)}}{\sin(az+b)} = a \cot(az + b) + ai.$$

Integrating (3.6) we obtain (3.4).

Having disposed of the cases $a = 0$ and $A = 0$, we assume from this point on that $a \neq 0$ and $A \neq 0$. Since a real affine transformation on $z$ does not affect the hypothesis of Lemma 1, it is sufficient to treat only the functions $f$ for which $A = 1$ and $B = 0$. We shall refer to such $f$ as "normalized". Since we have shown that if $a = 0$ then $A = 0$, we have $a \neq 0$ for normalized $f$. 
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Lemma 4. If $f$ satisfies the hypothesis of Lemma 1 and is normalized, then $a$ is a positive integer.

Proof. We first show that $a > 0$. Consider (2.4) with $A = 1$ and $B = 0$. Suppose $a < 0$. Using the growth properties of $h'(iy)$ and $(h''/h')(iy)$ together with the fact that $\cot(ay + b) - \cot(ay) \to 2i$ as $y \to +\infty$ if $a < 0$, while $\cot(ay + b) + \cot(ay) \to 0$, we see that (2.4) is impossible. Since $a \neq 0$, we must have $a > 0$.

To prove that $a$ is an integer we again take $A = 1$ and $B = 0$, and we divide by $h'$ in (2.4). This gives us the linear first order differential equation in $1/h'$,

$$\tag{3.7} \frac{1}{h'} + a[\cot(az + b) + \cot z](1/h') = \frac{1}{2}[\cot(az + b) - \cot z].$$

By the standard application of an integrating factor we find that for $0 < \epsilon < z < \pi$,

$$\tag{3.8} (1/h'(z))\sin^2 z \sin(az + b) - (1/h'(\epsilon))\sin^2 \epsilon \sin(\epsilon a + b)$$

$$= -\frac{1}{2} \int_\epsilon^z \sin[(a - 1)t + b]\sin^{a-1} t \, dt.$$

Let

$$\tag{3.9} H(z) = \frac{\sin^2 z \sin(az + b)}{h'(z)}, \quad 0 < \epsilon < z < \pi.$$

Since $a > 0$ the integral in (3.8) has a finite limit as $\epsilon \to 0$ or as $z \to \pi$, so that $H(z)$ has a continuous extension to the closed interval $[0, \pi]$.

Now suppose $a$ is not an integer. Since $h'$ is entire and $H$ has a finite limit as $\epsilon \to 0$ or as $z \to \pi$, it is easily seen that

$$\tag{3.10} H(0) = H(\pi) = 0.$$

From (3.8), (3.9), and (3.10), we obtain

$$\tag{3.11} \int_0^\pi \sin[(a - 1)t + b]\sin^{a-1} t \, dt = 0.$$

We next consider (3.7) on the interval $(\pi, 2\pi)$, with $a > 0$ and again nonintegral. Letting $\xi = z - \pi$ and $h(\xi) = h(\xi + \pi)$, (3.7) becomes

$$\tag{3.12} \left(\frac{1}{h'}\right)' + a[\cot(\xi a + a\pi + b) + \cot \xi] \frac{1}{h'} = \frac{1}{2}[\cot(\xi a + a\pi + b) - \cot \xi].$$

Proceeding exactly as we did for the equation (3.7), with the obvious integrating factor on $(0, \pi)$, an identical reasoning leads to the integral relation

$$\tag{3.13} \int_0^\pi \sin[(a - 1)t + a\pi + b]\sin^{a-1} t \, dt = 0.$$

From (3.11) and (3.13) we obtain

$$\tag{3.14} \sin(a\pi) \int_0^\pi \cos[(a - 1)t + b]\sin^{a-1} t \, dt = 0.$$

To complete our proof, we appeal to the formula [11, p. 158] (originally due to Cauchy [2, pp. 41–89])

$$\tag{3.15} \int_0^\pi \sin[(a - 1)t + b] \, dt = \frac{\pi}{2^{a-1}} a[(a-1)/2+b] \neq 0.$$
For (3.11) and (3.15) to hold, the real part of the integral in (3.15) cannot vanish, and (3.14) implies that \( \sin a\pi = 0 \), i.e. \( a \) is an integer.

**Lemma 5.** If \( f \) satisfies the hypothesis of Lemma 1, and is normalized, then \( a = 1, 2, \) or 3.

**Proof.** By Lemma 4, \( a \) is a positive integer. Returning to the equations (3.7)–(3.9), we again observe from (3.8) that \( H \) has a finite limit as \( e \to 0 \) or as \( z \to \pi \) and therefore extends continuously to \([0, \pi]\), but that (3.10) need not hold. From (3.8) and (3.9) we do have for \( 0 \leq z \leq \pi \),

\[
H(z) - H(0) = -\frac{1}{2} \int_0^z \sin[(a - 1)t + b] \sin^{a-1} t \, dt.
\]

Since \( a \) is a positive integer, (3.16) shows that \( H \) extends to an entire function, and (3.9) holds for all complex \( z \). The relations (3.9) and (3.16) imply that \( H \) is real entire of exponential type with only real zeros, so that \( H \) is in the Laguerre-Pólya class (i.e. can be factored in the form (0.3)).

Suppose \( a > 2 \). Then (3.16) implies that for each integral value of \( n \), \( H'(n\pi) \) vanishes with multiplicity exceeding one. We proceed to show that \( a = 3 \). By a classical theorem of Laguerre [15, p. 266] the zeros of \( H' \) which are not also zeros of \( H \) are simple and are separated by the zeros of \( H \). Therefore, if \( a > 2 \),

\[
H(n\pi) = 0, \quad n = 0, \pm 1, \pm 2, \ldots
\]

From (3.16), (3.17), and the formula of Cauchy (3.15) we deduce that

\[
0 = H(\pi) = \frac{\pi}{2a-1} \sin \left[ \frac{\pi}{2} (a - 1) + b \right].
\]

Since \( a > 2 \) is an integer (3.18) implies that

\[
b \equiv \frac{\pi}{2} \text{ mod } \pi \quad \text{for } a \text{ even}, \quad a \geq 4,
\]

\[
b \equiv 0 \text{ mod } \pi \quad \text{for } a \text{ odd}, \quad a \geq 3.
\]

We first consider the case \( a > 2 \) with \( a \) odd. Then \( H(0) = 0 \) and from (3.16) and (3.19) we have

\[
H(z) = \frac{-\cos b}{2} \int_0^z \sin^{a-1} t \sin(a - 1) t \, dt \quad (b \equiv 0 \text{ mod } \pi).
\]

With \( a > 2 \) odd it is clear from (3.20) that \( H \) is periodic of period \( \pi \). By the theorem of Laguerre referred to above, the zeros of \( H' \) which are not also zeros of \( H \) must interlace with the zeros of \( H \). Now \( H(n\pi) = 0 \) and (3.9) implies all other zeros of \( H \) are located at zeros of \( \sin az \). In addition, (3.20) implies that \( H' \) has zeros at the zeros of \( \sin z \) and \( \sin(a - 1)z \). Therefore, it follows that on the interval \( J = \{ z : -\pi/(a - 1) \leq z \leq (a - 2)\pi/(a - 1) \} \),

\[
H\left(j\pi/a\right) = 0 \quad (j = 0, j = 2, 3, \ldots, a - 2),
\]

and that \( H \) vanishes at no other points of \( J \). Since \( H \) is real entire of exponential type with only real zeros and periodic of period \( \pi \), we deduce from (3.21) and the fact that \( H \) has a zero of multiplicity \((a + 1)\) at \( z = 0 \), together with a simple growth argument that

\[
H(z) = C \sin^a z \sin az / \sin \left( z + \frac{\pi}{a} \right) \sin \left( z - \frac{\pi}{a} \right) \quad (C \neq 0 \text{ a real constant}).
\]
Substituting into (3.9) we obtain

\[(3.23) \quad h'(z) = K \sin \left( z + \frac{\pi}{a} \right) \sin \left( z - \frac{\pi}{a} \right) \quad (K \neq 0 \text{ a real constant}).\]

With \(a\) still odd, we now suppose further that \(a > 3\). Returning to (2.4) with \(A = 1, B = 0,\) and \(b \equiv 0 \mod \pi,\) a calculation of residues at \(z = j\pi/a,\) with \(j = 2, 3, \ldots, a - 2,\) gives

\[(3.24) \quad h'(j\pi/a) = 2a \quad (j = 2, 3, \ldots, a - 2).\]

However, from (3.23) we find that on the interval \(0 < z < \pi\) \(h''(z) = 0\) only for \(z = \pi/2,\) so that Rolle's theorem applied to \(h'(z) - 2a\) implies that (3.24) can only hold for at most two values of \(j.\) Hence \(a \leq 5.\) If \(a = 5,\) explicit integration of (3.20) gives a function with a zero not among the zeros of \(\sin 5z.\) Thus \(a \neq 5.\)

We remark that we may still have \(a = 3,\) and that in this case, (3.19) still gives \(b \equiv 0 \mod \pi.\)

For \(a > 2\) even, we proceed in a similar fashion. From (3.16), (3.17), and (3.19) we have

\[(3.25) \quad H(z) = -\frac{1}{2} \sin b \int_0^z \sin^{a-1} t \cos(a-1)t \, dt \quad (b \equiv \frac{\pi}{2} \mod \pi).\]

Thus \(H\) is periodic with period \(\pi.\) Since \(H\) is real entire of exponential type and by (3.9) and (3.19) has all its zeros among the zeros of \(\sin^a z \cos az,\) \(H\) is in the Laguerre-Pólya class. In this case we consider the real closed interval from \(-\pi/2a\) to \((2a - 1)\pi/2a.\) An argument analogous to that in the odd case shows that on \(J, H\) vanishes exactly at the points \(z = 0\) and \(z = -\pi/2a + j\pi/a, j = 2, 3, \ldots, a - 1,\) and that

\[(3.26) \quad h'(z) = K \sin \left( z + \frac{\pi}{2a} \right) \sin \left( z - \frac{\pi}{2a} \right) \quad (K \neq 0 \text{ a real constant}).\]

Substituting from (3.26) into (2.4) with \(a\) even, \(b \equiv \pi/2 \mod \pi, A = 1\) and \(B = 0,\) and arguing as we did in the case when \(a\) is odd, we conclude that if \(a\) is even it cannot exceed 2.

4. Proof of the theorems.

**Proof of Theorem 1.** If \(f\) is strictly nonreal, but \(f'\) is not, then by the remark made after the proof of Lemma 1, \(f\) is of the form (0.9). Thus in the remainder of the proof we shall assume that \(f\) and \(f'\) are strictly nonreal so that Lemmas 1–5 hold. From Lemma 5 it follows that if \(f\) satisfies the hypothesis of Theorem 1 and is normalized then in (2.1) \(a = 1, 2,\) or 3. In all of these instances, with \(H\) defined by (3.9), the considerations at the beginning of the proof of Lemma 5 show that \(H\) is in the Laguerre-Pólya class with \(H\) representable by (3.16).

If \(a = 3,\) the subsequent argument in the proof of Lemma 5 shows that in (3.16) we also have \(H(0) = 0\) and \(b \equiv 0 \mod \pi,\) so that upon integrating we obtain

\[(4.1) \quad H(z) = \frac{-\cos b}{4} \sin^4 z \quad (b \equiv 0 \mod \pi).\]

Substituting from (4.1) into (3.9) with \(a = 3\) gives

\[(4.2) \quad h'(z) = 4 \sin 3z / \sin z.\]
Further substitution from (4.2) into (2.1), (2.3), and (2.2) with \( a = 3, \) and \( b \equiv 0 \mod \pi, A = 1, \) and \( B = 0 \) yields

\[
\frac{f'}{f}(z) = -2e^{3iz}/\sin z
\]

and

\[
\frac{f''}{f'}(z) = (3 \sin z - 2 \sin 3z)e^{iz}/\sin^2 z = (1 - 4 \cos 2z)e^{iz}/\sin z.
\]

From (4.3) and (4.4) we see that \( f' \) and \( f'' \) have only real zeros. Integration of (4.3) leads to

\[
f(z) = Ce^{-2iz}\exp(-2e^{2iz})/\sin^2 z \quad (C \text{ a complex constant}),
\]

which upon removing the normalization is equivalent to (0.10).

If \( a = 1 \) or \( 2, \) the proof of Lemma 5 gives no immediate information concerning the values of \( H(0) \) and \( b \) in (3.16). For each of these cases we begin with (3.16) and argue directly.

When \( a = 1, \) we integrate (3.16) and obtain

\[
H(z) = -\frac{1}{2}(\sin b)z + H(0) = c_1z + c_2,
\]

where \( c_1 \) and \( c_2 \) do not both vanish. Substituting from (4.6) into (3.9) with \( a = 1, \) we find that

\[
h'(z) = \frac{\sin z \sin(z + b)}{c_1z + c_2}.
\]

Recalling that \( g' \) defined by (2.2) has only real zeros, (2.3) together with (4.7) imply that

\[
G(z) = \sin z \sin(z + b) + 2c_1z + 2c_2
\]

has only real zeros. If \( c_1 \neq 0, \) then \( G \) would have only finitely many zeros, since \( |G(z)| \to \infty \) as \( |z| \to \infty \) along the real axis. But \( G \) is of finite order so that it would also follow (e.g. from the Hadamard factorization of \( G \)) that \( G'' \) would have only finitely many zeros. However, \( G''(z) = 2\cos(2z + b) \) has infinitely many zeros. Thus \( c_1 = -\sin b = 0, \) and (4.7) becomes

\[
h'(z) = c \sin^2 z \quad (c \neq 0 \text{ a real constant}).
\]

From (4.8) and (2.3) we now have

\[
g'(z) = c \sin^2 z + 2.
\]

Since \( g' \) has only real zeros, (4.9) implies that

\[
c \leq -2.
\]

Substituting from (4.8) into (2.1) with \( a = 1 \) and \( b \equiv 0 \mod \pi \) and integrating, we obtain

\[
f(z) = C\exp\left\{\frac{c}{8} [2iz - \exp(2iz)]\right\}
\]

\((C \neq 0 \text{ a complex constant and } c \leq -2).\)
Allowing $z$ to undergo a real affine transformation, putting $K = c/8$ and recalling (4.10), we find that $f$ is of the form (0.7) with $K$ subject to (0.8).

When $a = 2$, integrating (3.16) gives

\[
H(z) = \frac{1}{8} \sin(2z + b) - \frac{1}{4}(\cos b)z - \frac{1}{8} \sin b + H(0) = \frac{1}{8} \sin(2z + b) + c_3z + c_4.
\]

Since (3.9) implies that $H$ has only real zeros, an argument identical to the one used in the case $a = 1$ to deduce that $c_1 = 0$ in (4.7) shows that $c_3 = 0$, so that $b \equiv \pi/2 \pmod{\pi}$. It follows then from (3.9) and (4.12) that

\[
h'(z) = \frac{8 \sin^2 z \cos 2z}{\cos 2z + c}.
\]

In order that $h'$ be entire the constant $c$ can only have the values 0 or $-1$. If $c = 0$, combining (4.13) and (2.3) with $a = 2$ gives $g'(z) = 8 \sin^2 z + 4$. Since the zeros of $g'$ are required to be real, we cannot have $c = 0$.

For $c = -1$, (4.13) may be expressed as

\[
h'(z) = -4 \cos 2z.
\]

Substituting from (4.14) into (2.1) with $a = 2$ and $b \equiv \pi/2 \pmod{\pi}$ we find that

\[
f(z) = C \exp(-e^{2iz}) \quad (C \text{ a complex constant}),
\]

which, allowing for a real affine transformation, is equivalent to (0.6).

Recalling Lemmas 2 and 3, we may now conclude that if $f$ is strictly nonreal and $f, f', f''$ have only real zeros, then $f$ is of the form (0.1), (0.2), (0.6) or (0.7) if $f$ is entire, and that $f$ is of the form (0.9) or (0.10) if $f$ is meromorphic but not entire and all its poles are real. This completes the proof of Theorem 1.

**Proof of Theorem 2.** To see that Theorem 2 is a consequence of Theorem 1, we observe that if $f$ is of the form (0.6) or (0.7) then $f'$, and hence $f''$, is of infinite order. It then follows that $f'$ is neither of the form (0.6) or (0.7). Thus we cannot have $f', f'', f'''$ with only real zeros if $f$ is strictly nonreal with no nonreal zeros unless $f$ is of the form (0.1) or (0.2). By direct consideration of $f'''/f''$ it may in fact be shown that $f'''$ has infinitely many nonreal zeros and no real zeros.

We remark that if $f$ is of the form (0.9), an easy computation shows that $f'''$ has only nonreal zeros. If $f$ is of the form (0.10), a computation shows that the poles of $f'$ are of multiplicity three, so that $f'$ is not of the form (0.10). Thus, $f'''$ has nonreal zeros in this case also.
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