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Abstract. This paper will prove that a bounded homogeneous domain is symmetric if and only if, in the Bergman metric, all sectional curvatures are nonpositive.

Introduction. It is well known that a bounded symmetric domain has nonpositive sectional curvature in the Bergman metric. This paper is devoted to the converse, namely, that a bounded homogeneous domain (equivalently, homogeneous Siegel domain) which has nonpositive sectional curvature in the Bergman metric must be a symmetric domain. The proof uses the techniques of normal j-algebras [13], as well as results of Vinberg [16, 17], the first author [1–3], and, indirectly, Dorfmeister [5, 6]. The body of the paper is in two sections. In the first, we derive certain relations between the dimensions of the root spaces in an irreducible normal j-algebra, which, in the presence of the additional curvature assumption, show the equality of the dimensions of all root spaces corresponding to certain roots for which no multiple is a root and the equality of the dimensions of all root spaces corresponding to roots which are half of another root. In the second section, we show that the first dimension result implies that the cone of the corresponding Siegel domain is self-dual while the two dimension results together imply that the domain is quasi-symmetric. The proof is then finished because [3] a quasi-symmetric domain with nonpositive sectional curvature in the Bergman metric is known to be symmetric. We remark that some of the subsidiary results mentioned above are not essentially new. However, for consistency of presentation, it is necessary to have them in the language of normal j-algebras and for that reason they are included. There is also overlap here with work of Zelow (Lundquist) [21].

1. Throughout this paper, (s, j) will denote a normal j-algebra with admissible form ω. This means that s is a finite dimensional real split solvable Lie algebra with almost complex structure j: s → s such that [X, Y] + j[jX, Y] + j[X, jY] = [jX, jY] and ω is a linear form on s such that the bilinear form ω([X, Y]) is symmetric, positive-definite, and j-invariant (note that the assumption that s is real split was incorrectly omitted in [2]). Let η = [s, s] and let a be the orthogonal complement of η in s. By the basic structure theorem of Pyatetskii-Shapiro [13], a is a commutative
subalgebra and $g$ can be written as the orthogonal (cf. [1]) direct sum of the root spaces $g_\alpha = \{X \in g: [H, X] = \alpha(H)X, H \in g\}$. If $\alpha_1, \ldots, \alpha_R$ are the roots whose root spaces are mapped into $g$ by $j$, then $R = \dim g$, the roots $\alpha_1, \ldots, \alpha_R$ are linearly independent, and, with proper labelling, all roots are of the form $\frac{1}{2}(\alpha_m \pm \alpha_n), 1 \leq m < n \leq R$. Further, $j_n g_{\alpha/2} = g_{\alpha/2}$ and $j_n g_{(\alpha_1+\alpha_n)/2} = g_{(\alpha_1+\alpha_n)/2}, m < n$ (note the misprint on this relation in [2]). Since each root space $g_{\alpha/2}$ is one dimensional, we can once and for all fix $X_k \in g_{\alpha/2}$ so that $\alpha_k(a)X_k = \alpha_k(X_k)$. We also need the following nondegeneracy condition, proved as part of the structure theorem by Pyatetskii-Shapiro [13].

(1) $[X, Z]$ is nonzero for nonzero $X \in g_{(\alpha_1-\alpha_l)/2}$ and nonzero

$$Z \in g_{\alpha/2} + \sum_{l \geq 1} g_{(\alpha_1-\alpha_l)/2}.$$ 

If $S$ is a connected, simply-connected, Lie group with Lie algebra $g$, then $\langle , \rangle$ induces a left invariant Riemannian metric (also denoted $\langle , \rangle$) on $S$ which is Kähler with respect to the left invariant complex structure induced by $j$. The associated Levi-Civita connection $\nabla$ is computed by

$$2\langle \nabla_X Y, Z \rangle = \langle [\nabla_X, Y], Z \rangle + \langle [Z, X], Y \rangle + \langle [Z, Y], X \rangle, \quad X, Y, Z \in g.$$ 

In computing sectional curvatures, we will use

$$\langle R(Y, Z)Z, Y \rangle = -\langle \nabla_Z Z, \nabla_Y Y \rangle + \langle \nabla_Y Z, \nabla_Z Y \rangle$$

(3)

$$-\langle \nabla_{[Y, Z]} Z, Y \rangle, \quad Y, Z \in g.$$ 

**Proposition 1.** Let $(g, j)$ be a normal $j$-algebra.

(1.1) If $g_{(\alpha_1-\alpha_l)/2} \neq 0$, then $\dim g_{\alpha/2} \leq \dim g_{(\alpha_1-\alpha_k)/2}$ for $k < l$ and $\dim g_{(\alpha_1-\alpha_m)/2} \leq \dim g_{(\alpha_1-\alpha_k)/2}$ for $k < l < m$.

(1.2) If $g_{(\alpha_1-\alpha_m)/2} \neq 0$, then $\dim g_{(\alpha_1-\alpha_k)/2} \leq \dim g_{(\alpha_1-\alpha_k)/2}$ for $k < l < m$. If in addition, the sectional curvature of the left invariant metric induced by $\langle , \rangle$ is nonpositive, then here we have equality of dimensions.

**Proof.** The inequalities are easy applications of (1). For example, (1.1) follows by picking any nonzero $X \in g_{(\alpha_1-\alpha_l)/2}$ and considering the injections

$$\text{ad } X: g_{\alpha/2} \rightarrow g_{(\alpha_1-\alpha_l)/2},$$

$$\text{ad } X: g_{(\alpha_1-\alpha_m)/2} \rightarrow g_{(\alpha_1-\alpha_k)/2}$$

and the inequality in (1.2) follows by picking any nonzero $Z \in g_{(\alpha_1-\alpha_m)/2}$ and considering the injection

$$\text{ad } Z: g_{(\alpha_1-\alpha_l)/2} \rightarrow g_{(\alpha_1-\alpha_k)/2}.$$ 

To prove equality in (1.2), consider any nonzero $Y \in g_{(\alpha_1+\alpha_m)/2}$ and compute the sectional curvature determined by $Y$ and $Z$ using (3). Note that expressions such as $[[Y, Z], Z]$ and $[Y, [Y, Z]]$ vanish because they would lie in root spaces corresponding
to unallowed roots. Computing covariant derivatives from (2), one has

\[ 2 \langle \nabla_v \nabla_y Z, Y \rangle = \langle \nabla_Y Z, Y \rangle + \langle \nabla_Z Z, Y \rangle + \langle \nabla_Z Y, Y \rangle = \|Y\|^2, \]

\[ \langle \nabla_Y Z, \nabla_Z Y \rangle = \|\nabla_Y Z\|^2 + \frac{1}{2} \langle \langle Y, Z \rangle, [Z, Y] \rangle + \langle [[Z, Y], Y], Z \rangle + \langle [[Z, Y], Z], Y \rangle = \|\nabla_Y Z\|^2 - \frac{1}{2} \|\langle Y, Z \rangle\|^2. \]

Finally, as in [1], for any root \( a \), we may define \( Ha \in a \) so that \( \langle H_a, H \rangle = \alpha(H) \), \( H \in q \). Then for any \( V \in n \), (2) implies \( \nabla_v V = \langle V, V \rangle H_a \). Further,

\[ H_a = \frac{jX_k}{\alpha(X_k)}, \quad \langle X_k, X_k \rangle = \alpha(X_k). \]

Thus

\[ \langle \nabla_Y Y, \nabla_Z Z \rangle = -\frac{1}{4} \|Y\|^2 \|Z\|^2 \frac{1}{\alpha(X_m)} - \|\nabla_Y Z\|^2. \]

Using (3), we get

\[ \langle R(Y, Z)Z, Y \rangle = -\frac{1}{4} \|Y\|^2 \|Z\|^2 \frac{1}{\alpha(X_m)} + \|\nabla_Y Z\|^2 - \|\langle Y, Z \rangle\|^2. \]

Assuming nonpositive sectional curvature, we have \( [Y, Z] \neq 0 \). Thus we have the injection

\[ \text{ad } Z: \eta_{(e_k+e_m)/2} \to \eta_{(e_k+e_m)/2} \]

and

\[ \dim \eta_{(e_k-e_m)/2} \leq \dim \eta_{(e_k+e_m)/2} = \dim \eta_{(e_k+e_m)/2} = \dim \eta_{(e_k-e_m)/2}. \]

**Remark.** With the notation of the preceding proposition, it is easy to see that \( \nabla_Y Z \) must be in \( \eta_{(e_k+e_m)/2} \) from which it follows that \( \nabla_Y Z = \frac{1}{2} \langle Y, Z \rangle \). Thus we have the relation

\[ \langle R(Y, Z)Z, Y \rangle = -\frac{1}{4} \|Y\|^2 \|Z\|^2 \frac{1}{\alpha(X_m)} - \frac{3}{4} \|\langle Y, Z \rangle\|^2 \]

which is interesting since the norms involved depend only on \( \alpha(X_k) \) and \( \alpha(X_i) \).

We now introduce notation which will be used throughout this paper, namely

\[ n_{ki} = \dim \eta_{(e_k+e_i)/2}, \quad n_k = \dim \eta_{e_k/2}. \]

We emphasize that the dimensions here are over the reals and we allow the possibility that some of these dimensions are zero. Also, we must recall two results proved in [1, 2]:
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(5) If \( \frac{1}{2}(\varepsilon_k + \varepsilon_l) \) is a root (i.e., \( n_{kl} \neq 0 \)) for some pair of indices \( k < l \) and the sectional curvature of the left invariant metric induced by \( \langle , \rangle \) is nonpositive, then \( \omega(X_k) \leq \omega(X_l) \).

(6) The metric induced by \( \langle , \rangle \) is Einstein if and only if

\[
\omega(X_m) = c\left( 1 + \frac{1}{4} n_m + \frac{1}{2} \sum_{i<m} n_{im} + \frac{1}{2} \sum_{n=m} n_{nm} \right)
\]

for some positive constant \( c \).

Note that the Bergman metric on a bounded homogeneous domain (equivalently, homogeneous Siegel domain) is Einstein and by results of Pyatetskii-Shapiro and Vinberg, every bounded homogeneous domain with Bergman metric will be holomorphically isometric to a connected, simply-connected, split solvable Lie group \( S \) with left invariant complex structure and metric of the type we are considering. Hence the Bergman metric will be equivalent to a metric on \( S \) defined by the equation in (6).

From now on, it will be convenient to assume that the domains we consider are irreducible. Since properties such as being symmetric or having nonpositive sectional curvature in the Bergman metric hold for a domain if and only if they hold for each irreducible factor, this is not a real restriction. If the domain is irreducible, then it is easy to see that the corresponding normal \( j \)-algebra is also irreducible in the sense that it cannot be decomposed as a sum of \( j \)-invariant ideals. It is in this form that the irreducibility assumption will be used.

**Proposition 2.** Let \( (\mathfrak{g}, j) \) be an irreducible normal \( j \)-algebra and suppose the metric induced by \( \langle , \rangle \) is Einstein with nonpositive sectional curvature. Then there are constants \( a \) and \( b \) such that

\[
n_i = a, \quad 1 \leq i \leq R; \quad n_{kl} = b, \quad 1 \leq k < l \leq R.
\]

In particular, \( \omega(X_i) \) is a constant, independent of \( i = 1, \ldots, R \).

**Proof.** The case \( R = 1 \) is trivial so assume \( R > 1 \).

We will first show that if \( n_{iR} = 0 \) for some \( i = 1, \ldots, R - 1 \), then \( \mathfrak{g} \) is reducible, contrary to assumption. Clearly, if \( n_{iR} = 0 \) for all \( i < R \), then \( \mathfrak{g} \) would decompose into two \( j \)-invariant ideals, one involving just the root \( \varepsilon_R \) and the other the roots \( \varepsilon_1, \ldots, \varepsilon_{R-1} \). Thus the set \( I \) consisting of all indices \( i < R \) for which \( n_{iR} \neq 0 \) is non-empty. By Proposition 1, \( n_{iR} \neq 0 \) implies

\[
n_i \geq n_{R}, \quad n_{hi} = n_{hR}, \quad i \in I, \quad h < i.
\]

For \( h < i \) with nonzero \( n_{hR}, n_{iR} \), we have \( n_{hi} = n_{hR} \neq 0 \) and Proposition 1 gives

\[
n_{hi} = n_{hR} \geq n_{iR}, \quad h, i \in I, \quad h < i.
\]

Let \( \bar{I} \) be the complement of \( I \) in \( \{1, \ldots, R - 1\} \). We will use Greek letters \( \alpha, \beta \) for indices in \( I \) and Roman letters \( h, i, j \) for indices in \( I \). From (7), we have

\[
n_{\alpha i} = 0, \quad \alpha \in \bar{I}, \quad i \in I, \quad \alpha < i.
\]
Fix an index $i \in I$. Using (5), (6), and (9), the relation $\alpha(X_i) \leq \alpha(X_R)$ becomes

$$\frac{1}{2} n_i + \sum_{k \leq i} n_{ki} + \sum_{\beta \geq i} n_{i\beta} + \sum_{j \geq i} n_{ij} + n_{iR} \leq \frac{1}{2} n_R + \sum_{k \leq R} n_{kR}$$

or, using the second equation in (7),

$$\frac{1}{2} (n_i - n_R) + \sum_{\beta \geq i} n_{i\beta} + \sum_{j \geq i} (n_{ij} - n_{jR}) \leq 0$$

where each term on the left is nonnegative by (7) and (8). Thus we have

(10) $n_{i\beta} = 0, \quad \beta \in \tilde{I}, \quad i \in I, \quad i < \beta,$

(11) $n_i = n_R, \quad n_{ij} = n_{jR}, \quad i, j \in I, \quad i < j.$

If $\tilde{I}$ is nonempty, (9) and (10) imply that $\mathfrak{g}$ decomposes into two $j$-invariant ideals, one involving the roots $\epsilon_{\alpha}, \alpha \in \tilde{I}$, the other involving the roots $\epsilon_{i}, i \in I \cup \{R\}$. This proves our first claim.

To complete the proof of the proposition, set $a = n_R, b = n_{1R}$. Since $\tilde{I} = \{1, \ldots, R - 1\}$, (11) shows $n_i = a$ for all $i \leq R$ and (8) and (11) show that $n_{iR} = n_{ij} = n_{jR}$ for all $i < j < R$ which clearly implies $n_{ij} = b$ for all $i < j \leq R$.

Note that for $R > 1$, we showed $b > 0$ but $a = 0$ is always possible.

2. This section relies on the theory of homogeneous cones as developed by Köcher, Rothaus, Vinberg, and Dorfmeister among others. It will be easiest for us to use Vinberg [16, 17] as a reference although some of this material was found independently by Köcher and Rothaus [8–10, 14]. Also, since the results we need are expressed in terms of a homogeneous Siegel domain and its cone, we shall find it convenient to fix a Siegel domain $D$ corresponding to the normal $j$-algebra $(\mathfrak{s}, j)$ under consideration. For this purpose, we first recall a construction of Pyatetskii-Shapiro [13].

Let $(\mathfrak{s}, j)$ be a normal $j$-algebra and let

$$L = \sum n_{s_k} + \sum_{k \geq 1} n_{(s_k + t_k)/2}, \quad U = \sum n_{s_k/2}.$$

Let $E = \sum X_k$. Since $jL$ is a subalgebra and $L$ is an abelian ideal, we have for each $jX \in jL$, a linear transformation $e^{ad_jX}$ on $L$. This gives us a group of linear transformations, which we shall denote by $\exp ad_{jL}$, with Lie algebra $jL$. Letting $\Omega$ be the orbit of $E$ under this group of transformations, one can show [13, pp. 66–73] $\Omega$ is a regular cone in $L$ and that

$$D = \{(X + iY, U): X, Y \in L, U \in U, Y - \frac{1}{2}[jU, U] \in \Omega\}$$

is a homogeneous Siegel domain on which $S$ acts simply transitively by affine transformations. Further, the diffeomorphism $S \ni g \mapsto g(iE, 0) \in D$ is biholomorphic with respect to the left invariant complex structure induced by $j$ on $S$ and the natural complex structure induced on $D$ as an open set in $L^C \oplus U$ (the complex vector space structure on $U$ is given by $j$). As explained earlier, the Bergman metric on $D$ then corresponds to a left invariant metric on $S$ with $\omega$ given by (6). There are two principal results we need. First, we must compute the $T$-algebra associated to the cone $\Omega$ which
in turn requires the computation of the clan (left-symmetric) algebra of \( \Omega \). (Compare with [15] which computes the differential geometry of the cone starting from the \( T \)-algebra.) Second, we need to show that the connectedness algebra structure on \( L \) agrees with the algebra structure defined by Dorfmeister [5, 6] under the assumption that the dimensions of the root spaces behave as in Proposition 2.

2.1. The \( T \)-algebra of \( \Omega \). According to [16, p. 360], one starts the construction of the clan of \( \Omega \) by taking a simply transitive triangular affine group acting on \( \Omega \) and a base point in \( \Omega \). We will take \( \exp \text{ad}_{L} jL \) and \( E \) for this purpose. For any \( Y \in \Omega \), we identify as usual the tangent space of \( \Omega \) at \( Y \) with the ambient vector space \( L \). Then any \( jX \in jL \), thought of as the Lie algebra of \( \exp \text{ad}_{L} jL \), defines a vector field \((jX)^{*}\) on \( \Omega \) by

\[
(jX)^{*} = \left. \frac{d}{dt} \right|_{t=0} (\exp \text{ad}_{t} jX)(Y) = [jX, Y].
\]

In particular, this gives a map from the Lie algebra of the transformation group to the tangent space of the cone at \( E \) by

\[
\]

where here we have used the relations \([L, L] = 0\) and \( \text{ad} jE|L = I \), \( \text{ad} jE|jL = 0 \). In the notation of [16], this means that \( D_{X} = L_{X} = jX \). Then one defines a product \( \triangle \) on \( L \) so that for \( X, Y \in L \),

\[
X \triangle Y = (L_{X})_{Y} = (jX)^{*} = [jX, Y].
\]

The algebra \((L, \triangle)\) is called the clan or left symmetric algebra of \( \Omega \). Clearly \( X_{k} \triangle X_{l} = [jX_{k}, X_{l}] = \delta_{kl}X_{l} \) which means that each \( X_{k} \) is an idempotent of the clan. It is easy to check that the decomposition

\[
L = \sum_{k \leq \ell} \eta_{(k+\ell)/2}
\]

is a normal decomposition of the clan in the sense of [16, p. 373].

According to [16, p. 397], one now constructs the \( T \)-algebra corresponding to \( \Omega \) as follows. For each space \( \eta_{(\ell+\ell)/2} \) with \( k < l \) in the normal decomposition of the clan, pick an isomorphic vector space \( A_{kl} \) and a fixed isomorphism \( X \mapsto \tilde{X} \) of \( \eta_{(\ell+\ell)/2} \) onto \( A_{kl} \). For any \( X \in L \), let \( X_{kl} \) be the component of \( X \) in \( \eta_{(\ell+\ell)/2} \). Let \( N \) be the direct sum of the \( A_{kl} \), \( k < l \), and define a product in \( N \) by

\[
\tilde{X} \tilde{Y} = \sum_{k<l \leq m} (X_{kl} \triangle Y_{lm})
\]

and an inner product by

\[
(\tilde{X}, \tilde{Y}) = \frac{1}{4} \text{Tr}_{L}(Z \mapsto (X \triangle Y) \triangle Z).
\]

\( N \) with this grading, product, and inner product is called an \( N \)-algebra, which is the nilpotent part of the desired \( T \)-algebra \( A \). \( A \) itself is a graded algebra \( \sum A_{kl} \) where, for \( k < l \), \( A_{kl} \) is as already constructed and \( N \) is a subalgebra. In particular, one has

\[
\dim A_{kl} = \dim \eta_{(\ell+\ell)/2} \quad \text{for} \quad k \neq \ell.
\]
Since this is the only relation we need, we will not complete the construction of the algebra structure.

2.2. The connectedness algebra of $\Omega$. Let $\phi$ be the characteristic function of the cone $\Omega$ [16, p. 347] (see also the $M$-function, [8, p. 583]) which we may normalize so that $\phi(E) = 1$. Let $G(\Omega) = \{g \in GL(L) : g(\Omega) = \Omega\}$. The only property of $\phi$ we need is that

$$\phi(g(E)) = (\det g)^{-1} \text{ for } g \in G(\Omega).$$

Now the canonical Siegel domain $D$ corresponding to the normal $j$-algebra $(s, j)$ is determined by the cone $\Omega$ and the $\Omega$-Hermitian function $F : U \times U \to L^C$ defined by

$$F(U, V) = \frac{1}{2}([jU, V] + i[U, V]).$$

Let $G(\Omega, F) = \{g \in G(\Omega) : \exists g \in GL(U, C) \text{ with } g(F(U, V)) = F(gU, gV) \text{ for all } U, V \in U\}.$

Let $B$ denote the Bergman kernel function of $D$. Then [5, 7, 12] there is a holomorphic function $\eta$ on $\Omega + iL$ such that

$$B((Z_1, U_1), (Z_2, U_2)) = \eta(\frac{1}{2}(Z_1 - Z_2) - F(U_1, U_2)), \quad Z_i \in L^C, \quad U_i \in U.$$

The basic property we need about $\eta$ is

$$\eta(g(E)) = (\det g)^{-2}|\det e^g|^2 \eta(E) \quad \text{for } g \in G(\Omega, F).$$

We emphasize that $\hat{g}$ is a complex linear transformation of the complex vector space $U$ and the determinant is taken accordingly.

Fix any element $X \in L$ and set

$$g = e^{ad_jX}, \quad \hat{g} = e^{ad_{\hat{j}}X}.$$

Then $g$ is in $G(\Omega, F)$ (with $\hat{g}$ satisfying the required relation with $F$) and the set of all such transformations forms a subgroup of $G(\Omega, F)$ which acts transitively on $\Omega$ by definition. Let $\alpha : jL \to \mathfrak{a}$ denote projection with respect to the root space decomposition. Since

$$\langle [e_{(\frac{\ell_1}{2}), n_{m/2}}, e_{m/2}], n_{m/2} \rangle = 0$$

we see that

$$\text{Tr } ad_{\hat{\mathfrak{a}}}jX = \text{Tr } ad_{\hat{\mathfrak{a}}}jX.$$

Similarly

$$\langle [e_{(\frac{\ell_1}{2}), n_{(m+t_m)/2}}, e_{(m+t_m)/2}], n_{(m+t_m)/2} \rangle = \langle [e_{(\frac{\ell_1}{2}), n_{m}}, n_{m}] \rangle = 0$$

so

$$\text{Tr } ad_{\hat{\mathfrak{a}}}jX = \text{Tr } ad_{\hat{\mathfrak{a}}}jX.$$

But, for $H \in \mathfrak{a}$, one computes

$$\text{Tr } ad_{\hat{\mathfrak{a}}}H = \sum_{k}^{1/2} \varepsilon_k(H) \dim n_{k/2}.$$
(20) \[ \text{Tr ad}_L H = \sum \varepsilon_k(H) + \sum_{k<l} \frac{1}{2} (\varepsilon_k + \varepsilon_l)(H) \dim \tau_{(\varepsilon_k+\varepsilon_l)/2}. \]

From now on, we assume that

(21) \[ \dim \tau_{\varepsilon_i/2} = a, \quad 1 \leq i \leq R; \quad \dim \tau_{(\varepsilon_k+\varepsilon_l)/2} = b, \quad 1 \leq k < l \leq R, \]

for some constants \( a \) and \( b \). Then for \( H \in \tau_a \), (19) and (20) become

(22) \[ \text{Tr ad}_H = \frac{1}{2} a \sum \varepsilon_k(H), \]

(23) \[ \text{Tr ad}_L H = \left( 1 + \frac{1}{2} b (R - 1) \right) \sum \varepsilon_k(H). \]

Combining (16)-(18), (22), and (23) (and recalling that \( a = n_i \) is real dimension), we have

\[ \det g = e^{\text{Tr ad}_H \eta} = \left( e^{\sum \varepsilon_k(H)} \right)^{(1 + \frac{1}{2} b (R - 1))}, \]

\[ |\det \tilde{g}|^2 = \det \tilde{g} = e^{\text{Tr ad}_H \eta} = \left( e^{\sum \varepsilon_k(H)} \right)^{a/2}. \]

Thus we have

(24) \[ \eta = \gamma(E) \phi^c \]

for some constant \( c \).

Now one defines [16, p. 350; 8, p. 585] a Riemannian metric (,) on the cone \( \Omega \) so that in a Euclidean coordinate system \( x^1, \ldots, x^n \) on the vector space \( L \), the metric tensor is given by

(25) \[ g_{ij} = \frac{\partial^2}{\partial x_i \partial x_j} \ln \phi. \]

Identify \( L \) with the tangent space to \( L \) at \( E \) and for each \( Y \in L \), let \( Y^0 \) denote the translation invariant vector field on \( L \) which agrees with \( Y \) at \( E \). Then [16, p. 350; 10, p. 194] one defines a product on \( L \), denoted \( \Box \), by

(26) \[ Y_1 \Box Y_2 = - (\tilde{\nabla} Y_1 \cdot Y_2)_E \]

where \( \tilde{\nabla} \) is the Riemannian connection for (,). \( L \) with the product \( \Box \) is called by Vinberg the connectedness algebra of \( \Omega \) (perhaps connection algebra would be a better term). For \( Y_1, Y_2, Y_3 \in L \), one has \([Y_1, Y_2] = 0\) and

(27) \[ -2(Y_1 \Box Y_2, Y_3)_E = 2(\tilde{\nabla} Y_1 \cdot Y_2, Y_3)_E \]

\[ = (Y_1^0 \cdot Y_2^0, Y_3^0 - Y_2^0 \cdot Y_1^0, Y_3^0 + Y_2^0 \cdot Y_1^0, Y_3^0) \ln \phi)_E \]

\[ = (Y_1^0 \cdot Y_2^0, Y_3^0) \ln \phi)_E. \]

Now we want to compare this result with the product defined in [5, p. 14; 6, p. 539]. First define a bilinear form \( \sigma \) on \( L \) by

\[ \sigma(Y_1, Y_2) = (Y_1^0 \cdot Y_2^0, \ln \eta)_E. \]

Notice that under assumption (21), we have \( \sigma = c(,)_E \) by (24). The new product is
defined by the requirement that

$$
\sigma(Y_1, Y_2, Y_3) = -\frac{1}{4}(Y_1^\mathfrak{a} \cdot Y_2^\mathfrak{a} \cdot Y_3^\mathfrak{a} \cdot \ln \eta)_{\mathfrak{a}}.
$$

Comparing (27) with (28), it is clear that these products agree under assumption (21).

**Remark.** The product defined by (28) is exactly the product defined by (26) when $D$ is the tube domain over $\Omega$ since then the metric defined in (25) is just a constant multiple of the Bergman metric. When $D$ is not a tube domain, the Bergman metric on $D$ induces a metric on the tube domain $D'$ considered as a submanifold of $D$. This induced metric is generally quite different from the Bergman metric of $D'$. The point here is that under assumption (21), these two metrics on the tube domain $D'$ do agree up to constant multiple. Comparing results of [3 and 21], one can also see the product defined by (28) agrees with one defined by Satake in the quasi-symmetric case.

2.3. Conclusions.

**Proposition 3.** The domain $D$ corresponding to the irreducible normal $\mathfrak{j}$-algebra $(\mathfrak{s}, \mathfrak{j})$ is quasi-symmetric if and only if the dimensions of the root spaces of $\mathfrak{s}$ satisfy (21). (Compare with Zelow (Lundquist) [21].)

**Proof.** The notion of quasi-symmetric as used here was introduced by Satake. We will use the formulation of Dorfmeister [5, 6].

Suppose (21) holds. From (12), we know the $T$-algebra of the associated cone $\Omega$ satisfies $\dim A_{kl} = b$ for all $k \neq l$. According to [17, p. 73], this means $\Omega$ is self-dual with respect to some inner product on $L$. Again according to [17], this implies that the connectedness algebra $(L, \square)$ is Jordan. By the results of (2.2), the connectedness algebra structure on $L$ agrees with that defined in [5, 6] which is therefore also Jordan. This implies the domain is quasi-symmetric.

Suppose $D$ is quasi-symmetric and irreducible. The cone is then irreducible and self-dual so the result of Vinberg says $n_{kl} = b$ for $k < l$. But for a quasi-symmetric irreducible domain, one knows $\omega(X_k) = \omega(X_i)$ where $\omega$ gives the Bergman metric [3, 21]. By (6), we have $n_i = a$ for all $i$.

**Theorem.** Suppose the domain $D$ has nonpositive sectional curvatures in the Bergman metric. Then $D$ is symmetric.

**Proof.** As explained earlier, we may assume $D$ is irreducible. By Proposition 2, assumption (21) holds. By Proposition 3, the domain is quasi-symmetric. By [3], a quasi-symmetric domain with nonpositive sectional curvature in the Bergman metric is symmetric.

**Remarks.** We would like to close with what we feel are some remaining interesting open questions concerning the curvature of homogeneous domains.

1) How does one characterize the homogeneous Siegel domains whose holomorphic sectional curvatures in the Bergman metric are all nonpositive? That this is not true for all domains seems actually to first occur in [11]; see also [2]. From [19, 20], one knows this holds for all quasi-symmetric domains, but from [2, 3] one also knows there are non-quasi-symmetric domains with this property.
(2) According to [3] and (1.2) there are some conditions on the normal $j$-algebra $(s, j)$ which guarantee that there is no choice of $\omega$ giving a Kähler metric on the associated domain $D$ with nonpositive sectional curvature. On the other hand, there are normal $j$-algebras corresponding to nonsymmetric domains in which such a choice of $\omega$ (and corresponding Kähler metric) does exist. Can one characterize the homogeneous Siegel domains for which there exists a transitive group $G$ of biholomorphic transformations and a $G$-invariant Kähler metric with nonpositive sectional curvature? In such a situation, how big is the isometry group?
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