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Abstract. Twenty-four new research problems are posed, and their background and
partial solutions are sketched. Many of these problems are in the (somewhat
unexpected) area of interaction between algebraic differential equations, topology,
and mathematical logic.

Introduction. What has struck me most about the subject of algebraic differential
equations (ADEs) is how easy it is to pose hard problems. Another way of saying the
same thing is that the subject is still in a formative state, with many fundamental
problems not even posed, much less solved.

I am going to present the first part (Problems 1–3) of this paper as I first wrote it.
There is a rather dramatic twist at its end, as you will see.

Explanatory section. An algebraic differential equation (ADE) is just one where
the left-hand side is a polynomial in everything. More specifically, let
\( P(x_0, x_1, \ldots, x_{n+1}) \) be a polynomial in \( n + 2 \) variables, not the zero polynomial,
with complex coefficients, or with real coefficients according to the context. Then
the equation
\[
(1) \quad P(z, w(z), w'(z), \ldots, w^{(n)}(z)) = 0
\]
is called an ADE. We may write this as
\[
(1') \quad P(z, \bar{w}) = 0.
\]
In the real case, we prefer to write
\[
(2) \quad P(x, y(x), y'(x), \ldots, y^{(n)}(x)) = 0
\] or just\[
(2') \quad P(x, \bar{y}) = 0.
\]
In both of these contexts, we call \( P \) a differential polynomial.

What we mean by a "solution" of an ADE depends somewhat on the context. In
the complex case it will mean an analytic (or sometimes a meromorphic) function on
a region \( \Omega \) that satisfies (1). When this happens, we call \( w(z) \) a hypotranscendental
function. If \( w(z) \) satisfies no ADE, then it is assigned the beautiful adjective
transcendently transcendental. (See [OST] for a good introduction to this subject. In
particular, it is shown there (see also [MOO]) that the sum, product, difference, quotient, and composition (under suitable restrictions) of two hypotranscendental functions is again hypotranscendental. Many of the special functions of complex analysis are known to be hypotranscendental. For example, the polynomials, exponential and trigonometric functions and their inverses, Bessel functions, Hermite functions, etc., are all hypotranscendental. On the other hand, \( \Gamma(z) \) (the Euler gamma function) and \( \xi(z) \) (the Riemann zeta function) are known to be transcendently transcendental. (See [BAK and OST], respectively, for proofs of these classical facts.)

Apart from their intrinsic appeal and many applications, algebraic differential equations have a special importance because of their close relation with analog computers (see [SHA and POE] for details).

Still in the complex domain, there is another kind of object, namely a formal power series (fps) that can be a candidate for a solution of an ADE. By fps we mean a series \( f(z) = \sum_{n=0}^{\infty} a_n z^n \), where no convergence of any kind is required. Thus, \( \sum n! z^n \) is an fps. Via the usual definitions, two fps \( f(z) \) and \( g(z) \) may be added and multiplied. Also, an fps \( f(z) \) may be differentiated term by term to get another fps \( f'(z) \). So it makes sense, if \( P \) is a differential polynomial, to write

\[
P(z, f(z), f'(z), \ldots, f^{(n)}(z)) = 0,
\]

and if it is actually true, then we also call \( f(z) \) a solution of the ADE (3). Several of our problems are best posed in this more general context. An extensive treatment of fps that satisfy an ADE (found in [POP and OST]) also bears directly on this aspect. My favorite result in this area is the theorem of Maillet [MAI] (see also [MAH2]) that if \( \sum a_n z^n \) satisfies an ADE, then there is a constant \( a \) so that \( |a_n| \leq K(n!)^n \) for all \( n \) and some constant \( K \).

In the real domain, the best results on solutions of (2) are obtained if it is assumed that \( y(x) \) is in \( C^\infty \) (i.e., infinitely differentiable) or is analytic. However, note that (2) makes sense if we only assume that \( y(x) \in C^n \), or even \( y(x) \in D^n \), which means that \( y(x) \) is \( n \) times differentiable. It is shown in [RUB2] that many of the classical results for the \( C^\infty \) case fail completely for the \( C^n \) case. This is important to bear in mind when reading the classical literature, where the meaning of the word “solution” is not emphasized. In [RUB2], the definition is proposed that we call a function \( y(x) \) a solution of (2) on an open interval \( I \) provided that (i) \( y(x) \) is continuous on \( I \), (ii) \( y(x) \) is analytic on a dense open subset \( \Omega \) of \( I \), and (iii) \( y(x) \) satisfies (2) on \( \Omega \). We will not go further into these matters here. An exhaustive treatment was made of certain algebraic aspects of the \( C^\infty \) and analytic cases by Ritt and his school (see [RIT1, RIT2, KOL and KAP]).

We conclude this explanatory section with a little terminology. If \( P \) involves \( x_{n+1} \) (i.e. \( w^{(n)} \)) in a nontrivial way, then we say that (1) has order \( n \). We say that one differential polynomial \( P \) is lower than another one \( Q \) if either (i) \( P \) is of lower order than \( Q \) or (ii) \( P \) is of the same order as \( Q \), but of lower degree than \( Q \) in \( w^{(n)} \). We note that, given any property that some differential polynomial has, there is a lowest one with this property (it need not be unique). Finally, if \( P \) is a differential polynomial, its separatant \( S = S_P \) is defined as \( S = \partial P / \partial w^{(n)} \).
The Problems. The first question is “what is the topological type of the Riemann surface of a solution of an ADE?” Before we expand on this, let us consider some related problems.

Problem 1. Can an ADE have a solution which has the unit circle as a natural boundary?

Remark 1. I expect that the answer is no, in which case one would have an alternative proof that the function \( \theta(z) = \sum_{n=0}^{\infty} z^n \) satisfies no ADE (see [MAH1]). It seems likely that \( \theta(z) = \sum_{n=0}^{\infty} z^n \) satisfies no ADE.

Problem 2. What kind of gaps can the power series of a solution of an ADE have?

Remark 2. If by solution we mean an analytic function rather than merely a formal power series, then this is related to Problem 1, since a function with radius of convergence 1 cannot have Hadamard gaps or even Fabry gaps in its Taylor series unless it has the unit circle as natural boundary. Here, we write \( f(z) = \sum a_k z^k \), and say that \( f(z) \) has Hadamard gaps if \( \liminf \frac{n_k+1}{n_k} > 1 \) and Fabry gaps if \( \lim \frac{n_k}{k} = \infty \). Popken in [POP] (see also [MAH3]) has shown that really huge gaps (“Hadamard gaps of ratio \( \infty \)”) are not possible, i.e., if \( \lim \frac{n_k+1}{n_k} = \infty \), and \( f \) satisfies an ADE, then \( f \) is a polynomial.

Problem 3. If a formal power series \( f(z) = \sum a_n z^n \) has only a finite set of different coefficients (i.e. \( \{a_n\; : \; n = 0, 1, 2, \ldots \} \) is finite) and if \( f \) satisfies an ADE, must \( f \) be a rational function?

Remark 3. The affirmative answer would follow from the expected negative answer to Problem 1 (and would strengthen our anticipation of it), because of the classical theorem of Polya [DIE] that a power series with finitely many different coefficients either has the unit circle as natural boundary, or is a rational function.

Dramatic twist. I had been worrying about these problems for several years, when one morning, I decided to write the present exposition. Later that morning, after the writing, I went to the library for a breather, and was browsing through the bibliography in [XXX] of Jules Drach, when the reference [DRA] leapt out at me. I hurried to consult it, and found the more primary reference [JAC], where in 1847, Jacobi solved some problems I was posing in 1981! And I found it less than an hour after writing down the problems.

But as Drach says “La complication de cette équation a sans doute entrainé sa disparition des Ouvrages classiques, ou même des Mémoires sur les fonctions modulaires.” Nevertheless, even though Drach found in [DRA] a much simpler way of expressing Jacobi’s differential equation, the result is still very far from being well known.

Theorem (Jacobi 1847). The function \( \theta_3(\tau) = 1 + 2q + 2q^4 + 2q^9 + \cdots \), where \( q = e^{i\pi \tau} \), regarded as depending on the variable \( \rho = \log q = i\pi \tau \), satisfies the third-order algebraic differential equation

\[
(y^2 y''' - 15 y y'' + 30 y')^2 + 32 (y y'' - 3 y')^2 = y^{10} (y y'' - 3 y')^2,
\]

where the accents indicate derivations with respect to \( \rho \).
Notice that this result answers (at least partially) Problems 1–3 at a single stroke. For, after some obvious changes of variable, and writing (nonstandard notations) \( \theta(z) = \sum_{n=0}^{\infty} z^n \), we see that \( \theta(z) \) does satisfy an ADE, yet it has the unit circle as natural boundary, has Fabry gaps in its power series, and has only two different Taylor coefficients. The proofs of Jacobi’s theorem use special properties of elliptic functions, so that the following problem seems open.

**Problem 4.** Let \( \theta_p(z) = \sum_{n=0}^{\infty} z^n \). For which values of \( p \) does \( \theta_p \) satisfy an ADE?

**Problem 5.** For which regions \( \Omega \) in the plane does there exist a hypotranscendental function \( \theta_\Omega \) that has \( \Omega \) as natural boundary?

The remaining problems. To formulate the main problem about topological type, we need some preliminaries. If \( f(z) = \sum_{n=0}^{\infty} (z - z_0)^n \) satisfies an ADE and has a positive radius of convergence, we can follow Weierstrass and construct its analytische Gebilde, that is, the open Riemann surface of all analytic continuations of \( f \). According to a theorem of Stoilow-Kerekjarto (see also [RIC]), every open Riemann surface is homeomorphic to a sphere with a countable number of handles—the bases of the handles accumulating on the equator of the sphere—after a closed point set is removed from the equator.

**Problem 6.** What is the topological type of the Riemann surface of a hypotranscendental function?

That is, what can be the set of handles and the set removed from the equator in the Stoilow-Kerekjarto representation?

**Remark 6.** Notice that when \( f \) is algebraic (so that the ADE is of order 0, namely \( P(z, f(z)) = 0 \)) then a celebrated theorem of Riemann says that then (and only then) the Riemann surface is compact.

**Problem 7.** Can the deleted set be a Cantor set?

**Remark 7.** This would seem very unlikely. Note that Jacobi’s theorem shows that the deleted set can be a segment. There is a theorem of Painlevé [PAI] about first order equations with solutions that have a “line of singularities”. In this direction, we prove the following result.

**Theorem.** Let \( \gamma \) be an arc in \( \mathbb{C} \) and let \( f(z) \) be analytic on one side of \( \gamma \) so that for every \( k = 0, 1, 2, \ldots \) and for every \( z_0 \in \gamma \), \( \lim_{z \to z_0} f^{(k)}(z) \) exists, where we understand this to be a one-sided limit. If \( f(z) \) is hypotranscendental, then \( f(z) \) is analytically continuable across some subarc of \( \gamma \).

**Proof.** Suppose \( f(z) \) fulfills our hypotheses. Ordering the differential polynomials as we described earlier, there must be a lowest ADE, \( P(z, f(z)) = 0 \) satisfied by \( f(z) \).

At a point \( z_0 \) on \( \gamma \), we write \( f^{(l)}(z_0) = \lim_{z \to z_0} f^{(l)}(z) \) for \( l = 0, 1, 2, \ldots \). Then \( f \) satisfies \( P(z_0, f(z_0)) = 0 \) on \( \gamma \). At a point \( z_0 \) on \( \gamma \) where the separant \( \partial P/\partial f^{(n)} \neq 0 \), we can solve \( P(z, f(z)) = 0 \) for \( f^{(n)}(z) \) in normal form

\[
f^{(n)}(z) = \alpha(z, f(z), f'(z), \ldots, f^{(n-1)}(z)),
\]
by using the implicit function theorem, where \( \alpha \) is an analytic algebraic function of its arguments in a neighborhood of \((z_0, f(z_0), \ldots, f^{(n-1)}(z_0))\). By a basic existence theorem (see [HIL]) for solutions of ODEs in the complex domain it follows that \( f \) has an analytic extension to a neighborhood of \( z_0 \). If, therefore, \( \gamma \) is a line of singularities of \( f(z) \), we must have \( S = \frac{\partial P(z_0)}{\partial f^{(n)}} = 0 \) on a dense set of \( z_0 \) on \( \gamma \), and hence for every \( z_0 \in \gamma \). It follows that \( S \) vanishes identically in a one-sided neighborhood \( \Omega \) of \( \gamma \) because \( f \) is analytic there. But the equation \( \frac{\partial P}{\partial f^{(n)}} = 0 \) is a lower ADE than the original one, and this contradiction proves the theorem.

**Problem 8.** If \( w(z) = \sum_{n=0}^{\infty} a_n z^n \) satisfies an ADE \( P(z, w(z)) = 0 \), must there exist another ADE \( Q(z, \tilde{w}(z)) = 0 \) that is satisfied by every partial sum \( s(z) = s_n(z) = \sum_{k=0}^{n} a_k z^k \)?

**Remark 8.** We show that the answer is yes in case \( y(z) = (1 - z)^{-1} \) or \( y(z) = \exp z \).

First, for \( y(z) = (1 - z)^{-1} \), \( s_n(z) = (1 - z^{n+1})/(1 - z) \). Let \( s(z) = s_n(z) \). Then \( s(z)(1 - z) = 1 - z^{n+1} \). Now \( z^{n+1} \) satisfies the ADE \( (zw'/w)' = 0 \), and 1, of course, satisfies an ADE (that is independent of \( n \)) (see [MOO or OST]), and then by the same references, so must \( s(z) \). For \( \exp z \), with \( s(z) = s_n(z) \), we have \( s_n(z) - s'_n(z) = z^n/n! \), and if we let \( g(z) = s_n(z) - s'_n(z) \), then we have \( (zg'/g)' = 0 \).

**Problem 9.** Given an open interval \( I \), say \( I = (0, 1) \), or \( I = (-\infty, \infty) \), is there an algorithm for deciding whether the ADE \( P(x, y) = 0 \), where \( P \) has integer coefficients, has a global solution \( y \) on \( I \)?

**Remark 9.** Possibly, the answer may be different depending on the restrictions on \( y \), i.e. whether \( y \) is analytic, \( C^\infty \), \( C^n \) or merely \( D^n \). In [RUB2] an example was given of an ADE on a certain interval \( I \) that has \( C^\infty \) solutions, but no analytic solutions. To get a little of the flavor of the problem, look at the equation \( y' - (y^2 + 1) = 0 \), which has a global solution on \( I \) precisely when the length of \( I \) does not exceed \( \pi \). If I had to guess, I would guess that no algorithm of the kind asked for actually exists.

(Added later. The \( C^\infty \) case of this problem has just been settled by J. Denef and L. Lipshitz, in the expected negative direction, in a 1982 preprint.)

**Problem 10.** Let \( G \) be a simply connected region, but \( G \not= C \), and suppose that every conformal selfmap of \( G \) onto itself satisfies an ADE. Must \( G \) be conformally equivalent to the unit disc \( D \) via a map \( \phi \) that satisfies an ADE?

To prepare the way for the next problem, we shall define the Ahlfors function. If \( G \) is a (presumably multiply connected) region and \( z_0 \) is a point in \( G \), we define the Ahlfors function \( \alpha_{z_0} \) with base point \( z_0 \) as the (unique) solution of the following extremal problem: (i) \( \alpha(z_0) = 0 \), (ii) \( |\alpha(z)| \leq 1 \) for all \( z \in G \), (iii) \( \alpha'(z_0) \) is as large as it can be for the class of functions satisfying (i) and (ii). In case \( G \) is simply connected, \( \alpha_{z_0} \) becomes the Riemann map of \( G \) onto \( D \) that takes \( z_0 \) to 0, with positive derivative there.

**Problem 11.** Suppose \( \alpha_{z_0} \) is hypotranscendental, and let \( z_1 \in G \) be another base point. Must \( \alpha_{z_1} \) be hypotranscendental too?
Remark 11. Note that the answer is affirmative if $G$ is simply connected, since the conformal one-one maps of $D$ onto $D$ are the Möbius transformations, which are rational functions.

We now step into the class of hypoalgebraic differential equations (HPE?). Consider the class of functions $H$ of $n + 2$ variables that are built up from the positive real numbers and the real variables $x_0, x_1, \ldots, x_{n+1}$ by addition $(f + g)$, multiplication $(f \cdot g)$ and two-place exponentiation $(f^g)$. Consider the differential equation

$$H_1(x, y(x), y'(x), \ldots, y^{(n)}(x)) = H_2(x, y(x), y'(x), \ldots, y^{(n)}(x)).$$

We shall call it a hypoalgebraic differential equation (see [TAR and HER] for related discussions). One example might be

$$y'(x)y(x)y'''' + (3x^2 + 1)y'(x) = x^2 + y(x)y'(x).$$

(If this equation upsets you, please skip this problem.)

Problem 12. If $y$ satisfies a hypoalgebraic differential equation, must $y$ then satisfy an ADE?

Remark 12. I think the answer is yes in case $y \in C^\infty$ by taking numerous derivatives and then eliminating (using resultants) the towers and also the logarithms that creep in.

For the next problem, notice that the equation $y'^2 = 4y$ has the solution

$$\begin{cases} y = 0 & \text{for } x \leq a, \\ y = (x - a)^2 & \text{for } x > a, \end{cases}$$

which has a break in the second derivative at $x = a$. Also note that for the initial condition $y(a) = 0$, the ADE has more than one solution, e.g. $y \equiv 0$ and $y \equiv (x - a)^2$. The next question asks, for a general ADE in the real domain, whether having a solution $y_0$ with a break in some derivative implies having more than one solution with the same initial conditions as $y_0$ at the breaking point.

Problem 13. Let $P(x, y) = 0$ be an ADE that has $y_0$ as a pointwise solution (i.e. $y_0$ is $n$-times differentiable and satisfies $P(x, \dot{y}) = 0$). Suppose $y_0^{(k)}(x)$ has a discontinuity at $x = x_0$, but is continuous in a deleted neighborhood of $x_0$. In some smaller neighborhood of $x_0$ must there exist a second solution $y_1 \neq y_0$ but such that $y_1(x_0) = y_0(x_0), y_1'(x_0) = y_0'(x_0), \ldots, y_1^{(n)}(x_0) = y_0^{(n)}(x_0)$, where $n + 1$ is the order of $P$?

By ZFC, we mean the Zermelo-Fraenkel axioms for set theory together with the axiom of choice (see [TAZ]). Up till now, at least, ZFC has been an adequate framework for mathematical proofs.

Problem 14. Does there exist an ADE, say with integer coefficients, that has a solution, but that has no solution that is definable in ZFC? How about having no computable solution?

Remark 14. See [ABE and PER] for some related questions. Note that if the equation is first-order and in normal form $(y' = f(x, y))$, then Wolfgang Walter (see [WAL]) has shown that there is a definable solution, even without the hypothesis
that the differential equation be algebraic. However, his solution need not be computable (see [ABE and PER] for precise definitions of this word), since it is based on finding the maximum of a continuous function on a closed rectangle. Of course it can be proved in ZFC that this maximum exists, but there is no effective procedure for computing it.

(Added later. In a private communication, M. Magidor has outlined to the author a proof that every ADE with integer coefficients that has a solution must have a definable solution.)

Problem 15. Is there an ordinary differential equation \( F(x, y, y', \ldots, y^{(n)}) = 0 \), where \( F \) is definable (or even computable) in ZFC, that has solutions, but such that none of them is definable in ZFC?

In another direction, the Skolem-Mahler-Lech theorem (see [LEC]) says that if \( \sum a_n z^n = P(z)/Q(z) \) is the quotient of two polynomials, then \( Z = \{ n : a_n = 0 \} \) must be a finite union of arithmetic progressions, give or take a finite set. (A fascinating fact about this theorem is that despite its completely elementary statement, the only known proofs depend upon \( p \)-adic analysis.)

Problem 16. Let \( y(z) = \sum a_n z^n \) be a solution of a linear differential equation,

\[
P_n(z)y^{(n)}(z) + \cdots + P_1(z)y'(z) + P_0(z)y(z) = Q(z),
\]

where the coefficients \( P_j(z) \) are polynomials, and \( Q(z) \) is a polynomial. Let \( Z = \{ n : a_n = 0 \} \). Characterize the sets \( Z \) that can arise in this way. Are they different from the Skolem-Mahler-Lech case \( n = 0 \)?

Remark 16. Even the case \( n = 1 \) seems to be challenging. My student, Vichian Laohakosol, is looking at this case, but has no definitive results yet.

Problem 17. Let \( y(z) = \sum a_n z^n \) be a solution of an ADE, and as before let \( Z = \{ n : a_n = 0 \} \). Characterize the sets \( Z \) of integers that can arise in this way.

The next problems go in different directions.

Problem 18. Consider the linear differential equation

\[
(*) \quad P_n(x)y^{(n)}(x) + \cdots + P_1(x)y'(x) + P_0(x)y(x) = Q(x),
\]

where the \( P \)'s and \( Q \) are polynomials. Describe those functions \( \phi(x) \) which are the uniform limits on all of \( \mathbb{R} \) of solutions of \((*)\). What class does \( \phi \) run over as we run over the class of all such equations?

Remark 18. If we restrict the \( P \)'s to be constants, and \( Q \) to be zero, then the class is closely related to the class of almost periodic functions [KAT]. I seem to be making good progress on this problem, by relating it to certain \( C^* \) Banach algebras.

Problem 19. Does there exist an ADE \( P(x, y(x)) = 0 \) such that for any continuous function \( \phi \) on \( \mathbb{R} \), and for every constant \( \epsilon > 0 \), there exists a real-analytic solution \( y(x) \) on \( \mathbb{R} \) of \( P(x, y(x)) = 0 \), such that \( |y(x) - \phi(x)| < \epsilon \) for all \( x \in \mathbb{R} \)?
Remark 19. The analogue of this, where we only require that \( y \in C^\infty \) instead of being analytic, has been proved in [RUB1]. For algebraic partial differential equations on the unit cube in \( \mathbb{R}^n \), Buck has actually found an equation where the polynomial solutions do the approximating (see [BUC]).

Problem 20. Let \( f \) be a hypotranscendental entire function, and let \( Z(f) = \{ z \in C : f(z) = 0 \} \) (counting multiplicities). What can you say about \( Z(f) \)?

Remark 20. Steven Bank in [BAN] has considered the question whether \( Z(f) \) may be the set \( \mathbb{N} \) of positive integers. So far as I know, nobody has yet produced a sequence \( z_n \to \infty \) so that \( \{ z_n \} \) is not equal to \( Z(f) \) for any hypotranscendental entire function \( f \).

Problem 21. For what pairs \( (z_k), (w_k), k = 1, 2, 3, \ldots \), of sequences of complex numbers does there exist a hypotranscendental entire function \( f \) such that \( f(z_k) = w_k \) for \( k = 1, 2, 3, \ldots \)?

For the next problem we define a partial ordering \( \leq \) on all entire functions.

Definition. We write \( f \leq g \) for entire functions \( f \) and \( g \) if every ADE satisfied by \( g \) is also satisfied by \( f \).

Problem 22. Discuss the ordering \( \leq \), even on the exponential polynomials \( \sum_{k=1}^n a_k e^{\lambda_k z} \). Do the entire functions with this ordering form a lattice?

Remark 22. To illustrate the ordering, if only in a simple way, we prove that \( ke^z \leq e^z \) for all constants \( k \). For suppose that \( P(z, \exp z) = 0 \), where we now write \( P(z, y) = \sum_{m=0}^s z^m P_m(y) \), where \( P_m(y) \) is autonomous. Now it is easy to prove that for each \( m \), \( P_m(\exp(z + \tau)) = 0 \). But these are autonomous equations, so \( P_m(\exp(z + \tau)) = 0 \). Hence, \( P_m(k \exp z) = 0 \) for each \( m \), and the result follows for \( k \neq 0 \). The case \( k = 0 \) follows by continuity.

Problem 23. Let us now consider a formal power series \( m(z) = \sum_{n=1}^\infty a_n z^n \), and call it a multiplier if \( m \ast a \) satisfies an ADE whenever \( a(z) = \sum_{n=1}^\infty a_n z^n \) satisfies an ADE, where \( m \ast a(z) = \sum_{n=1}^\infty \mu_n a_n Z^n \). The problem is to characterize the multiplies.

Remark 23. It is easy to see that if \( \mu_n \) is a rational function of \( n \), then \( \sum \mu_n Z^n \) is a multiplier. Also, if \( m(z) \) is a multiplier, then \( m(z) \) satisfies an ADE. Could the converse implication be true?

There is a class of “elimination theorems” for ADEs, whose conclusion is that a system \( \Sigma \) of ADEs has a differentiability algebraic solution, that is, one in which each of the functions involved satisfies an ADE that involves none of the other functions (see [DEL, RUB3 and SEI]). Of course, some hypotheses are necessary to rule out the possible inconsistency of \( \Sigma \).

Problem 24. Let \( \Sigma \) be a system of ADEs in finitely many dependent variables that has a C\(^N\) solution on the unit interval [0, 1]. Is there then some open interval \( I \) on which \( \Sigma \) has a differentially algebraic solution?

(Note. We use the notation C\(^N\) for a solution to mean that the functions involved are at least as many times continuously differentiable as the system demands. If the
answer to Problem 24 is affirmative, it would follow from [RUB1] that Σ has a solution that is analytic on some interval.)

In summary, these are some aspects of the subject as I have expressed them in problems. I hope not too many of them turn out to be embarrassingly easy. At any rate, I have had hard going making limited progress on a few. I hope people who find complete or partial solutions will communicate them to me and to others. Finally, I hope I have shown that, just a little off the beaten track in differential equations, there lies a fascinating vein of mathematics.
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