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ABSTRACT. Let \( u = u(x, t) \) be a continuous weak solution of the porous medium equation in \( \mathbb{R}^d \times (0, T] \) for some \( T > 0 \). We show that corresponding to \( u \) there is a unique nonnegative Borel measure \( \rho \) on \( \mathbb{R}^d \) which is the initial trace of \( u \). Moreover, we show that the initial trace \( \rho \) must belong to a certain growth class. Roughly speaking, this growth restriction shows that there are no solutions of the porous medium equation whose pressure grows, on average, more rapidly than \( |x|^2 \) as \( |x| \to \infty \).

Introduction. Let \( u = u(x, t) \) be a nonnegative solution of the equation of heat conduction

\[
\frac{\partial u}{\partial t} = \Delta u
\]

in \( S_T = \mathbb{R}^d \times (0, T] \) for some \( T > 0 \). A consequence of the Widder representation theorem is the existence of a unique nonnegative Borel measure \( \rho \) such that

\[
\lim_{t \downarrow 0} \int_{\mathbb{R}^d} u(x, t) \varphi(x) \, dx = \int_{\mathbb{R}^d} \varphi(x) \rho(dx)
\]

for all test functions \( \varphi \in C_0(\mathbb{R}^d) \) [1]. That is, every nonnegative solution \( u \) of (1) has a unique Borel measure \( \rho \) as initial trace in the sense of (2). The measure \( \rho \) is \( \sigma \)-finite and satisfies the growth condition

\[
\int_{\mathbb{R}^d} e^{-\frac{|x|^2}{4T}} \rho(dx) < +\infty.
\]

In this paper we establish the existence of a unique initial trace \( \rho \) for each continuous nonnegative weak solution of the porous medium equation

\[
\frac{\partial u}{\partial t} = \Delta(u^m)
\]

in \( S_T \). Here \( m > 1 \) is a constant. In addition, we show that the initial trace \( \rho \) must satisfy a growth condition analogous to (3) which limits the amount of mass which \( \rho \) can place at \( |x| = +\infty \). Specifically, there exists a constant \( C > 0 \) depending only on \( d \) and \( m \) such that

\[
\int_{\{x: |x| < r \}} \rho(dx) \leq C \left\{ r^{d/2} \left[ u^{m/(m-1)} T^{-1/(m-1)} + T^{d/2} u^{m/2} (0, T) \right] \right\}
\]
where
\[ \kappa = d(m-1) + 2. \]

Roughly speaking, (5) means that, on average, \( u(x,0) \) cannot grow faster than \( |x|^{2/(m-1)} \) as \( |x| \to \infty \).

If \( u = u(x, t) \) is a solution of (4) with \( u(x,0) \in L^1(\mathbb{R}^d) \) and if \( u \) decays sufficiently rapidly as \( |x| \to \infty \), then it is easy to show that \( \|u(\cdot, t)\|_{L^1(\mathbb{R}^d)} \) is constant, that is, mass is conserved. Here we are concerned with solutions whose initial traces are not necessarily integrable and which may even grow as \( |x| \to \infty \). In this context the conservation of mass is replaced by a Harnack-type inequality which gives a sharp estimate for the mass in a ball of radius \( r \) at time \( t \) in terms of the density at the center of the ball at a later time (Theorem 3.1). From this result we deduce our main results on existence and growth of the initial trace (Theorem 4.1). An additional argument is needed to establish the uniqueness of the trace and this is given in §4. §§1 and 2 are devoted to preliminary matters. In §1 we derive some comparison principles and in §2 we show that solutions of (4) whose initial values have compact support behave almost radially. In [8] Maura Ughi extends our results to equations of the form \( \partial u/\partial t = \Delta \varphi(u) \) under suitable hypotheses on \( \varphi \).

Let \( \rho \) be a nonnegative Borel measure which satisfies (3) for some \( T > 0 \) and let
\[ g(x,t) = (4\pi t)^{-d/2}e^{-|x|^2/4t}. \]

It is known [1] that the function
\[ u(x,t) \equiv \int_{\mathbb{R}^d} g(x-\xi,t) \rho(d\xi) \]
is a nonnegative solution of (1) in \( S_T \) whose initial trace is \( \rho \). Recently Bénilan, Crandall and Pierre [4] have constructed solutions of the porous medium equation (4) whose initial traces are measures which satisfy (5). This extends some earlier work by Kalashnikov [7] for measures with smooth densities on \( \mathbb{R} \). Moreover, it shows that the condition (5) is not only necessary but also sufficient for existence of solutions of (4). Even more recently Dahlberg and Kenig [9] have proved uniqueness for the solutions constructed in [4].

1. Comparison principles. Throughout this paper we will be dealing with continuous weak solutions of the porous medium equation
\[ \partial u/\partial t = \Delta (u^m) \]
in \( S_T = \mathbb{R}^d \times (0, T] \) for some \( T > 0 \). We always assume that \( m > 1 \). Specifically, a function \( u = u(x, t) \) is said to be a continuous weak solution of (1.1) in \( S_T \) if \( u \) is nonnegative and continuous in \( S_T \) and satisfies the integral identity
\[ \int_{\mathbb{R}^d \times (\tau_1, \tau_2)} \left( u^m \Delta \varphi + u \frac{\partial \varphi}{\partial t} \right) dx \, dt = \int_{\mathbb{R}^d} u^m \varphi \bigg|_{t=\tau_2}^{t=\tau_1} dx - \int_{\mathbb{R}^d} u \varphi \bigg|_{t=\tau_1}^{t=\tau_2} dx \]
for all \( \tau_1 \) such that \( 0 < \tau_1 < \tau_2 \leq T \) and all \( \varphi \in C^{2,1}(S_T) \) such that \( \varphi(\cdot, t) \) has compact support for all \( t \in [\tau_1, \tau_2] \).
Among the main tools which we employ in this work are various comparison principles for weak solutions of (1.1). Usually such comparison principles are obtained as byproducts of the existence and uniqueness theory. However, sometimes one can obtain a comparison principle directly. This can be done, for example, in the case of weak solutions of certain boundary value problems. We formulate the appropriate notions below and then show that continuous weak solutions of (1.1) in \( S_T \) can also be interpreted as weak solutions of boundary value problems.

For arbitrary \( \xi \in \mathbb{R}^d, r \in \mathbb{R}^+ \), and \( \tau \), such that \( 0 < \tau_1 < \tau_2 \leq T \), let
\[
\Gamma = B_r(\xi) \times (\tau_1, \tau_2],
\]
where \( B_r(\xi) = \{ x \in \mathbb{R}^d : \| x - \xi \| < r \} \). The parabolic boundary, \( \partial_p \Gamma \), of \( \Gamma \) is defined by
\[
\partial_p \Gamma \equiv \bar{\Gamma} \setminus \Gamma.
\]

Let \( g \in C(\partial_p \Gamma) \) be a given nonnegative function and consider the boundary value problem
\[
(1.4) \quad \frac{\partial v}{\partial t} = \Delta (v^m) \quad \text{in} \ T, \quad v = g \quad \text{on} \ \partial_p \Gamma.
\]
A function \( v = v(x, t) \) is said to be a weak solution of problem (1.4) in \( \Gamma \) if \( v \in C([\tau_1, \tau_2]; L^1(B_r)) \cap L^\infty(\Gamma), v \geq 0 \), and \( v \) satisfies the integral identity
\[
(1.5) \quad \iint_{\Gamma} \left( v^m \Delta \varphi + v \frac{\partial \varphi}{\partial t} \right) \, dx \, dt
\]
\[
= \int_{\tau_1}^{\tau_2} \int_{\partial B_r} g^m \frac{\partial \varphi}{\partial \nu} \, ds \, dt + \int_{\partial B_r} v \varphi \bigg|_{t=\tau_2} \, ds - \int_{\partial B_r} \varphi g \bigg|_{t=\tau_1} \, ds
\]
for all \( \varphi \in C^{1,0}(\bar{\Gamma}) \cap C^{2,1}(\Gamma) \) with \( \varphi = 0 \) on \( \partial B_r \times [\tau_1, \tau_2] \). In (1.5), \( \partial / \partial v \) denotes the exterior normal derivative on \( \partial B_r \).

There is an a priori comparison principle for solutions of (1.4). This is the content of the next result, which is simply a restatement of Theorem 12 of [3].

**Proposition 1.1 (Local Comparison Principle).** For \( i = 1 \) and \( 2 \), let \( v_i \) denote a solution of (1.4) with boundary values \( g_i \). If \( g_1 \leq g_2 \) on \( \partial_p \Gamma \), then \( v_1 \leq v_2 \) in \( \bar{\Gamma} \).

Proposition 1.1 is proved in [3] for \( x \in \mathbb{R} \), but there is no difficulty in extending the proof for \( x \in \mathbb{R}^d \). A proof for \( x \in \mathbb{R}^d \) is also given in [9]. The local comparison principle, Proposition 1.1, can be applied to continuous weak solutions of (1.1) since, as we show next, every such solution is also a solution of (1.4) with boundary values \( g = u|_{\partial_p \Gamma} \).

**Proposition 1.2.** Let \( u \) be a continuous weak solution of (1.1) is \( S_T \) for some \( T > 0 \). For any cylinder \( \Gamma \) of the form (1.3), \( u \) is a weak solution of (1.4) in \( \Gamma \) with boundary values \( g = u|_{\partial_p \Gamma} \).

**Proof.** It suffices to show that the weak solutions of (1.1) satisfy (1.5). Fix \( \xi \in \mathbb{R}^d, r \in \mathbb{R}^+ \), \( 0 < \tau_1 < \tau_2 \leq T \), and let \( \varphi \) be a \( C^{1,0}(\bar{\Gamma}) \cap C^{2,1}(\Gamma) \) function with \( \varphi = 0 \) on
For each \( \epsilon \in (0, r) \) and \( \eta \in [0, \epsilon) \) let \( \psi_{\epsilon \eta} \) denote the \( C(\mathbb{R}^d) \) function which satisfies

\[
\psi_{\epsilon \eta}(x) = \begin{cases} 
1 & \text{for } 0 \leq \rho \leq r - \epsilon, \\
0 & \text{for } \rho \geq r - \eta,
\end{cases}
\]

and

\[
\Delta \psi_{\epsilon \eta} = |x|^{-d+1} \left( |x|^{-d+1} \psi'_{\epsilon \eta} \right)' = 0 \quad \text{in } B_{r-\eta} \setminus B_{r-\epsilon}.
\]

One can compute \( \nabla \psi_{\epsilon \eta} \) explicitly, and it turns out that

\[
\nabla \psi_{\epsilon \eta}(x) = \begin{cases} 
-W_{\epsilon \eta} |x|^{-d} & \text{for } x \in B_{r-\eta} \setminus B_{r-\epsilon}, \\
0 & \text{for } x \in B_{r-\epsilon} \cup \left( \mathbb{R}^d \setminus B_{r-\eta} \right),
\end{cases}
\]

where, for \( d > 2 \),

\[
W_{\epsilon \eta} = \frac{(d - 2)(r - \eta)^{d-2}(r - \epsilon)^{d-2}}{(r - \eta)^{d-2} - (r - \epsilon)^{d-2}}.
\]

As a distribution on \( \mathbb{R}^d \), \( \Delta \psi_{\epsilon \eta} \) is a signed measure. Specifically,

\[
(\Delta \psi_{\epsilon \eta})(dx) = W_{\epsilon \eta} \left( \delta_{r-\eta}(d|x|) - \delta_{r-\epsilon}(d|x|) \right) d\omega,
\]

where \( d\omega \) denotes the surface element on the unit ball in \( \mathbb{R}^d \) and \( \delta_\lambda(d|x|) \) denotes the Dirac measure concentrated at \( |x| = \lambda \). Similar expressions can be derived for \( d = 1 \) and \( 2 \). Let \( k_\gamma(x) \) be a \( C^\infty \) symmetric averaging kernel with support in \( B_\gamma(0) \) and define

\[
\psi_{\epsilon \eta}(x) = \int_{\mathbb{R}^d} k_\gamma(x - \xi) \psi_{\epsilon \eta}(\xi) d\xi.
\]

Then

\[
\Delta \psi_{\epsilon \eta}(x) = \int_{\mathbb{R}^d} k_\gamma(x - \xi)(\Delta \psi_{\epsilon \eta})(d\xi).
\]

In particular, if \( \gamma \) is sufficiently small then \( \Delta \psi_{\epsilon \eta} \) is supported by two disjoint annular regions: one containing \( \partial B_{r-\epsilon} \) and the other containing \( \partial B_{r-\eta} \). The function \( \varphi \psi_{\epsilon \eta} \) is an admissible test function in (1.2). Therefore, we have

(1.6)

\[
\int_{\mathbb{R}^d} \left( u^m \Delta \varphi \psi_{\epsilon \eta} + u \psi_{\epsilon \eta} \frac{\partial \varphi}{\partial t} \right) dx dt = \int_{\mathbb{R}^d} u \varphi \psi_{\epsilon \eta} \bigg| \begin{array}{c} t = \tau_2 \\
\end{array} - \int_{\mathbb{R}^d} u \psi_{\epsilon \eta} \bigg| \begin{array}{c} t = \tau_1 \end{array} dx.
\]

Since \( u^m \) is continuous we can let \( \gamma \downarrow 0 \) in (1.6) to obtain

\[
\int_{\Gamma} \left( \int_{\mathbb{R}^d} \left( u^m \Delta \varphi + u \frac{\partial \varphi}{\partial t} \right) dx dt + 2 \int_{\mathbb{R}^d} u \varphi dx \right) + \left( \int_{\mathbb{R}^d} u^m \varphi d\omega - \int_{\mathbb{R}^d} u^m \varphi d\omega \right)
\]

\[
= \int_{\mathbb{R}^d} u \varphi \psi_{\epsilon \eta} \bigg| \begin{array}{c} t = \tau_2 \\
\end{array} - \int_{\mathbb{R}^d} u \psi_{\epsilon \eta} \bigg| \begin{array}{c} t = \tau_1 \end{array} dx.
\]
Now let $\eta \downarrow 0$. Because $\varphi = 0$ on $\partial B_r \times [\tau_1, \tau_2]$ it follows that

$$\int_T \left( u^m \varphi \psi_{e_0} \Delta \varphi + u \varphi \psi_{e_0} \frac{\partial \varphi}{\partial t} \right) \, dx \, dt + I_\varepsilon + J_\varepsilon$$

where

$$I_\varepsilon \equiv 2 \int_{\tau_1}^{\tau_2} \int_{B_r \setminus B_{r-\varepsilon}} u^m \nabla \psi_{e_0} \cdot \nabla \varphi \, dx$$

and

$$J_\varepsilon \equiv -W_\varepsilon \int_{\tau_1}^{\tau_2} \int_{\partial B_{r-\varepsilon}} u^m \varphi \, d\omega.$$

If we introduce spherical coordinates on $\mathbb{R}^d$ then

$$I_\varepsilon = -2W_\varepsilon \int_{\tau_1}^{\tau_2} \int_{r-\varepsilon}^r \left( \int_\omega u^m \frac{\partial \varphi}{\partial \nu} \bigg|_{x=\rho} \, d\omega \right) \, dp.$$

Observe that

$$\lim_{\varepsilon \downarrow 0} \frac{dW_\varepsilon}{\varepsilon} = r^{d-1}.$$

Therefore

$$\lim_{\varepsilon \downarrow 0} I_\varepsilon = -2r^{d-1} \int_{\tau_1}^{\tau_2} \int_\omega u^m \frac{\partial \varphi}{\partial \nu} \bigg|_{x=r} \, d\omega.$$

On the other hand, since $\varphi = 0$ for $|x| = r$ we can write

$$J_\varepsilon = W_\varepsilon \int_{\tau_1}^{\tau_2} \int_\omega u^m \left\{ \varphi \big|_{x=r-\varepsilon} - \varphi \big|_{x=r+\varepsilon} \right\} \, d\omega.$$

In view of (1.8) and the continuity of $u^m$ it follows that

$$\lim_{\varepsilon \downarrow 0} J_\varepsilon = r^{d-1} \int_{\tau_1}^{\tau_2} \int_\omega u^m \frac{\partial \varphi}{\partial \nu} \bigg|_{x=r} \, d\omega.$$

Thus if we let $\varepsilon \downarrow 0$ in (1.7) we obtain

$$\int_T \left( u^m \Delta \varphi + u \varphi \frac{\partial \varphi}{\partial t} \right) \, dx \, dt - \int_{\tau_1}^{\tau_2} \int_\omega \frac{\partial \varphi}{\partial \nu} \bigg|_{x=r} \, r^{d-1} \, d\omega$$

$$= \int_{B_r} u \varphi \bigg|_{x=\tau_2} \, dx - \int_{B_r} u \varphi \bigg|_{x=\tau_1} \, dx,$$

which is equivalent to (1.5) with $g = u |_{\partial \rho \Gamma}$.

Let $u$ be a continuous weak solution of (1.1) in $S_T$ and let $\xi$ be a fixed $C_0^\infty(\mathbb{R}^d)$ function which takes its values in $[0, 1]$. Fix $\tau \in (0, T)$ and consider the initial value problem

(1.9) $\frac{\partial w}{\partial t} = \Delta (w^m)$ in $\mathbb{R}^d \times (\tau, T]$,

$w(\cdot, \tau) = \xi u(\cdot, \tau)$ in $\mathbb{R}^d$. 
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A weak solution of (1.9) is a nonnegative function \( w = w(x, t) \) which satisfies the integral identity

\[
\iint_{\mathbb{R}^d \times (\tau, T)} \left( w^m \Delta \varphi + w \frac{\partial \varphi}{\partial t} \right) \, dx \, dt = \int_{\mathbb{R}^d} \left. w \varphi \right|_{t=\tau} \, dx - \int_{\mathbb{R}^d} \left. \xi u \varphi \right|_{t=\tau} \, dx
\]

for all \( \varphi \in C^{2,1}(\mathbb{R}^d \times [\tau, T]) \) such that \( \varphi(\cdot, t) \) has compact support for each \( t \in [\tau, T] \).

For each cut-off function \( \xi \) and each \( \tau \in (0, T) \), (1.9) has a unique weak solution \( w \) which has compact support as a function of \( x \) for all \( t \in [\tau, T] \). To prove this assertion let \( R \equiv \inf\{ r \in \mathbb{R}^+ : \text{supp } \xi \subset B_r(0) \} \) and set \( \Gamma_r = B_r(0) \times (\tau, T] \). By Theorem 13 of [3] for each \( r > R \) the boundary value problem

\[
\frac{\partial v}{\partial t} = \Delta(v^m) \quad \text{in } \Gamma_r, \quad v = \xi u \quad \text{on } \partial_p \Gamma_r
\]

has a unique weak solution \( v_r(x, t) \). If \( w \) is a weak solution of (1.9) with compact support, then \( w|_{\Gamma_r} = v_r \) for all sufficiently large \( r \). Consequently, \( w \) is unique. To prove existence we observe that there exists an \( R^* \in \mathbb{R}^+ \) such that

\[
\text{supp } v_r \subset \Gamma_r
\]

for all \( r > R^* \). This follows from Proposition 1.1 by comparing \( v_r \) with an appropriately scaled Barenblatt solution (cf. §3 below). Define

\[
w_r = \begin{cases} v_r & \text{for } |x| \leq r, \\ 0 & \text{for } |x| > r. \end{cases}
\]

Then, in view of (1.12), there exists a function \( w(x, t) \) such that \( w = w_r \) for all \( r > R^* \). It is easy to verify that \( w \) satisfies (1.10) and is therefore a weak solution of (1.9). We will call \( w \) the compact weak solution of (1.9). More generally we will call any weak solution of (1.1) in \( S_T \) a compact weak solution if it has compact support as a function of \( x \) for all \( t \in (0, T) \).

**Proposition 1.3 (Global Comparison Principle).** Let \( u \) be a continuous weak solution of (1.1) in \( S_T \) for some \( T > 0 \). For each fixed \( C^0(\mathbb{R}^d) \) function \( \xi \) with values \([0, 1]\) and each \( \tau \in (0, T) \), let \( w \) denote the weak solution of the corresponding (1.9). Then \( u \geq w \) in \( \mathbb{R}^d \times [\tau, T] \).

**Proof.** According to Proposition 1.2, \( u \) is a weak solution of (1.4) in \( \Gamma_r \) with boundary values \( g = u|_{\partial_p \Gamma_r} \). Since \( u|_{\partial_p \Gamma_r} \geq \xi u|_{\partial_p \Gamma_r} \), it follows from Proposition 1.1 that \( u \geq v_r \) in \( \Gamma_r \), where \( v_r \) denotes the solution of (1.11). However, as we observed above, \( v_r \equiv w \) for all sufficiently large \( r \). Thus \( u \geq w \) in \( \Gamma_r \) for all sufficiently large \( r \) and the assertion follows by letting \( r \to +\infty \).

**Remark 1.4.** Let \( u \) be a continuous weak solution of (1.1) in \( S_T \) for some \( T > 0 \) and let \( z \) be a compact (continuous) weak solution. If \( u(\cdot, \tau) \geq z(\cdot, \tau) \) in \( \mathbb{R}^d \) for some \( \tau \in (0, T) \) then \( u \geq z \) in \( \mathbb{R}^d \times [\tau, T] \). To prove this choose \( R \) so large that

---

\(^2\)Theorem 13 is proved for \( x \in \mathbb{R} \) in [3] but the proof can easily be extended to \( x \in \mathbb{R}^d \).
supp \( z \subset \Gamma_R \). For \( r > R + 1 \) let \( v_r \) denote the solution of (1.11), where \( \xi = \xi(|x|) \) is a \( C^\infty \) function such that

\[
\xi(r) = \begin{cases} 
1 & \text{for } 0 \leq r \leq R, \\
0 & \text{for } r \geq R + 1.
\end{cases}
\]

By Propositions 1.1–1.3, for all sufficiently large \( r \), \( u \geq w = v_r \geq z \) in \( \Gamma_r \) and the assertion follows by letting \( r \to \infty \). Note that, in particular, \( u \) can also be a compact weak solution.

**Remark 1.5.** The discussion of weak solutions of boundary value problems does not have to be restricted to cylindrical domains. In particular, the definition of weak solution, as well as Propositions 1.1 and 1.2, can be extended to smoothly bounded domains in \( \mathbb{R}^d \times (0, T] \). Moreover, the conclusions of Proposition 1.3 and Remark 1.4 continue to hold in domains of the form \( \Omega \times [\tau, T] \) with \( \Omega = \mathbb{R}^d \) provided that the solutions involved are comparable on \( \partial \Omega \times [\tau, T] \).

2. **Monotonicity properties.** In this section we consider compact weak solutions \( u \) of the porous medium equation (1.1) which are assumed to be continuous in \( \tilde{\Sigma}_T \equiv \mathbb{R}^d \times [0, T] \) for some \( T > 0 \). We show that such solutions behave almost radially in a sense made precise by the following result.

**Proposition 2.1.** Let \( u \) be a compact weak solution of (1.1) which is continuous in \( \tilde{\Sigma}_T \) for some \( T > 0 \). If \( \text{supp} u(\cdot, 0) \subset B_{r}(0) \) then

\[
\inf_{x \in B_r} u(x, t) \geq \max_{x \in \partial B_{r+2}} u(x, t)
\]

for all \( r \in \mathbb{R}^+ \) and \( t \in [0, T] \).

The proof of Proposition 2.1 is based on the following lemma which is a consequence of the global comparison principle. For \( x \in \mathbb{R}^d \) we write \( x = (y, x_d) \) where \( y = (x_1, \ldots, x_{d-1}) \in \mathbb{R}^{d-1} \).

**Lemma 2.2.** Let \( u \) be a compact weak solution of (1.1) which is continuous in \( \tilde{\Sigma}_T \). If \( K = \text{supp} u(\cdot, 0) \) is compact and \( K \subset \{ x \in \mathbb{R}^d : x_d > 0 \} \), then \( u(y, x_d, t) \geq u(y, -x_d, t) \) for all \( y \in \mathbb{R}^d \), \( x_d \in \mathbb{R}^+ \), and \( t \in [0, T] \).

**Proof.** Set \( v(x, t) = u(y, -x_d, t) \). Then

\[
v(y, 0, t) = u(y, 0, t) \quad \text{for all } y \in \mathbb{R}^{d-1} \text{ and } t \in [0, T],
\]

and

\[
v(y, x_d, 0) = u(y, -x_d, 0) = 0 \leq u(y, x_d, 0) \quad \text{for all } y \in \mathbb{R}^{d-1} \text{ and } x_d > 0.
\]

Since \( u \) and \( v \) are compact continuous weak solutions we can apply Remarks 1.4 and 1.5 to conclude that

\[
u(y, -x_d, t) = v(y, x_d, t) \leq u(y, x_d, t) \quad \text{in } \mathbb{R}^{d-1} \times \mathbb{R}^+ \times [0, T].
\]

**Proof of Proposition 2.1.** Fix \( x^0 \in B_r \) and \( x^1 \in \partial B_{r+2} \). Let \( \Pi \) denote the hyperplane of points in \( \mathbb{R}^d \) which are equidistant from \( x^0 \) and \( x^1 \). Thus

\[
\Pi = \{ x \in \mathbb{R}^d : \langle x, x^0 - x^1 \rangle = \frac{1}{2} (x^0 + x^1), x^0 - x^1 \}.
\]
where $\langle \cdot, \cdot \rangle$ denotes the usual scalar product in $\mathbb{R}^d$. It is easy to verify that

$$d(\Pi, \{0\}) = \frac{1}{2} \frac{(r + 2)^2 + |x_0|^2}{|x^0 - x^1|} = \frac{(r + 2)^2}{4(r + 1)} \geq 1.$$ 

Therefore $x^0$ and $\text{supp} u(\cdot, 0)$ are in the same half-space with respect to $\Pi$. Moreover, $x^1$ is the reflection of $x^0$ in $\Pi$. Thus, by Lemma 2.2, $u(x^0, t) \geq u(x^1, t)$, and the assertion follows since $x^0 \in B_r$ and $x^1 \in \partial B_{r+2}$ are arbitrary.

3. A Harnack-type estimate. In this section we prove a weak Harnack-type estimate for solutions of the porous medium equation (1.1). Specifically, we estimate the mass initially contained in a ball in terms of the radius of the ball and the density at the center of the ball at some later time. For convenience in stating the result we define $\kappa = d(m - 1) + 2$.

**Theorem 3.1.** Let $u$ be a solution of the porous medium equation (1.1) which is continuous in $\overline{S}_T$ for some $T > 0$. There exists a constant $C = C(d, m) \in \mathbb{R}^+$ such that for any $\xi \in \mathbb{R}^d$,

$$\int_{B_r(\xi)} u(x, 0) \, dx \leq C \left\{ \frac{r^{\kappa/(m-1)}}{T^{1/(m-1)}} + T^{d/2} u^{\kappa/2}(\xi, T) \right\}.$$ 

For any $\alpha \in \mathbb{R}^+$,

$$U(x, t) = \alpha |x|^{2/(m-1)} (1 - t/T^*)^{-1/(m-1)}$$

is a continuous solution of (1.1) in $\overline{S}_T$ for any $T < T^* = (m - 1)/2m(m + 1)\alpha^{m-1}$. Let $\omega_d$ denote the surface area of the unit ball in $\mathbb{R}^d$. Then

$$\int_{B_r(0)} U(x, 0) \, dx = \alpha \omega_d r^{\kappa/(m-1)} = \omega_d \left\{ \frac{m - 1}{2m(m + 1)T^*} \right\}^{1/(m-1)} \frac{r^{\kappa/(m-1)}}{T^*},$$

and it follows that the estimate (3.1) is sharp in this case.

Theorem 3.1 is an almost immediate consequence of the following result, which is of some independent interest.

**Proposition 3.2.** Let $u$ be a continuous weak solution of (1.1) in $\overline{S}_1$ and set

$$M = \int_{B_r(0)} u(x, 0) \, dx.$$

There exist constants $M_0 = M_0(d, m) \in \mathbb{R}^+$ and $E = E(d, m) \in \mathbb{R}^+$ such that

$$u(0, 1) \geq EM^{2/\kappa}$$

provided that $M > M_0$.

In the proof of Proposition 3.2 we make extensive use of the explicit form of the Barenblatt-Pattle [5] solution of (1.1),

$$B(x, t) \equiv t^{-d/\kappa} \left( 1 - Fr^2 t^{-2/\kappa} \right)^{1/(m-1)}.$$
where \( F = (m - 1)/2m \) and \( r = |x| \). The total mass \( G = G(d, m) \in \mathbb{R}^+ \) carried by \( B \) is given by

\[
G \equiv \int_{\mathbb{R}^d} B(x, t) \, dx.
\]

For any \( \mu \in \mathbb{R}^+ \) define

\[
u_\mu(x, t) \equiv \mu^{-2/(m-1)}B(\mu x, t).
\]

It is easy to verify that \( \nu \) is a solution of (1.1). Moreover,

\[
\int_{\mathbb{R}^d} \nu_\mu(x, t) \, dx = \mu^{-2/(m-1)} \int_{\mathbb{R}^d} B(\mu x, t) \, dx = \mu^{-2/(m-1)} G.
\]

Note that \( \text{supp} \, \nu_\mu(\cdot, 1) = B_1/\sqrt{F} \mu(0) \). Thus the lower bound on \( M \) in the statement of Proposition 3.2 is essential.

**Proof of Proposition 3.2.** If we choose \( \mu = (2G/M)^{(m-1)/\kappa} \) then

\[
\int_{\mathbb{R}^d} \nu_\mu(x, t) \, dx = \frac{M}{2}.
\]

Moreover, if we take \( t_0 = (4\sqrt{F} \mu)^\kappa \), then

\[
\text{supp} \, \nu_\mu(\cdot, t_0) = B_4(0).
\]

Note that with these choices of \( \mu \) and \( t_0 \),

\[
\mu^{-2/(m-1)} t_0^{-d/\kappa} = \left(4\sqrt{F}\right)^\kappa M/2G,
\]

so that

\[
u_\mu(x, t_0) \sim M \quad \text{for} \quad x \in B_3(0).
\]

Moreover, \( M \) large implies that both \( \mu \) and \( t_0 \) are small.

Assume temporarily that \( u \) is a compact weak solution with

\[
\text{supp} \, u(\cdot, 0) \subset B_1(0).
\]

Recall that, by hypothesis, \( u(\cdot, 0) \) is continuous.

Given \( \delta > 0 \) we can choose \( r(t) \) such that

\[
u_\mu(x, t + t_0) = \delta u_\mu(0, t + t_0)
\]

for \( x \in \partial B_{r(t)} \), that is, we choose

\[
r(t) = (1 - \delta m)^{1/2} (t + t_0)^{1/\kappa}/\mu F^{1/2}.
\]

In view of our choice of \( \mu \) and \( t_0 \),

\[
r(0) = 4(1 - \delta m)^{1/2}.
\]

Thus we can fix \( \delta \) so that \( 3 < r(0) < 4 \). Since \( \text{supp} \, u(\cdot, 0) \subset B_1(0) \subset B_3(0) \), it follows that \( u(x, t) < u_\mu(x, t + t_0) \) for \( x \in \partial B_{r(t)} \) and \( t > 0 \) sufficiently small. We now distinguish two cases.

**Case 1.** There exists a \( t_1 \in (0, 1) \) and an \( x^1 \in \partial B_{r(t_1)} \) such that

\[
u(x^1, t_1) = u_\mu(x^1, t_1 + t_0) = \delta u_\mu(0, t_1 + t_0).
\]
Let \( p(t) \equiv r(t) - 2 \). By Proposition 2.1,
\[
\inf_{B_{p(t)}(\cdot)} u(\cdot, t) \geq \max_{\partial B_{p(t)}(\cdot)} u(\cdot, t)
\]
so that, in particular,
\[
\inf_{B_{p(t)}(\cdot)} u(\cdot, t) \geq u(x^1, t_1) = \delta u(0, t_1 + t_0).
\]
Choose \( L = L(d, m) \in \mathbb{R}^+ \) so large that
\[
supp u_{\mu_L}(\cdot, t_1 + t_0) = L^{-1} supp u_{\mu}(\cdot, t_1 + t_0) \subset B_{p(t)}
\]
and \( L^{(m-1)/2} \geq \delta^{-1} \). Then
\[
\max_{B_{p(t)}(\cdot)} u_{\mu_L}(\cdot, t_1 + t_0) = L^{-(m-1)/2} u_{\mu}(0, t_1 + t_0) \leq \delta u_{\mu}(0, t_1 + t_0) \leq \inf_{B_{p(t)}(\cdot)} u(\cdot, t_1)
\]
and
\[
u_{\mu_L}(x, t_1 + t_0) = 0 \leq u(x, t_1) \quad \text{for} \ x \in \mathbb{R}^d \setminus B_{p(t)}.
\]
Thus it follows from Remark 1.4 that \( u(x, t) \geq u_{\mu_L}(x, t + t_0) \) in \( \mathbb{R}^d \times [t_1, 1] \). In particular,
\[
(3.2) u(0, 1) \geq u_{\mu_L}(0, 1 + t_0) = (L\mu)^{-2/(m-1)}(1 + t_0)^{-d/\kappa}
\]
\[
\geq 2^{(d-2)/\kappa} \gamma^{-2/\kappa} L^{-2/(m-1)} M^{2/\kappa}.
\]

**Case 2.** Suppose that \( u < u_{\mu} \) on \( \partial B_{p(t)} \) for all \( t \in [0, 1) \). Since
\[
u_{\mu}(x, t_0) \geq 0 = u(x, 0) \quad \text{for} \ |x| \geq r(t_0) > 3
\]
it follows from Remarks 1.4 and 1.5 that
\[
u_{\mu}(x, t + t_0) \geq u(x, t) \quad \text{in} \ \{(x, t) : |x| \geq r(t), 0 \leq t \leq 1\}.
\]
Thus, in view of (3.2) we have
\[
M \leq \int_{\mathbb{R}^d} u(x, 0) \ dx = \int_{\mathbb{R}^d} u\left(x, \frac{1}{2}\right) \ dx
\]
\[
= \int_{B_{p(t)/2}} u\left(x, \frac{1}{2}\right) \ dx + \int_{\mathbb{R}^d \setminus B_{p(t)/2}} u\left(x, \frac{1}{2}\right) \ dx \leq \int_{B_{p(t)/2}} u\left(x, \frac{1}{2}\right) \ dx + \frac{M}{2},
\]
so that
\[
(3.4) \quad \int_{B_{p(t)/2}} u\left(x, \frac{1}{2}\right) \ dx \geq \frac{M}{2}.
\]
We now distinguish two subcases.

**Case 2a.** There exists an \( x \in \mathbb{R}^d \setminus B_3 \) such that \( u(x, \frac{1}{2}) \geq \gamma M^{2/\kappa} \), where \( \gamma \) will be specified below. By Proposition 2.1,
\[
(3.5) \quad u(0, 1) \geq u(0, \frac{1}{2}) \geq \gamma M^{2/\kappa}.
\]
It is shown in [2] that there exists a constant \( H = H(d, m) \in \mathbb{R}^+ \) such that \( tu \geq -Hu \). Consequently, (3.5) implies
\[
u(0, 1) \geq u(0, \frac{1}{2}) e^{-H \log^2} \geq \gamma e^{-H \log^2 M^{2/\kappa}}.
\]

Case 2b. For all $x \in \mathbb{R}^d \setminus B_3$, $u(x, \frac{1}{2}) < \gamma M^{2/\kappa}$. Then in view of the choice of $\mu$, $t_0$ and $r(t)$, there exists a constant $J = J(d, m) \in \mathbb{R}^+$ such that

$$
\int_{B_{r(l/2)} \setminus B_3} u(x, \frac{1}{2}) \, dx < \gamma M^{2/\kappa} \frac{\omega_d}{d} r^d \left( \frac{1}{2} \right) = \gamma J M.
$$

In particular, take $\gamma = J/4$. Then since $u_\mu > u$ in $\mathbb{R}^d \setminus B_{r(l/2)}$, it follows from (3.2) and (3.6) that

$$
M \leq \int_{\mathbb{R}^d} u \left( x, \frac{1}{2} \right) \, dx = \left[ \int_{B_3} + \int_{B_{r(l/2)} \setminus B_3} + \int_{\mathbb{R}^d \setminus B_{r(l/2)}} \right] u \left( x, \frac{1}{2} \right) \, dx
$$

$$
\leq \int_{B_3} u \left( x, \frac{1}{2} \right) \, dx + \frac{3M}{4},
$$

so that

$$
\int_{B_3} u \left( x, \frac{1}{2} \right) \, dx \geq \frac{M}{4}.
$$

By Hölder’s inequality

$$
\int_{B_3} u^m \left( x, \frac{1}{2} \right) \, dx \geq KM^m
$$

for some $K = K(d, m) \in \mathbb{R}^+$. According to Lemma 2.3 of [6] there are constants $N = N(d, m) \in \mathbb{R}^+$ and $P = P(d, m) \in \mathbb{R}^+$ such that $u^m(0, 1) \geq NM^m$ provided that $KM^m > P$. This will be the case if $M > M_0 \equiv (P/K)^{1/m}$. Finally, since $M > M_0$ and $\kappa > 2$ we have

$$
u(0, 1) \geq N^{1/m} M_0^{1-2/\kappa} M^{2/\kappa}.
$$

To complete the proof of Proposition 3.2 we must remove the assumption (3.3). For $\nu \in (0, 1)$ let $\psi_\nu(r)$ be a monotone $C^\infty(\mathbb{R}^+)$ function such that

$$
\psi_\nu(r) = \begin{cases} 1 & \text{for } 0 \leq r \leq \nu, \\ 0 & \text{for } r \geq 1. 
\end{cases}
$$

Let $w_\nu$ denote the solution of the initial value problem (1.9) on $\overline{S_T}$ with initial values $w_\nu(\cdot, 0) = \psi_\nu u(\cdot, 0)$. For all sufficiently large $\nu < 1$,

$$
M_\nu \equiv \int_{B_{\nu(0)}} \psi_\nu(x) u(x, 0) \, dx > M_0.
$$

Thus it follows from Proposition 1.3 and what we have proved under assumption (3.3) that

$$
u(0, 1) \geq w_\nu(0, 1) \geq E M_\nu^{2/\kappa}.
$$

Since $E$ is independent of $\nu$ the assertion follows by letting $\nu \uparrow 1$.

**PROOF OF THEOREM 3.1.** For fixed $r \in \mathbb{R}^+$ define

$$
u^*(x, t) = r^{-2/(m-1)} T^{1/(m-1)} u(xr, tT).$$
It is easy to verify that \( u^* \) is a continuous weak solution of (1.1) in \( \overline{S}_T \). In order to prove (3.1) it suffices to show that there exists a constant \( C = C(d, m) \in \mathbb{R}^+ \) such that

\[
(3.7) \quad \int_{B_1(0)} u^*(x, 0) \, dx \leq C \left[ 1 + (u^*(\xi, 1))^{\kappa/2} \right].
\]

Without loss of generality we can assume that \( \xi \) is the origin. If

\[
\int_{B_1(0)} u^*(x, 0) \, dx = M^* > M_0,
\]

then, according to Proposition 3.2, there is a constant \( E = E(d, m) \in \mathbb{R}^+ \) such that

\[
u^*(0, 1) \geq E(M^*)^{\kappa/2}.
\]

Thus

\[
\int_{B_1(0)} u^*(x, 0) \, dx \leq E^\kappa/2 \{ u^*(0, 1) \}^{\kappa/2}
\]

so that (3.7) holds in this case. On the other hand, if

\[
\int_{B_1(0)} u^*(x, 0) \, dx \leq M_0
\]

then (3.7) holds for any \( C > M_0 \). Therefore, in particular (3.7) holds in all cases if we take \( C = \max\{M_0, E^{\kappa/2}\} \).

4. The main result. In this section we prove our main result: every continuous weak solution of the porous medium equation in \( S_T \) has a unique trace on \( t = 0 \). The existence of the trace is an almost immediate consequence of Theorem 3.1. Most of this section is devoted to proving uniqueness.

**Theorem 4.1.** Let \( u \) be a continuous weak solution of (1.1) in \( S_T \) for some \( T > 0 \). There exists a unique nonegative Borel measure \( p \) on \( \mathbb{R}^d \) such that

\[
\lim_{t \downarrow 0} \int_{\mathbb{R}^d} \varphi(x) u(x, t) \, dx = \int_{\mathbb{R}^d} \varphi(x) p(dx)
\]

for all test functions \( \varphi \in C_0(\mathbb{R}^d) \). Moreover, there exists a constant \( C = C(d, m) \in \mathbb{R}^+ \) such that

\[
(4.1) \quad \int_{B_r(0)} p(dx) \leq C \{ r^\kappa/(m-1)T^{-1/(m-1)} + T^{d/2} u^{\kappa/2}(0, T) \}
\]

for all \( r \in \mathbb{R}^+ \), where \( \kappa = d(m - 1) + 2 \).

**Proof of Theorem 4.1.** Existence. By Theorem 3.1, for any \( \epsilon \in (0, T) \),

\[
(4.2) \quad \int_{B_\epsilon(0)} u(x, \epsilon) \, dx \leq C \{ r^\kappa/(m-1)(T - \epsilon)^{-1/(m-1)} + (T - \epsilon)^{d/2} u^{\kappa/2}(0, T) \},
\]
where $C$ is independent of $\varepsilon$. Thus there exists a sequence $\{\varepsilon_k\}$ such that $\varepsilon_k \downarrow 0$ and $u(\cdot, \varepsilon_k)$ converges weakly to a measure, that is,

$$\lim_{k \to \infty} \int_{\mathbb{R}^d} \varphi(x) u(x, \varepsilon_k) \, dx = \int_{\mathbb{R}^d} \varphi(x) \rho(\, dx)$$

for all $\varphi \in C_c^{0}(\mathbb{R}^d)$. The fact that $\rho$ satisfies (4.1) is an easy consequence of (4.2).

The measure $\rho$ whose existence we have just proved may, of course, depend on the sequence $\{\varepsilon_k\}$. The remainder of this section is devoted to proving that this is not the case. The main tool in the uniqueness proof is the following result which gives us some control on how fast material can escape from a given ball.

**Proposition 4.2.** Let $u$ be a weak solution of (1.1) which is continuous in $\overline{S}_T$ for some $T > 0$. If

$$0 < \lambda < \int_{B_1(0)} u(x, 0) \, dx \leq v,$$

then for each $\varepsilon \in \mathbb{R}^+$ there exists $\tau = \tau(d, \varepsilon, m, \nu, T) \in \mathbb{R}^+$ such that

$$\int_{B_1 + \varepsilon(0)} u(x, t) \, dx \geq \lambda$$

for all $t \in [0, \tau]$.

The proof of Proposition 4.2 is based on the following elementary lemmas.

**Lemma 4.3.** Let $u$ be a compact weak solution of (1.1) which is continuous in $\overline{S}_T$ for some $T > 0$. If $\text{supp} \, u(\cdot, 0) \subset B_1(0)$ and $\int_{\mathbb{R}^d} u(x, 0) \, dx \leq v$, then there exists a constant $P = P(d) \in \mathbb{R}^+$ such that $u(x, t) \leq v / P\eta^{2d-1}$ in $(\mathbb{R}^d \setminus B_{1+\eta}(0)) \times [0, T]$ for any $\eta \in \mathbb{R}^+$.

**Proof.** For any two points $x^0$ and $x^1$ in $\mathbb{R}^d$ let $\Pi(x^0, x^1)$ denote the hyperplane consisting of points which are equidistant from $x^0$ and $x^1$. According to Lemma 2.2 we have $u(x^1, t) \geq u(x^0, t)$ provided that $x^1$ and $B_1(0)$ lie in the same half-space with respect to $\Pi(x^0, x^1)$. Fix $x^0 \in \mathbb{R}^d \setminus B_{1+\eta}(0)$ and define $S(x^0)$ to be the set of points $x \in \mathbb{R}^d$ such that

$$|x^0 - x| < \frac{\eta}{2} \quad \text{and} \quad \cos \theta \geq \frac{1 + \eta/4}{1 + \eta},$$

where $\theta$ denotes the angle between $x^0 - x$ and $x^0$. For $x \in S(x^0),$

$$d\left(\Pi(x^0, x), \{0\}\right) = |x^0| \cos \theta - \frac{1}{2} |x^0 - x| \geq \left(1 + \frac{\eta}{4}\right) \frac{1 + \eta/4}{1 + \eta} - \frac{\eta}{4} = 1.$$ 

Thus $x \in S(x^0)$ implies that $x$ and $B_1(0)$ are in the same half-space with respect to $\Pi(x^0, x^1)$. We therefore have the estimate

$$v \geq \int_{\mathbb{R}^d} u(x, 0) \, dx \geq \int_{\mathbb{R}^d} u(x, t) \, dx \geq \int_{S(x^0)} u(x, t) \, dx \geq |S(x^0)| \cdot u(x^0, t),$$

and the assertion follows from the observation that $|S(x^0)| \geq P(d)\eta^{2d-1}$. 
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**Lemma 4.4.** Let $u$ satisfy the hypothesis of Lemma 4.3. For each $\varepsilon > 0$ there exists a $T = T(d, \varepsilon, m, \nu, \tau) \in \mathbb{R}^+$ such that $\text{supp} \ u(\cdot, t) \subset B_{1+\varepsilon/4}(0)$ for all $t \in [0, \tau]$. 

**Proof.** Let $u_\mu(x, t + t_0)$ denote the Barenblatt-Pattle solution of (1.1) defined in the proof of Proposition 3.2. Given $\varepsilon > 0$ one can verify from the formula for $u_\mu$ that there exist $t_0 = t_0(d, \varepsilon, m, \nu, \tau) \in (0, 1]$ and $\mu = \mu(d, \varepsilon, m, \nu, \tau) \in \mathbb{R}^+$ such that

$$\text{supp} \ u_\mu(\cdot, t_0) = B_{1+\varepsilon/2}(0)$$

and

$$\min_{t \in [0, T]} u_\mu(x, t + t_0) \bigg|_{|x|=1+\varepsilon/4} \geq 4^{2d-1}\nu/P_\varepsilon^{2d-1},$$

where $P = P(d)$ is the constant defined in Lemma 4.3. By hypothesis, $u(x, 0) = 0$ in $\mathbb{R}^d \setminus B_{1+\varepsilon/4}(0)$. Therefore,

$$u(x, 0) = 0 \leq u_\mu(x, t_0) \quad \text{in} \quad \mathbb{R}^d \setminus B_{1+\varepsilon/4}(0).$$

Moreover, by Lemma 4.3 and the construction of $u_\mu$,

$$u(x, t) \leq 4^{2d-1}\nu/P_\varepsilon^{2d-1} \leq u_\mu(x, t + t_0) \quad \text{on} \quad \partial B_{1+\varepsilon/4}(0) \times [0, T].$$

It follows from Remarks 1.4 and 1.5 that

$$u(x, t) \leq u_\mu(x, t + t_0) \quad \text{in} \quad \left(\mathbb{R}^d \setminus B_{1+\varepsilon/4}(0)\right) \times [0, T].$$

Thus the assertion holds for $T = T(d, \varepsilon, m, \nu, \tau)$ defined by

$$\text{supp} \ u_\mu(\cdot, \tau + t_0) = B_{1+\varepsilon/2}(0).$$

**Proof of Proposition 4.2.** Fix $a \in \mathbb{R}^+$ such that

$$0 < \lambda < \sigma < \int_{B_{1}(0)} u(x, 0) \, dx < \nu.$$

There exist numbers $\delta_1$ and $\delta_2$ such that $0 < \delta_1 < \delta_2 < 1$,

$$\int_{B_{\delta_1}(0)} u(x, 0) \, dx = \lambda, \quad \text{and} \quad \int_{B_{\delta_2}(0)} u(x, 0) \, dx = \sigma.$$

Let $\xi$ be a nonincreasing $C^\infty(\mathbb{R}^+)$ function such that

$$\xi(r) = \begin{cases} 1 & \text{for } 0 \leq r \leq \delta_1, \\ 0 & \text{for } r \geq \delta_2, \end{cases}$$

and let $w$ denote the solution of the initial value problem (1.9) with initial function $w(x, 0) = \xi(|x|)u(x, 0)$. Clearly, $w(\cdot, 0) \leq u(\cdot, 0)$ in $\mathbb{R}^d$, $\text{supp} \ w(\cdot, 0) \subset B_1(0)$ and

$$\sigma \geq \lambda \equiv \int_{\mathbb{R}^d} w(x, 0) \, dx \equiv \int_{B_{\delta_1}(0)} w(x, 0) \, dx = \lambda.$$
By Proposition 1.3, $w \leq u$ in $\bar{S}_T$. According to Lemma 4.4 there exists a $\tau = \tau(d, \epsilon, m, \sigma, T) \in \mathbb{R}^+$ such that $\int_{B_{1, t}} w(x, t) \, dx = \lambda^*$ for all $t \in [0, \tau]$. Therefore

$$\int_{B_{1, t}} u(x, t) \, dx > \lambda$$

for all $t \in [0, \tau]$.

**Proof of Theorem 4.1. Uniqueness.** By Theorem 3.1, for $t \in (0, T/2)$,

$$\int_{B_{1}(0)} u(x, t) \, dx \leq C(d, m) \left\{ \left( 2/T \right)^{1/(m-1)} + T^{d/2} u^{*2}(0, T) \right\} \equiv \nu.$$  

Since $u(x, t) \equiv 0$ we may assume without loss of generality that $\int_{B_{1}(0)} u(x, t) \, dx \neq 0$. For each $s \in (0, T/4)$ and arbitrary small $\delta \in \mathbb{R}^+$ set

$$\mu = \int_{B_{1}(0)} u(x, s) \, dx - \delta.$$  

According to Proposition 4.2 there exists a $\tau = \tau(d, \epsilon, m, \nu, T) \in \mathbb{R}^+$ such that

$$(4.3) \quad \int_{B_{1, t}} u(x, t + s) \, dx > \int_{B_{1}(0)} u(x, s) \, dx - \delta$$

for all $t$ which satisfy $0 < t < \min(T/4, \tau)$.

Suppose that $u$ converges weakly to a measure $\rho_1$ along the sequence $\{\epsilon_k\}$ and to a measure $\rho_2$ along a sequence $\{\epsilon'_k\}$. Note that (4.1) must hold for both of these measures so that, in particular, they are regular. For fixed $t$ set $s = \epsilon_k$ and take the limit of both sides of (4.3) as $k \to \infty$. Since $u$ is continuous for $t$ positive we find

$$\int_{B_{1, t}} u(x, t) \, dx > \rho_1(B_1(0)) - \delta.$$  

Now set $t = \epsilon'_k$ and pass to the limit to get

$$\rho_2(B_{1+t}(0)) > \rho_1(B_1(0)) - \delta.$$  

However, since $\epsilon$ and $\delta$ are both arbitrary we conclude that $\rho_2(B_1(0)) > \rho_1(B_1(0))$. On the other hand, if we repeat the argument first taking the limit with $s = \epsilon_k$ followed by the limit with $t = \epsilon'_k$ we obtain $\rho_1(B_1(0)) > \rho_2(B_1(0))$. Therefore

$$\rho_1(B_1(0)) = \rho_2(B_1(0)).$$

By a simple scaling argument, $\rho_1$ and $\rho_2$ must agree on every ball in $\mathbb{R}^d$ so that $\rho_1 \equiv \rho_2$.
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