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ABSTRACT. We consider: the homogenization problem

\[
\begin{aligned}
\left\{ \begin{array}{l}
\left( \partial u / \partial t \right)(x, t) + \beta(x) u_t(x, t) = 0, \quad t \geq 0, \\
u(x, 0) = \phi(x),
\end{array} \right.
\end{aligned}
\]

where \(\beta\) is a strictly positive bounded real function, periodic of period 1, and \(\beta_t(x) = \beta(x/e)\); the equivalent integral equation

\[
u(x, t) + \int_0^t \beta(x) u(x, s) \, ds = \phi(x);
\]

and the homogenized equation

\[
u_0(x, t) + \int_0^t K(t - s) u_0(s) \, ds = \phi(x),
\]

where \(K\) is a unique, well-defined function depending on \(\beta\). We study this problem for a time dependent \(\beta\), and characterize a two-variable function \(K(s, t)\) satisfying

\[
u_0(x, t) + \int_0^t K(s, t - s) u_0(x, s) \, ds = \phi(x)
\]

and study its uniqueness.

1. Introduction. In linear homogenization theory it is possible for a differential equation with an integral term (a memory effect) to arise from an equation with pure differential structure: viscoelastic behaviour of composite material is an example (Sanchez-Palencia [3]).

The proofs rely on Laplace transform and standard homogenization techniques in the space variables. Although the convolution kernel is given by a formula, its properties are not easy to derive from it; this method cannot be generalized to time dependent coefficients or to nonlinear problems. This paper is concerned with a simple time dependent problem and studies the properties of the kernel of the integral term (no longer a convolution) arising in the homogenized limit.

Let \(\beta(x, t)\) be a real function, periodic in \(x\) of period 1 for each \(t\) in \([0, +\infty[\) satisfying:

\[
\begin{aligned}
(i) & \quad 0 < \alpha \leq \beta(x, t) \leq \bar{\alpha}, \quad \forall x \in [0, 1], \forall t \in [0, +\infty[, \\
(ii) & \quad |\partial \beta(x, t)/\partial t| \leq \bar{\alpha}, \quad \forall x \in [0, 1], \forall t \in [0, +\infty[.
\end{aligned}
\]
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We consider the parameterized problem for $\varepsilon > 0$:

$$
\begin{align*}
\frac{\partial u_\varepsilon}{\partial t}(x, t) + \beta_\varepsilon(x, t)u_\varepsilon(x, t) &= 0, \\
u_\varepsilon(x, 0) &= \phi(x),
\end{align*}
$$

(1.2)

with $\beta_\varepsilon(x, t) = \beta(x/\varepsilon, t)$, and we search for the homogenized equation.

First we reduce (1.2) to the integral equation

$$
u_\varepsilon(x, t) + \int_0^t \beta_\varepsilon(x, s) u_\varepsilon(x, s) \, ds = \phi(x), \quad t \geq 0.
$$

(1.3)

Its solution,

$$
u_\varepsilon(x, t) = \phi(x) I(\beta_\varepsilon, t),
$$

converges weakly in $L^p(0,1)$ (for $1 < p < +\infty$; in the weak measure sense, if $p = 1$; weak*, if $p = +\infty$) to its average over $[0, 1]$:

$$
u_\varepsilon(x, t) \to u_0(x, t) = \phi(x) \int_0^1 I(\beta, t) \, dx.
$$

The question is: What form will the integral $\int_0^t \beta_\varepsilon(x, s) u_\varepsilon(x, s) \, ds$ take as $\varepsilon \to 0^+$, or, equivalently, What will the homogenized integral equation be like?

W.l.o.g. we now consider $\phi(x) \equiv 1$. $u_0(x, t)$ no longer depends on $x$.

Let us examine the following example.

**Example.** $\beta$ does not depend on $t$. There exists only one function $K$, with support lying in $[0, +\infty[$, satisfying

$$
u_0(t) + \int_0^t K(t-s) u_0(s) \, ds = 1, \quad \forall t \geq 0.
$$

(1.4)

So we obtain the homogenized equation in integral form with kernel $K$.

Indeed, if we take

$$
u_0(t) = \begin{cases} 0, & t < 0, \\ u_0(t) = \int_0^1 e^{-t \beta(x)} \, dx, & t \geq 0, \end{cases}
$$

(1.5)

will become the convolution equation

$$
S + K \ast S = \chi_{[0, +\infty[}.
$$

Since $S(0) = 1$, by differentiation we obtain the equivalent expression

$$
K - K \ast g = g, \quad \text{with} \ g(t) = \begin{cases} 0, & t < 0, \\ -S'(t), & t \geq 0. \end{cases}
$$

Since the inverse, in the convolution sense, of $(\delta_0 - g)$ is the sum of the series $\delta_0 + g + g \ast g + g \ast g \ast g + \cdots$, absolutely convergent in $L_1^{\text{loc}}(0, +\infty) \ (\int_0^1 |g| = 1)$, it is easy to verify that the unique solution of (1.6) is given by $g + g \ast g + g \ast g \ast g + \cdots$, or, equivalently, $(\delta_0 + K) = (\delta_0 - g)^{-1}$. 


We now state our main result,

**Theorem 1.1.** Let \( \beta(x, t) \) be a real function, periodic in \( x \) of period 1 for each \( t \in [0, +\infty[ \) satisfying (1.1). Then there exists a kernel \( K(s, t) \) defined in \( \mathbb{R}^2 \), with support lying in \([0, +\infty[ \times [0, +\infty[\), analytic in \( t \in [0, +\infty[ \), satisfying

\[
S(t) + \int_0^t K(s, t - s) S(s) \, ds = 1, \quad \forall t \in [0, +\infty[.
\]

This kernel is the unique solution of the convolution equation

\[
K(s, t) - \left[ K(s, \cdot) * g(s, \cdot) \right](t) = P(s, t) + g(s, t),
\]

where \( S, g \) and \( P \) are given by

\[
S(t) = \begin{cases} 
0, & t < 0, \\
\int_0^1 I(\beta, t) \, dx, & t > 0,
\end{cases}
\]

\[
g(s, t) = \begin{cases} 
0, & s < 0 \text{ or } t < 0, \\
\int_0^1 \beta(x, s)e^{-i\beta(x,s)} \, dm_s(x), & s, t \in [0, +\infty[,
\end{cases}
\]

with

\[
dm_s(x) = \frac{1}{S(s)} I(\beta, s) \, dx,
\]

and

\[
P(s, t) = \begin{cases} 
0, & s < 0 \text{ or } t < 0, \\
- \frac{1}{S(s)} \int_0^s \frac{\partial K}{\partial t}(\xi, t + s - \xi)S(\xi) \, d\xi, & s, t \in [0, +\infty[.
\end{cases}
\]

Furthermore, the following estimate occurs:

\[
\left| \frac{\partial^m K}{\partial t^m} (s, t) \right| \leq 2^m \alpha^m + \epsilon C(\alpha, \bar{\alpha}, s)^{-s}, \quad \forall m \geq 0, \forall s, t \in [0, +\infty[,
\]

\( C(\alpha, \bar{\alpha}, s) \) being a positive real value depending only on the bounds of \( \beta \) (cf. (1.1)) and \( s \).

**Note.** We shall see later that (1.7) does not characterize the kernel and, otherwise, a function \( K \) satisfying (1.8) is unique. Indeed (1.8) expresses the natural time dependence between \( K \) and \( \beta \): at each instant \( s \), \( K(s, t) \) behaves as if \( \beta \) should remain time independent, \( K \) being affected only by the previous values of \( \beta \).

The proof of the theorem (§5) relies on the fact that for a step function \( \beta \) one can find, in each interval where \( \beta \) is constant with respect to the time \( t \), a kernel for the homogenized equation.

We shall first prove local existence and local uniqueness theorems (§5).

The main idea is to approach a function \( \beta \) satisfying condition (1.1) by step functions (§2) and study the convergence of the corresponding kernels (§§4, 5).

In §3 we study the solution of certain convolution equations of type \( G - G * g = g \) which are essential for what follows.
2. Construction of the kernels corresponding to step functions approaching $\beta$. Let $\beta$ be a real function satisfying (1.1). We take a partition of the bounded interval $[0, T]$ into $n$ equal subintervals. Let $\beta_n(x, t)$ be defined as follows:

$$\beta_n(x, t) = \beta(x, \tau), \quad \forall x \in [0, 1], \forall t \in [\tau, \tau + T/n],$$

where $[\tau, \tau + T/n]$ represents any element of the partition.

We define the corresponding kernel $K_n(s, t)$ by induction over the partition indices with the property of being indefinitely differentiable w.r.t. $t \in [0, +\infty]$ and constant w.r.t. $s \in [0, T]$ whenever $\beta_n$ is time independent:

If $s \in [0, T/n]$, let $K_n(s, t)$ be the unique solution (with support in $[0, +\infty]$) of the convolution equation (cf. Example, §1):

\begin{equation}
G - G \ast g_n(0, \cdot) = g_n(0, \cdot), \quad g_n(0, t) = \begin{cases} 0, & t < 0, \\
\int_0^1 \beta_n(x, 0)e^{-t\beta_n(x, 0)} \, dx, & t \geq 0,
\end{cases}
\end{equation}

which clearly admits derivatives of any order w.r.t. $t$.

We suppose the restriction of $K_n(s, t)$ to $[\theta, \theta + T/n] \times [0, +\infty]$, having the desired properties of differentiability and constancy, is defined for all $\theta < \tau$.

If $s \in [\tau, \tau + T/n]$, let $K_n(s, t)$ be given by

\begin{equation}
K_n(s, t) = K_n(\tau, t) = P_n(\tau, t) + \left[ P_n(\tau, \cdot) \ast G_n(\tau, \cdot) \right](t) + G_n(\tau, t),
\end{equation}

where $G_n(\tau, \cdot)$ is the unique solution (with support in $[0, +\infty]$) of $G - G \ast g_n(\tau, \cdot) = g_n(\tau, \cdot)$, with $g_n(\tau, \cdot)$ given by

\begin{equation}
g_n(\tau, t) = \begin{cases} 0, & t < 0, \\
\int_0^1 \beta_n(x, \tau)e^{-t\beta_n(x, \tau)} \, dm_{\tau,n}(x), & t \geq 0,
\end{cases}
\end{equation}

\begin{equation}
dm_{\tau,n}(x) = \frac{1}{S_n(\tau)} I(\beta_n, \tau) \, dx,
\end{equation}

a positive measure such that $\int_0^1 dm_{\tau,n}(x) = 1$,

\begin{equation}
S_n(s) = \int_0^1 I(\beta_n, s) \, dx,
\end{equation}

and

\begin{equation}
P_n(\tau, t) = \begin{cases} 0, & t < 0, \\
-\frac{1}{S_n(\tau)} \sum_{0<\theta<\tau-T/n} \int_{\theta}^{\theta+T/n} \frac{\partial K_n}{\partial t}(\theta, t + \tau - \xi) S_n(\xi) \, d\xi, & t \geq 0.
\end{cases}
\end{equation}

Obviously $K_n(\tau, t)$ is indefinitely differentiable with respect to $t$.

Since $G_n(\tau, \cdot)$ is such that $\delta_0 + G_n = (\delta_0 - g_n)^{-1}$ (cf. Example, §1), we may say that, for $s \in [\tau, \tau + T/n]$, $K(s, t)$ is the unique solution of the convolution equation

\begin{equation}
K_n(\tau, t) - \left[ K_n(\tau, \cdot) \ast g_n(\tau, \cdot) \right](t) = P_n(\tau, t) + g_n(\tau, t).
\end{equation}
The function $K_n$ is thus defined for all $s \in [0, T]$ and $t \in \mathbb{R}$, vanishing for $t < 0$. Setting $g_n(s, t) = g_n(\tau, t)$ and $P_n(s, t) = P_n(\tau, t)$ for $s \in [\tau, \tau + T/n]$, we have, for all $(s, t) \in [0, T] \times [0, +\infty[$,

$$K_n(s, t) - [K_n(s, \cdot) * g_n(s, \cdot)](t) = P_n(s, t) + g_n(s, t).$$

In particular, for $s = 0$, we obtain (2.1).

**Proposition 2.1.** Each function $K_n$ satisfies, for all $s \in [0, T]$,

$$S_n(s) + \int_0^s K_n(\xi, s - \xi) S_n(\xi) \, d\xi = 1,$$

where $\int_0^s K_n(\xi, s - \xi) S_n(\xi) \, d\xi$ means

$$\sum_{0 \leq \delta \leq \tau - T/n} \int_0^{T/n} K_n(\theta, s - \xi) S_n(\xi) \, d\xi + \int_\tau^s K_n(\tau, s - \xi) S_n(\xi) \, d\xi$$

whenever $s \in [\tau, \tau + T/n]$.

Conversely, from (2.7) we obtain (2.6) but only for $t \in [0, T/n]$.

We shall see later (§4) that each function $K_n(s, t)$ is analytic in $t$. Thus, considering only analytic kernels, we may say that (2.6) and (2.7) are equivalent. This equivalence, however, no longer holds as $n$ goes to infinity (§5).

**Proof.** We prove (2.7) implies (2.6) for $t \in [0, T/n]$. (2.7), for $s \in [\tau, \tau + T/n]$, may be decomposed as follows:

$$S_n(s) + \int_0^\tau K_n(\xi, s - \xi) S_n(\xi) \, d\xi + \int_\tau^s K_n(\tau, s - \xi) S_n(\xi) \, d\xi = 1$$

and, by a change of variable in the last integral, $\eta = s - \xi$,

$$S_n(s) + \int_0^\tau K_n(\xi, s - \xi) S_n(\xi) \, d\xi + \int_0^{s - \tau} K_n(\tau, \eta) S_n(s - \eta) \, d\eta = 1.$$

Differentiating (2.8) with respect to $s$ and multiplying by $1/S_n(\tau)$, we obtain, since $S_n(0) = 1$, the equivalent expression

$$\frac{S_n'(s)}{S_n(\tau)} + \frac{1}{S_n(\tau)} \int_0^\tau \frac{\partial K_n}{\partial t}(\xi, s - \xi) S_n(\xi) \, d\xi$$

$$+ K_n(\tau, s - \tau) + \int_0^{s - \tau} K_n(\tau, \eta) \frac{S_n'(s - \eta)}{S_n(\tau)} \, d\eta = 0.$$

Since $s \in [\tau, \tau + T/n]$, we may write $s = \tau + \delta$ with $\delta \in [0, T/n]$. As $g_n(\tau, \delta) = -S_n'(\tau + \delta)/S_n(\tau)$, (2.9) becomes

$$-g_n(\tau, \delta) + \frac{1}{S_n(\tau)} \int_0^\tau \frac{\partial K_n}{\partial t}(\xi, \delta + \tau - \xi) S_n(\xi) \, d\xi$$

$$+ K_n(\tau, \delta) - \int_\tau^\delta K_n(\tau, \eta) g_n(\tau, \delta - \eta) \, d\eta = 0,$$

which is precisely (2.6) for $t = \delta$.

The proof of the converse is analogous.
3. Integral representation of the solution of a convolution equation of type 
\[ G - G \ast g = g. \]
Let \( \beta(x) \) be a real function satisfying
\[ 0 < \alpha \leq \beta(x) \leq \bar{\alpha}, \quad \forall x \in [0, 1], \]
and \( dm(x) \) a positive measure such that \( \int_0^1 dm(x) = 1 \). Let \( g \) be given by

\[ g(t) = \begin{cases} 
0, & t < 0, \\
\int_0^1 \beta(x) e^{-t\beta(x)} dm(x), & t \geq 0.
\end{cases} \tag{3.2} \]

As we have seen in §1 the solution of

\[ G - G \ast g = g, \tag{3.3} \]
unique and vanishing outside \([0, +\infty[\), may be given as the sum of the locally convergent series \( g + g \ast g + g \ast g \ast g + \cdots \), since \( \int_0^{+\infty} |g| = 1 \). We shall represent this same solution as an integral.

**Proposition 3.1.** The solution \( G \) of (3.3) with \( g \) given by (3.2) and \( \beta \) satisfying (3.1) admits the representation

\[ G(t) = G(\infty) - \int_{-\bar{\alpha}}^{-\alpha} \frac{e^{i\lambda}}{\lambda} d\alpha(\lambda), \quad \forall t \in [0, +\infty[, \tag{3.4} \]

where \( d\alpha \) is uniquely determined as a positive measure with support in \([-\bar{\alpha}, -\alpha[\), and

\[ G(\infty) = \left( \int_0^1 /\beta(x) dm(x) \right)^{-1}. \]

\( G \) and \( d\alpha \) also satisfy the following estimates:

\[ (-1)^m G^{(m)}(t) \geq 0, \quad \forall t \in [0, +\infty[, \forall m = 0, 1, \ldots \]
\[ |G^{(m)}(t)| \leq \bar{\alpha}^{m+1}, \quad \forall t \in [0, +\infty[, \forall m = 0, 1, \ldots \]
\[ \int_{-\bar{\alpha}}^{-\alpha} d\alpha(\lambda) \leq \bar{\alpha}^2. \]

Before proving this proposition we need two lemmas.

Let us consider the Laplace transform \( F \) of \( DG - G(0)\delta_0 \), where \( DG \) is the derivative, in the distribution sense, of \( G \).

\[ F(p) = (DG - G(0)\delta_0)^\vee = p\hat{G}(p) - G(0) = \frac{p\hat{g}(p)}{1 - \hat{g}(p)} - G(0), \tag{3.8} \]

\[ \hat{g}(p) = \int_0^1 \frac{\beta(x)}{\beta(x) + p} dm(x), \]

hence

\[ F(p) = \left[ \int_0^1 \frac{\beta(x)}{\beta(x) + p} dm(x) \right] / \left[ \int_0^1 \frac{1}{\beta(x) + p} dm(x) \right] - g(0). \tag{3.9} \]

Let

\[ J(p) = \left[ \int_0^1 \frac{dm(x)}{\beta(x) + p} \right]^{-1}; \tag{3.10} \]
then

\begin{equation}
F(p) = -p + J(p) - g(0).
\end{equation}

Let us consider the complex variable function

\begin{equation}
f(z) = F(z + c) = J(z + c) - (z + c) - g(0),
\end{equation}

with \( c = -(\bar{a} + a)/2 \) and let \( M = (\bar{a} - a)/2 \).

**Lemma 3.1.** The function \( f \) given by (3.12) satisfies:

(i) \( f \) is analytic outside the interval \([-M, M]\).

(ii) \( f(\infty) = 0 \).

(iii) \( \text{Im}(f(z)) \geq 0 \) if \( \text{Im}(z) > 0 \).

**Proof.** (i) Straightforward from definition of \( f \).

(ii) We consider

\[
J(z) = 1/\int_{0}^{1} \frac{dm(x)}{\beta(x) + z} = 1/\int_{0}^{1} \frac{1/z}{\beta(x)/z + 1} \frac{dm(x)}{\beta(x)/z + 1},
\]

For \( |z| \) large enough we have \( |\beta(x)/z| < 1, \forall x \in [0, 1] \), hence

\[
J(z) = \frac{z}{1 - z^{-1}a_1 - z^{-2}a_2 - \cdots}, \quad \text{with } a_n = (-1)^{n+1} \int_{0}^{1} \beta^n(x) \, dm(x).
\]

When \( z \to \infty \), \( \lim |z^{-1}a_1 + z^{-2}a_2 + \cdots| = 0 \); then, for \( |z| \) large enough

\[
J(z) = z \left[ 1 + (z^{-1}a_1 + z^{-2}a_2 + \cdots) + (z^{-1}a_1 + z^{-2}a_2 + \cdots)^2 + \cdots \right],
\]

hence

\begin{equation}
J(z) + z + \int_{0}^{1} \beta(x) \, dm(x) = O(1/z).
\end{equation}

From (3.12) \( f(z) = O(1/(z + c)) \) so \( f(\infty) = 0 \).

(iii) \( \text{Im}(F(z)) \geq 0 \), when \( \text{Im}(z) > 0 \), implies, since \( c \) is real, (iii). Let \( z = p + iq \).

Then \( \text{Im} F = \text{Im} J - q \), where

\[
\text{Im} J = qB/(A^2 + q^2B^2),
\]

with

\[
A = \int_{0}^{1} \frac{\beta(x) + p}{[\beta(x) + p]^2 + q^2} \, dm(x), \quad B = \int_{0}^{1} \frac{dm(x)}{[\beta(x) + p]^2 + q^2}.
\]

\( \text{Im} F = qB/(A^2 + q^2B^2) - q \geq 0 \), when \( q > 0 \),

is equivalent to \( B/(A^2 + q^2B^2) \geq 1 \), which is the same as \( B(1 - q^2B) \geq A^2 \) or,

replacing \( A \) and \( B \) by their values:

\[
\left( \int_{0}^{1} \frac{\beta(x) + p}{[\beta(x) + p]^2 + q^2} \, dm(x) \right)^2 \leq \int_{0}^{1} \frac{[\beta(x) + p]^2}{[\beta(x) + p]^2 + q^2} \, dm(x) \int_{0}^{1} \frac{dm(x)}{[\beta(x) + p]^2 + q^2},
\]

which is true by the Cauchy-Schwarz inequality. \( \square \)
Lemma 3.2. There exists a positive measure $d\alpha$ with support in $[-\bar{a}, -\alpha]$, where $\alpha$ and $\bar{a}$ are, respectively, the lower and upper bounds of $\beta$ [cf. (3.1)], such that the Laplace transform $F$ of $DG - G(0)\delta_0$ admits the representation

$$F(z) = \int_{-\bar{a}}^{-\alpha} \frac{1}{\lambda - z} d\alpha(\lambda), \quad \forall z: \Re z > -\alpha. \tag{3.14}$$

Proof. We use a result of Korányi [2] which guarantees that for a function $f$ satisfying (i)–(iii) of Lemma 3.1, there exists a nondecreasing bounded function $a(t)$, constant outside the interval $[-M, M]$, such that

$$f(z) = \int_{-M}^{M} \frac{1}{t + z} d\alpha(t), \quad \forall z: |z| > M. \tag{3.15}$$

As $F$ is related to $f$ by (3.12), for $|z - c| > M$,

$$F(z) = \frac{1}{-M} \int_{-M}^{M} \frac{1}{(t - c) - z} d\alpha(t),$$

and, by the change of variable $t = (\lambda - c) = \phi(\lambda)$,

$$F(z) = \int_{-M}^{M+c} \frac{1}{\lambda - z} d\alpha(\phi(\lambda)).$$

Finally, writing $\alpha(\lambda)$ instead of $\alpha(\phi(\lambda))$, and by the definitions of $M$ and $c$, we obtain (3.14). \hfill \Box

Proof of Proposition 3.1. From the uniqueness of the Laplace transform and Lemma 3.2, we conclude that

$$G' = DG - G(0)\delta_0 = -\int_{-\bar{a}}^{-\alpha} e^{i\lambda} d\alpha(\lambda), \quad \forall t \geq 0. \tag{3.16}$$

Integrating (3.16) we obtain (3.4), whose uniqueness stems from the fact that the measure $d\alpha$ is completely determined by its values over all the polynomials $\lambda^m$, $\forall m \geq 0$: as a matter of fact, from (3.4),

$$G(t) - G(\infty) = \sum_{m \geq 1} G^{(m)}(0) \frac{t^m}{m!}, \quad \text{with } G^{(m)}(0) = \int_{-\bar{a}}^{-\alpha} \lambda^{m-1} d\alpha(\lambda), \quad \forall m \geq 1.$$

In particular,

$$G(0) = G(\infty) - \int_{-\bar{a}}^{-\alpha} \frac{1}{\lambda} d\alpha(\lambda). \tag{3.17}$$

Equation (3.3) yields $G(0) = g(0) = \int_0^1 \beta(x) \, dm(x)$. On the other hand $F(0)$ can be represented in two different ways, from (3.9) and (3.14), respectively:

$$F(0) = \frac{1}{\int_0^1 \beta(x) \, dm(x)} - G(0) = \int_{-\bar{a}}^{-\alpha} \frac{1}{\lambda} d\alpha(\lambda),$$

which, because of (3.17), gives $G(\infty) = \left[ \frac{1}{\int_0^1 \beta(x) \, dm(x)} \right]^{-1}$.
By differentiating (3.3) at zero several times we obtain

\begin{equation}
\begin{cases}
G(0) = a_1, \\
G'(0) = a_2 + a_1^2, \\
\vdots \\
G^{(m)}(0) = a_{m+1} + a_m G(0) + \cdots + a_{m-\rho} G^{(\rho)}(0) + \cdots + a_1 G^{(m-1)}(0),
\end{cases}
\end{equation}

where

\[ a_m = (-1)^{m+1} \int_{-\bar{a}}^{1} \beta^m(x) \, dm(x) = g^{(m)}(0). \]

In particular, the total variation \( V(\alpha) \) of \( \alpha \) in \([-\bar{a}, -\alpha]\) is given by

\[ V(\alpha) = \int_{-\bar{a}}^{-\alpha} \beta^2(x) \, dx \leq \bar{\alpha}^2. \]

Finally, differentiating (3.4) we get

\[ G^{(m)}(t) = -\int_{-\bar{a}}^{0} \lambda^{m-1} e^{\lambda t} \, d\alpha(\lambda), \quad \forall m \geq 1, \]

from which (3.5) and (3.6) are easily derived:

\[ |G^{(m)}(t)| \leq \bar{\alpha}^{m-1} V(\alpha) \leq \bar{\alpha}^{m-1} \bar{\alpha}^2 = \bar{\alpha}^{m+1}, \quad \forall m \geq 1. \]

4. Estimates for kernels \( K_n(s, t) \) and their derivatives with respect to \( t \). In this section we always consider the same partition of the interval \([0, T]\) into \( n \) equal subintervals. To simplify notation we eliminate the index \( n \) in \( K_n(s, t) \) and represent by \( K_r(t) \) the restriction of \( K_n \) to \([\tau, \tau + \Delta t] \times [0, +\infty[\), with \( \Delta t = T/n \). We define \( G_r(t) \) and \( P_r(t) \) in a similar way.

In Proposition 3.1 we proved (3.6); sometimes, however, we shall make use of a weaker result:

\[ |G^{(m)}(t)| \leq 2^m \bar{\alpha}^{m+1}, \quad \forall m \geq 0, \forall t \in [0, +\infty[. \]

By differentiating (2.2) several times we obtain

\[ K_r = P_r + (P_r \ast G_r) + G_r, \]

\[ K'_r = P'_r + P_r G_r(0) + (P_r \ast G'_r) + G'_r, \]

\[ \vdots \]

\[ K_r^{(m)} = P_r^{(m)} + P_r^{(m-1)} G_r(0) + \cdots + P_r G_r^{(m-1)}(0) + (P_r \ast G_r^{(m)}) + G_r^{(m)}. \]

**Proposition 4.1.** Let \( |\cdot| \) be the \( L^\infty(0, +\infty) \) norm. Formally we have the following inequalities:

\[ |P_r \ast G_r^{(m)}| \leq |P_r| \bar{\alpha}^m, \quad m = 1, 2, \ldots, \]

\[ |P_r^{(m)}| \leq c \cdot \Delta \sum_{0 < \theta < T} |K_r^{(m+1)}|, \quad \text{with } c = e^{\bar{\alpha} T}, m = 0, 1, 2, \ldots, \]

\[ |K_r^{(m)}| \leq |P_r^{(m)}| + |P_r^{(m-1)}| \bar{\alpha} + \cdots + |P_r| \bar{\alpha}^m + |P_r| \bar{\alpha}^m + 2^m \bar{\alpha}^{m+1}, \quad m = 1, 2, \ldots. \]
Proof. For $m \geq 1$ we have
\[
\left| P_{\tau} * G_{\tau}^{(m)} \right| = \left| \int_{0}^{\tau} P_{\tau}(t - s) G_{\tau}^{(m)}(s) \, ds \right| \leqslant \int_{0}^{\tau} \left| P_{\tau}(t - s) \right| \left| G_{\tau}^{(m)}(s) \right| \, ds
\]
\[
\leqslant \left| P_{\tau} \right| \int_{0}^{\tau} \left| G_{\tau}^{(m)}(s) \right| \, ds.
\]

If $m$ is even, $G_{\tau}^{(m)} \geq 0$ and $G_{\tau}^{(m-1)} \leq 0$, we have
\[
\int_{0}^{\tau} \left| G_{\tau}^{(m)}(s) \right| \, ds = \int_{0}^{\tau} G_{\tau}^{(m)}(s) \, ds = G_{\tau}^{(m-1)}(\tau) - G_{\tau}^{(m-1)}(0)
\]
\[
= \left| G_{\tau}^{(m-1)}(0) \right| - \left| G_{\tau}^{(m-1)}(\tau) \right|;
\]
thus
\[
\int_{0}^{\tau} \left| G_{\tau}^{(m)}(s) \right| \, ds \leqslant \left| G_{\tau}^{(m-1)}(0) \right| \leq \bar{a}^{m},
\]
which proves (4.3).

If $m$ is odd, $G_{\tau}^{(m)} \leq 0$ and $G_{\tau}^{(m-1)} \geq 0$, we obtain the same estimate.

On the other hand, for any $m \geq 0$, we have
\[
P_{\tau}^{(m)}(t) = -\frac{1}{S_{n}(\tau)} \sum_{0 \leq \theta < \tau} \int_{\theta}^{\theta + \Delta} K_{\theta}^{(m+1)}(t + \tau - s) S_{n}(s) \, ds.
\]
Then, since $|S_{n}(s)| \leq 1 \forall s \in [0, T]$ and
\[
S_{n}(\tau) = \int_{0}^{1} I(\beta_{n}, \tau) \, dx > \int_{0}^{1} I(\beta_{n}, T) \, dx > e^{-\bar{a}\tau} = 1/c,
\]
we obtain (4.4). Finally, from (3.6) and (4.1)-(4.3), we deduce (4.5).

Proposition 4.2. For $m > 1$ the following estimate occurs:
\[
(4.6) \quad \left| K_{\theta}^{(m)} \right| \leq 2m\bar{a}^{m+1}(1 + 4\bar{a}c\Delta)^{i},
\]
with $\theta = i\Delta$, $i = 0, 1, \ldots, n - 1$, $n$ being the number of subintervals of the partition, $\Delta = T/n$ and $m = 1, 2, \ldots$ representing the order of differentiation.

Proof. We shall prove (4.6) by induction over the indices $i$ of the partition: If $i = 0$, $K_{\theta}$ is the solution of (3.3), thus, using (4.1), $|K_{\theta}^{(m)}| \leq 2m\bar{a}^{m+1}$.

Let us admit that
\[
|K_{\theta}^{(m)}| \leq (2m\bar{a}^{m+1})(1 + 4\bar{a}c\Delta)^{i}, \quad \forall j: 0 \leq j \leq i - 1.
\]
We must prove
\[
|K_{\theta}^{(m)}| \leq 2m\bar{a}^{m+1}(1 + 4\bar{a}c\Delta)^{i}.
\]
From (4.4) and (4.5) we deduce
\[
|K_{\theta}^{(m)}| \leq c\Delta \sum_{0 \leq j \leq i - 1} \left[ \left| K_{\theta}^{(m+1)} \right| + \left| K_{\theta}^{(m)} \right| \bar{a} + \cdots + 2\left| K_{\theta}^{(1)} \right| \bar{a}^{m} \right] + 2m\bar{a}^{m+1}.
\]
Using the induction hypothesis,
\[
|K_{\theta}^{(m)}| \leq c\Delta \sum_{0 \leq j \leq i - 1} \left[ 2m\bar{a}^{m+2}(1 + 4\bar{a}c\Delta)^{i} + \cdots + 2\cdot 2 \cdot \bar{a}^{2} \cdot \bar{a}^{m}(1 + 4\bar{a}c\Delta)^{i} \right]
\]
\[
+ 2m\bar{a}^{m+1},
\]

or, which is the same,
\[
|K_{\delta}^{(m)}| \leq c\Delta \sum_{0 \leq j < i - 1} (1 + 4\alpha c\Delta)^j \alpha^{m+2} (2^{m+1} + 2^m + \cdots + 2 + 2) + 2^m \alpha^{m+1}.
\]

Using twice the formula of the sum of the first terms of a geometric sequence we may write
\[
|K_{\delta}^{(m)}| \leq c\Delta \left[ \frac{1 - (1 + 4\alpha c\Delta)^i}{1 - (1 + 4\alpha c\Delta)} \right] \alpha^{m+2} 2^{m+2} + 2^m \alpha^{m+1}
\]
and, finally,
\[
|K_{\delta}^{(m)}| \leq 2^m \alpha^{m+1} (1 + 4\alpha c\Delta)^i.
\]

For \( m = 0 \) we also obtain a similar estimate by induction.

**Proposition 4.3.** Let \( |\cdot| \) be the \( L^\infty(0, + \infty) \) norm. Formally, we have the following inequalities:

\[
(4.7) \quad |P_r \ast G_r| \leq c'|P_r| + G_r(\infty) \left| \int_0^t P_r(s) \, ds \right|,
\]

where \( c' \) satisfies
\[
0 < c' = \int_{-\bar{\alpha}}^{\alpha} \frac{1}{\lambda^2} \, d\alpha, \quad \frac{\alpha^2 - \bar{\alpha}^2}{\alpha^2},
\]
and

\[
(4.8) \quad |K_r| \leq 2\tilde{c}\Delta \left[ \sum_{0 \leq \theta < T} |K_{\theta}| + \bar{\alpha} \sum_{0 \leq \theta < T} |K_{\theta}| \right] + \bar{\alpha},
\]

where \( \tilde{c} = \max\{c, c'\} \).

**Proof.** Consider the function \( H_r(t) = G_r(t) - G_r(\infty) \geq 0 \). Thus
\[
P_r \ast G_r = P_r \ast H_r + G_r(\infty) \left| \int_0^t P_r(s) \, ds \right|,
\]
and
\[
|P_r \ast G_r| \leq |P_r| \left| \int_0^t H_r(s) \, ds \right| + G_r(\infty) \left| \int_0^t P_r(s) \, ds \right|.
\]

From Proposition 3.1
\[
\int_0^t H_r(s) \, ds = \int_{-\bar{\alpha}}^{\alpha} \lambda \, d\alpha \frac{1}{\lambda^2} \int_{-\bar{\alpha}}^{\alpha} e^{i\lambda} \, d\alpha, \quad \alpha \leq \int_{-\bar{\alpha}}^{\alpha} \frac{1}{\lambda^2} \, d\alpha = c',
\]
which proves (4.7).

(4.8) is easily obtained, considering (4.2), (3.6), (4.4), (4.7) and the fact that
\[
\int_0^t P_r(s) \, ds = -\frac{1}{S_n(\tau)} \sum_{0 \leq \theta < T} \int_\theta^{\theta+\Delta} \left[ K_{\theta}(t + \tau - s) - K_{\theta}(\tau - s) \right] S_n(s) \, ds
\]
satisfies
\[
\left| \int_0^t P_r(s) \, ds \right| \leq 2c\Delta \sum_{0 \leq \theta < T} |K_{\theta}|. \quad \square
\]
Proposition 4.4. The following estimate occurs:

\[ |K_\theta| \leq \bar{\alpha} (1 + 6\bar{\alpha}c\bar{\alpha}\Delta)^r, \]

with the same notation for the indices used in Proposition 4.2.

Proof. The proof is basically the same as for Proposition 4.2, replacing inequality (4.6) by (4.8) and using, to estimate the first order derivative of \( K_\theta \),

\[ |K'_\theta| \leq 2\bar{\alpha}^2 (1 + 6\bar{\alpha}c\bar{\alpha}\Delta)^r, \]

instead of (4.6).

From Propositions 4.2 and 4.4 we easily obtain the following result:

Proposition 4.5. For any partition of the interval \([0, T]\) into \( n \) equal subintervals, the following inequalities hold for any \((s, t) \in [0, T] \times [0, +\infty]\) and any \( m \geq 0 \):

\[ |\partial^m K_n(s, t)/\partial t^m| \leq 2^m \bar{\alpha}^{m+1} e^{C(\alpha, \bar{\alpha}, T) \cdot T}, \]

\( C(\alpha, \bar{\alpha}, T) \) being a positive real value depending only on the bounds of \( \beta \) (cf. (1.1)) and \( T \).

As a consequence of (4.11), \( K \) is analytic in \( t \in [0, +\infty[ \) for each \( s \in [0, T[ \):

\[ K_n(s, t) = \sum_{m \geq 0} \phi_{m,n}(s) \frac{t^m}{m!}, \]

where

\[ \phi_{m,n}(s) = \partial^m K_n(s, 0)/\partial t^m. \]

Proof. From Propositions 4.2 and 4.4 we have, for all \( m, n \geq 0 \) and for all \((s, t) \in [0, T] \times [0, +\infty[\),

\[ |\partial^m K_n(s, t)/\partial t^m| \leq 2^m \bar{\alpha}^{m+1} \left(1 + 6\bar{\alpha}c\frac{T}{n}\right)^n \leq 2^m \bar{\alpha}^{m+1} e^{6\bar{\alpha}c T}, \]

since the sequence \((1 + 6\bar{\alpha}c T/n)^n\) increases towards \( e^{6\bar{\alpha}c T} \).

5. Proof of Theorem 1.1.

Lemma 5.1. To each natural \( m \) the functions \( \phi_{m,n}, n \in \mathbb{N} \), defined in \([0, T[\) by (4.12), have their total variation uniformly bounded.

Proof. As we are dealing with step functions, to estimate the total variation \( V_0^T(\phi_{m,n}) \) of \( \phi_{m,n} \), it is enough to take the partitions of \([0, T[\) such that \( \phi_{m,n} \) are constant in each subinterval.
Let \([\tau, \tau + \Delta], \Delta = T/n,\) be any subinterval of the partition. We keep the notation of §4. Using (4.2) we have

\[
(5.1) \quad |\phi_{m,n}(\tau) - \phi_{m,n}(\tau + \Delta)| = |K^{(m)}_\tau(0) - K^{(m)}_{\tau + \Delta}(0)| \leq |P^{(m)}_\tau(0) - P^{(m)}_{\tau + \Delta}(0)| + \sum_{j=1}^m |P^{(m-j)}_\tau(0)G^{(j-1)}(0) - P^{(m-j)}_{\tau + \Delta}G^{(j-1)}(0)| + |G^{(m)}_\tau(0) - G^{(m)}_{\tau + \Delta}(0)|
\]

\[
\leq |P^{(m)}_\tau(0) - P^{(m)}_{\tau + \Delta}(0)| + |G^{(m)}_\tau(0) - G^{(m)}_{\tau + \Delta}(0)| + \sum_{j=1}^m |G^{(j-1)}_\tau(0)| |P^{(m-j)}_\tau(0) - P^{(m-j)}_{\tau + \Delta}(0)|.
\]

From the definition of \(P_\tau\), and using (4.11),

\[
(5.2) \quad |P^{(j)}_\tau(0)| \leq cT \bar{a}e^{C(\bar{a}, \bar{a}, T)}\cdot T(2\bar{a})^j,
\]

and

\[
|P^{(j)}_\tau(0) - P^{(j)}_{\tau + \Delta}(0)| \leq \frac{1}{S_n(\tau + \Delta)} \sum_{0 < \theta < \tau} \int_0^{\theta + \Delta} |K^{(j+2)}_\theta(t)| S_n(s) ds + \frac{1}{S_n(\tau + \Delta)} \sum_{0 < \theta < \tau} \int_0^{\theta + \Delta} |K^{(j+1)}_\theta(t)| S_n(s) ds + \frac{1}{S_n(\tau + \Delta)} \int_\tau^{\tau + \Delta} |K^{(j+1)}(\tau + \Delta - s)| S_n(s) ds.
\]

Using the mean value theorem and (4.11),

\[
(5.3) \quad |P^{(j)}_\tau(0) - P^{(j)}_{\tau + \Delta}(0)| \leq c \sum_{0 < \theta < \tau} \int_0^{\theta + \Delta} \max_t |K^{(j+2)}_\theta(t)| |\Delta| ds + c^2 \int_0^\Delta |I(\beta_n, \tau + \Delta) - I(\beta_n, \tau)| ds \sum_{0 < \theta < \tau} \Delta \max_t |K^{(j+1)}_\theta(t)| + c \Delta \max |K^{(j+1)}_\theta(t)||P^{(j)}_\tau(0) - P^{(j)}_{\tau + \Delta}(0)|
\]

\[
\leq c2^{j+2} \bar{a}^{j+3} e^{CT}\Delta + c^2 \bar{a} \Delta 2^{j+1} \bar{a}^{j+2} e^{CT} + c \Delta 2^{j+1} \bar{a}^{j+2} e^{CT} = c(j)/n,
\]

where \(c(j)\) represents some constant depending on \(j\).

By Proposition 3.1 we have

\[
(5.4) \quad |G^{(j)}_\tau(0)| \leq \bar{a}^{j+1}.
\]
Adding the $|\phi_{m,n}(\tau) - \phi_{m,n}(\tau + \Delta)|$, with $\tau = 0, \ldots, (n - 1)\Delta$, and using the second inequality of (5.1), (5.3) and (5.4), we obtain

$$\sum_{\tau} |\phi_{m,n}(\tau) - \phi_{m,n}(\tau + \Delta)| \leq c(m) + \sum_{\tau} |G_{\tau}^{(i^m)}(0) - G_{\tau + \Delta}^{(i^m)}(0)|$$

$$+ \sum_{j=1}^{m} c(m - j) \cdot \sum_{\tau} |G_{\tau}^{(i^{j-1})}(0) - G_{\tau + \Delta}^{(i^{j-1})}(0)| + \sum_{j=1}^{m} \tilde{a}^{j}c(m - j).$$

(5.5)

Finally, to estimate (5.5) independently of $n$, it is enough to show that

$$\sum_{\tau} |G_{\tau}^{(i^j)}(0) - G_{\tau + \Delta}^{(i^j)}(0)|$$

may be estimated independently of $n$ for each $j \geq 0$. We shall prove this by induction.

For each $j \geq 0$ we have, from (3.18) and

$$a_{j}(\tau) = (-1)^{j+1} \int_{0}^{\tau} \beta^{p}(x, \tau) \, dm_{x}(x) \quad (\text{cf. (2.3)}),$$

the following estimates:

$$\left|G_{\tau}^{(i^j)}(0) - G_{\tau + \Delta}^{(i^j)}(0)\right|$$

$$= \left|a_{j+1}(\tau) + \sum_{i=1}^{j} a_{i}(\tau)G_{\tau}^{(i^{j-1})}(0) - a_{j+1}(\tau + \Delta) - \sum_{i=1}^{j} a_{i}(\tau + \Delta)G_{\tau + \Delta}^{(i^{j-1})}(0)\right|$$

$$\leq \left|a_{j+1}(\tau) - a_{j+1}(\tau + \Delta)\right| + \sum_{i=1}^{j} \left|a_{i}(\tau + \Delta)\right| \cdot \left|G_{\tau}^{(i^{j-1})}(0) - G_{\tau + \Delta}^{(i^{j-1})}(0)\right|$$

$$+ \sum_{i=1}^{j} \left|a_{i}(\tau) - a_{i}(\tau + \Delta)\right| \cdot \left|G_{\tau}^{(i^{j-1})}(0)\right|,$$

(5.8)

which implies

$$\sum_{\tau} \left|G_{\tau}^{(i^j)}(0) - G_{\tau + \Delta}^{(i^j)}(0)\right| \leq \sum_{\tau} \left|a_{j+1}(\tau) - a_{j+1}(\tau + \Delta)\right|$$

$$+ \sum_{i=1}^{j} \tilde{a}^{i} \sum_{\tau} \left|G_{\tau}^{(i^{j-1})}(0) - G_{\tau + \Delta}^{(i^{j-1})}(0)\right|$$

$$+ \sum_{i=1}^{j} \tilde{a}^{m-i+1} \sum_{\tau} \left|a_{i}(\tau + \Delta) - a_{i}(\tau)\right|.$$  

(5.9)

The proof by induction is straightforward from (5.9), since, for each $j \geq 0$, we easily obtain the following estimates:

$$\sum_{\tau} \left|a_{j}(\tau) - a_{j}(\tau + \Delta)\right| \leq c(j) + \sum_{\tau} \int_{0}^{\tau} \left|\beta^{j}(x, \tau + \Delta) - \beta^{j}(x, \tau)\right| \, dm_{x}(x),$$

where the last sum is uniformly bounded because of hypothesis (1.1)(ii) concerning the partial derivative of $\beta$. □
Corollary. There exists a subsequence $\phi_{m,n_k}$ of $\phi_{m,n}$ and functions $\phi_m$ defined on $[0, T]$ such that for all $m \geq 0$ and $s \in [0, T]$,

$$\lim_{k \to +\infty} \phi_{m,n_k}(s) = \phi_m(s).$$

Proof. Since $\phi_{m,n}$ are uniformly bounded in $n$ (cf. Proposition 4.5) and, by Lemma 5.1, they have uniformly bounded total variation, we can use Helly’s theorems [1], for each $m$ and for a suitable subset of functions $\phi_{m,n}$, and we finally consider a diagonal subsequence. 

Proposition 5.1 (Local Existence). Let $\beta$ be a function satisfying the hypothesis of Theorem 1.1, approached by the step functions sequence $\beta_n$, and let $K_n$ be the corresponding kernels as defined in §2. We claim that $K_n$ converges pointwise to a function $K$, defined for $(s, t) \in [0, T] \times [0, +\infty[$, vanishing for $t < 0$, of the form

$$K(s, t) = \sum_{m \geq 0} \phi_m(s) \frac{t^m}{m!}, \quad \phi_m(s) = \frac{\partial^m K}{\partial t^m}(s, 0),$$

satisfying (4.11) and (1.8) for all $(s, t) \in [0, T] \times [0, +\infty[.$

Proof. Let $\phi_m(s)$ of (5.10) be the limit function obtained in the corollary of Lemma 5.1. The function $K$ defined by (5.10) is then the pointwise limit of the sequence given by

$$K_{n_k}(s, t) = \sum_{m \geq 0} \phi_{m,n_k}(s) \frac{t^m}{m!},$$

which clearly satisfies estimates (4.11).

Letting $n \to \infty$ in (2.6), we obtain functions $g, S$ and $P$ as the pointwise limits of $g_n, S_n$ and $P_n$, respectively. Thus, as $n \to \infty$ and by Lebesgue’s theorem, (2.6) becomes (1.8). 

Proposition 5.2 (Local Uniqueness). Let $\beta$ be a function satisfying the hypothesis of Theorem 1.1. Then there exists only one function $K(s, t)$, defined in $[0, T] \times \mathbb{R}$, vanishing for $t < 0$, analytic with respect to $t \in [0, +\infty[$ (i.e. of the form (5.10)) and satisfying (1.8) for all $(s, t) \in [0, T] \times [0, +\infty[.$

Proof. By differentiating (1.8) several times with respect to $t$ and writing $K_t^{(p)}$ for $\partial^p K / \partial t^p$, we obtain

$$K_t^{(p)}(s, t) - [K_t^{(p)}(s, \cdot) \ast g(s, \cdot)](t) = -\frac{1}{S(s)} \int_0^t K_t^{(p+1)}(\xi, t + s - \xi) S(\xi) \, d\xi + \sum_{i=1}^p K_t^{(p-i)}(s, 0) g_t^{(i-1)}(s, t) + g_t^{(p)}(s, t), \quad \forall p \geq 0.$$
m.-l. mascarenhas

(We understand that the sum is zero if $p = 0$.) Making $t = 0$ in (5.11) we get an infinite system

\begin{equation}
K_i^{(p)}(s, 0) = \frac{-1}{S(s)} \int_0^s K_i^{(p+1)}(\xi, s - \xi)S(\xi) \, d\xi \\
+ \sum_{i=1}^p K_i^{(p-i)}(s, 0)g_i^{(i-1)}(s, 0) + g_i^{(p)}(s, 0), \quad \forall p \geq 0.
\end{equation}

Let us represent $g^{(p-1)}(s, 0)$, by

\begin{equation}
\begin{cases}
a_p(s) = (-1)^{p+1} \int_0^1 \beta_p(x, s) \, dm_s(x), & p \geq 1, \\
a_0(s) = -1.
\end{cases}
\end{equation}

Since any solution of (1.8) is taken with the form (5.10), the uniqueness of $K$ is equivalent to the uniqueness of the functions $\phi_m(s)$ with $m \geq 0$.

Replacing (5.10) in (5.12) and setting $\psi_m(s) = \phi_m(s) \cdot S(s)$, we obtain the following infinite system:

\begin{equation}
\sum_{i=0}^p \psi_{p-i}(s)a_i(s) + a_{p+1}(s)S(s)
= \sum_{m \geq 0} \int_0^s \psi_{m+p+1}(\xi, s - \xi)S(\xi) \, d\xi, \quad \forall p \geq 0.
\end{equation}

Making $p = 0$ in (5.14) and differentiating, we obtain

\begin{equation}
-\psi_0'(s) + \left[ a_1(s)S(s) \right]' = \psi_1(s) + \sum_{m \geq 0} \int_0^s \psi_{m+2}(\xi, s - \xi)S(\xi) \, d\xi.
\end{equation}

Finally replacing the sum by its value given by (5.14), for $p = 1$, we obtain

\begin{equation}
-\psi_0'(s) + \left[ a_1(s)S(s) \right]' = \psi_0(s)a_1(s) + a_2(s)S(s),
\end{equation}

with the initial data

\begin{equation}
\psi_0(0) = a_1(0) = \int_0^1 \beta(x, 0) \, dx.
\end{equation}

Thus, $\psi_0(s)$ is uniquely determined by (5.14).

Let us admit that $\psi_0, \ldots, \psi_{p-1}$ are uniquely determined by (5.14). By a similar method we obtain $\psi_p$ as the solution of the differential equation

\begin{equation}
-\psi_p'(s) + \left[ \sum_{i=1}^p \psi_{p-i}(s)a_i(s) \right]' + \left[ a_{p+1}(s)S(s) \right]'
= \psi_p(s)a_1(s) + \sum_{i=2}^{p+1} \psi_{p+1-i}(s)a_i(s) + a_{p+2}(s)S(s)
\end{equation}

with initial data

\begin{equation}
\psi_p(0) = \sum_{i=1}^p \psi_{p-i}(0)a_i(0) + a_{p+1}(0).
\end{equation}
The uniqueness of \( K(s, t) \) in \([0, T[ \times [0, +\infty[\) for any \( T \in [0, +\infty[, \) satisfying (1.8), allows us to extend it to \([0, +\infty[ \times [0, +\infty[, \) and (1.12) holds.

Since \( S(0) = 1, \) (1.7) is equivalent to the one we obtain by differentiation with respect to \( t: \)

\[
(5.15) \quad K(t, 0) = \frac{-1}{S(t)} \int_0^t \frac{\partial K}{\partial s} (s, t-s) S(s) \, ds - \frac{S'(t)}{S(t)},
\]

which, since \(-S'(t)/S(t) = g(t, 0),\) is precisely the first equation of the infinite system (5.14). So we may say that the unique analytic solution, with support in \([0, +\infty[ \times [0, +\infty[, \) of (1.8) also verifies (1.7), which completes the proof of Theorem 1.1. \( \square \)

**Note.** With a simple example we are going to show that, in general, (1.7) does not guarantee the uniqueness of the kernel \( K: \) there exists an infinity of functions, with support in \([0, +\infty[ \times [0, +\infty[, \) of the form (5.10) satisfying (1.7).

Suppose \( K \) and \( L \) are two kernels satisfying (1.7) with difference

\[
(K - L)(s, t) = \sum_{m \geq 0} \phi_m(s) \frac{t^m}{m!}, \quad \forall (s, t) \in [0, +\infty[ \times [0, +\infty[, \]

and satisfying, with \( \psi_m(s) = \phi_m(s)S(s), \)

(5.16)

\[
\sum_{m \geq 0} \int_0^t \psi_m(s) \frac{(t-s)^m}{m!} \, ds = 0.
\]

Let \( \psi_m(s) = f(s), \forall m \geq 1, \) with \( f(0) = 0 \) and \( f \not\equiv 0. \)

Let

\[
\Phi(t) = \sum_{m \geq 1} \int_0^t \psi_m(s) \frac{(t-s)^m}{m!} \, ds = \int_0^t f(s)[e^{(t-s)} - 1] \, ds.
\]

We have \( \Phi(0) = 0 \) and \( \Phi' = \int_0^t f(s)e^{(t-s)} \, ds, \) so \( \Phi'(0) = 0. \)

Finally, let \( \psi_0(s) = -\Phi'(s). \) (5.16) is then satisfied by a sequence of nonzero functions vanishing at the origin.
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