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Abstract. A result analogous to the Vituškin approximation theorem is proved for mean approximation by solutions of certain elliptic equations.

1. Introduction. The theory of uniform approximation by holomorphic functions of one complex variable has a long history, including well-known results by Runge [32] and Mergeljan [28], and reached a culmination in the work of Vituškin [36]. The original proofs of these results were constructive; proofs of the results of Runge and Mergeljan by the methods of functional analysis were obtained later [6; 8, Chapter 2], but no such proof is known for the theorem of Vituškin. An analogue of the Vituškin problem for $L_p$ approximation by holomorphic functions was considered by Havin [11], who used the methods of functional analysis and the Cartan fine topology, and by the author [3], who used the methods of functional analysis and quasitopologies. Hedberg [13] related these ideas to nonlinear potential theory, and obtained Wiener-type criteria for $L_p$ approximation by holomorphic functions; further developments are given in the recent work of Hedberg and Wolff [18]. Lindberg [24, 25] adapted the constructive techniques of Vituškin [36] to the study of $L_p$ approximation by holomorphic functions, obtaining, in particular, a constructive proof of the approximation theorem of [3].

The main result of the present paper is an analogue of the Vituškin theorem for $L_p$ approximation by solutions $u$ of an equation $L(D)u = L(\partial/\partial x_1, \ldots, \partial/\partial x_n)u = 0$, where $L$ is a homogeneous polynomial of degree $m \geq 1$ in $\mathbb{R}^n$ with complex coefficients and

(i) $1 < p < \infty$,
(ii) $L$ satisfies the ellipticity condition

$L(\xi) \neq 0$ if $\xi \in \mathbb{R}^n \setminus \{0\},$

(iii) $m < n$ or $n$ is odd.

Our proof is constructive, and extends Lindberg's adaptation [25] of the method of Vituškin [36].

Generalizations of the Runge theorem to solutions of partial differential equations were given by Lax [22] and Malgrange [26]. For $p = 2$, the problem considered here was studied by Babuška [2], who showed, in particular, that it was equivalent to a
stability problem for the iterated Laplace operator $\Delta^n$ (see also Polking [30, Theorem 1.1]); the stability problem for $\Delta$ had been studied by Keldyš [21], and the stability problem for $\Delta'$ has been studied more recently by Saak [33] for $s$ a positive integer satisfying $2s < n$. For $1 < p < \infty$, the problem considered here has been studied by Hedberg [14, 16, 17], Polking [30], and Hedberg and Wolff [18]. For further work on problems of the Mergeljan-Vituškin type for uniform or mean approximation by solutions of elliptic equations, see the references at the end of this paper and the references quoted in [7, 12; 16; 23, Chapter V, §5 and 30].

In §2 we will define some capacities used in this paper and state our main result, Theorem 2.1. We give some auxiliary results in §§3, 4 and 5, and then present the proof of Theorem 2.1 in §§6 and 7.

The author is grateful to L. I. Hedberg, who made many helpful suggestions concerning the first version of this paper. In particular, the estimate of Lemma 3.7 was originally proved by a study of Laurent-type expansions for solutions of elliptic equations (see [10]); Hedberg suggested that a more direct proof might be obtained from an application of Taylor’s theorem with remainder, and this has been carried out in the final version of the paper. This improvement eliminated the need for a constant which appeared in the original statement of Theorem 2.1 and elsewhere in the paper.

Part of the work on this paper was done while the author was at Rice University, on sabbatical leave from Indiana University. The author is grateful to his home institution for making this leave possible, and to the host institution for kind hospitality and for help in the preparation of the paper.

2. Notation and statement of the approximation theorem. We begin by giving some conventions which will remain in effect for the rest of this paper.

Let $A \subset \mathbb{R}^n$. A neighborhood of $A$ is any open set in $\mathbb{R}^n$ which contains $A$. We let $\text{int} \ A$ denote the interior of $A$, and $\overline{A}$ the closure of $A$. We define $\chi_A : \mathbb{R}^n \to \mathbb{R}$ to be equal to one on the set $A$ and zero elsewhere.

If $\Omega \subset \mathbb{R}^n$ is open, we let $\mathcal{D}'(\Omega)$ be the space of Schwartz distributions on $\Omega$, and $\mathcal{D}'(\Omega)$ the space of distributions of compact support on $\Omega$. We use the notation $\langle T, \phi \rangle$ to denote the action of a distribution $T \in \mathcal{D}'(\Omega)$ on a function $\phi \in C_0^\infty(\Omega)$, or the action of a distribution $T \in \mathcal{D}'(\Omega)$ on a function $\phi \in C^\infty(\Omega)$.

We let $\mathbb{N} = \{0, 1, 2, \ldots \}$. If $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$, we let $|\alpha| = \alpha_1 + \cdots + \alpha_n$, $\alpha! = \alpha_1! \cdots \alpha_n!$, $x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$ for $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$, and $D^\alpha = (\partial/\partial x_1)^{\alpha_1} \cdots (\partial/\partial x_n)^{\alpha_n}$. If the polynomial $P$ is given by $P(\xi) = \Sigma a_\alpha \xi^\alpha$, we let $\overline{P}(\xi) = \Sigma \overline{a_\alpha} \xi^\alpha$ and $P(D) = \Sigma a_\alpha D^\alpha$. For each $l \in \mathbb{N}$ we let $\mathcal{H}_l$ denote the complex Hilbert space of all polynomials in $\mathbb{R}^n$ with complex coefficients which are homogeneous of degree $l$, with inner product [35, Chapter III, §3.1]

\begin{equation}
(2.1) \quad \{P_1, P_2\} = P_1(D)\overline{P}_2 = \overline{P}_2(D)P_1 = \Sigma_{|\alpha|=l} \alpha! c_\alpha^{(1)} \overline{c_\alpha^{(2)}},
\end{equation}

if $P_1$ and $P_2$ are elements of $\mathcal{H}_l$, with

\[P_i(\xi) = \Sigma_{|\alpha|=l} c_\alpha^{(i)} \xi^\alpha \quad \text{for} \ \xi \in \mathbb{R}^n; \quad i = 1, 2;\]
we let \( d \) denote the dimension of \( \mathcal{F}_r \), and we define \( Y_\alpha(\xi) = \xi^\alpha / \sqrt{\alpha!} \) for \( |\alpha| = l \), so that \( \{ Y_\alpha \}_{|\alpha|=l} \) is an orthonormal basis for \( \mathcal{F}_r \).

Throughout this paper we let \( L \) be a fixed element of \( \mathcal{F}_m \), \( m \geq 1 \), satisfying the ellipticity condition

\[
L(\xi) \neq 0 \quad \text{if } \xi \in \mathbb{R}^n \setminus \{0\};
\]

we assume that

\[
m < n \quad \text{or} \quad n \text{ is odd}.
\]

Under these assumptions, there exists a fundamental solution \( E \in L_1(\mathbb{R}^n, \text{loc}) \) for \( L(D) \) whose restriction to \( \mathbb{R}^n \setminus \{0\} \) is a real-analytic homogeneous function of degree \( m - n \) [20, Chapter III]; we let \( E \) denote a fixed fundamental solution for \( L(D) \) having these properties.

If \( L(D) \) is the Cauchy-Riemann operator \( \partial / \partial \bar{z} = (\partial / \partial x_1 + i \partial / \partial x_2) / 2 \) in \( \mathbb{C} = \mathbb{R}^2 \), we may take \( E(z) = 1 / \pi |z| \). If \( \Delta \) is the Laplace operator \( \Delta = \partial^2 / \partial x_1^2 + \cdots + \partial^2 / \partial x_n^2 \) in \( \mathbb{R}^n \), \( L(D) = \Delta^{m/2} \) for some positive even integer \( m \), and (2.3) holds, then we may take \( E(x) = C_{n,m} |x|^{m-n} \) for some constant \( C_{n,m} \).

Throughout this paper we let \( \rho \) be a fixed real number satisfying \( 1 < \rho < \infty \), and let \( q \) be defined by \( 1 / \rho + 1 / q = 1 \). The “constants” appearing in this paper may depend on \( n \), \( L \), \( E \) and \( \rho \), and may also depend on other quantities indicated as the constants are introduced.

If \( B \) is any open ball in \( \mathbb{R}^n \), we let \( 2B \) denote the open ball with the same center as \( B \) whose radius is twice that of \( B \).

If \( l \in \{0,1,\ldots,m-1\} \) and \( H \in \mathcal{F}_l \setminus \{0\} \), we define the capacity \( \gamma_{p,H} \) as follows. Let \( \Omega \subset \mathbb{R}^n \) be open. If \( A \subset \Omega \), we set

\[
\gamma_{p,H}(A, \Omega) = \sup_T \left| \langle T, \overline{H} \rangle \right|,
\]

where the supremum is taken over all distributions \( T \in \mathcal{S}'(\mathbb{R}^n) \) such that

\[
\text{supp } T \subset A,
\]

\[
\langle T, I \rangle = 0 \quad \text{if } I \in \mathcal{F}_0 \cup \cdots \cup \mathcal{F}_{l-1},
\]

\[
\langle T, I \rangle = 0 \quad \text{if } I \in \mathcal{F}_l \text{ and } \{ H, I \} = 0,
\]

and

\[
\| E * T \|_{p,\Omega} < 1.
\]

REMARKS. 1. In view of the requirement that \( T \in \mathcal{S}'(\mathbb{R}^n) \), condition (2.5) means that the support of \( T \) is a compact subset of \( A \). In this paper we take \( \| u \|_{p,A} = \| u \|_{L_p(A)} \) if \( A \subset \mathbb{R}^n \) is Lebesgue measurable and \( u \in L_p(A) \); and \( \| u \|_{p,\Omega} = +\infty \) if \( \Omega \subset \mathbb{R}^n \) is open and \( u \in \mathcal{S}'(\Omega) \setminus L_p(\Omega) \). Note that if \( A \) is a subset of the open set \( \Omega \subset \mathbb{R}^n \), and \( T \in \mathcal{S}'(\mathbb{R}^n) \) satisfies (2.5) and (2.8), then \( E * T \in L_p(\mathbb{R}^n, \text{loc}) \).

2. We use the convention that if \( l = 0 \), the symbol \( \mathcal{F}_0 \cup \cdots \cup \mathcal{F}_{l-1} \) refers to the empty set. Thus, in the special case \( H \in \mathcal{F}_0 \setminus \{0\} \), condition (2.6) may be omitted, and, since \( \dim_\mathbb{C} \mathcal{F}_0 = 1 \), condition (2.7) may also be omitted.
3. The capacity \( y_{p,1} \) was studied by Harvey and Polking \([9]\), and is related to the capacities defined in nonlinear potential theory (see the discussion following Theorem 2.1 below). The capacities \( y_{p,H} \) are similar to a family of capacities defined by Maz'ja \([27]\). See also Hedberg \([15]\) and the references given there.

We give an alternate definition for \( y_{p,H} \) in the appendix; the discussion there provides motivation for the definition above.

**Theorem 2.1.** Let \( X \subset \mathbb{R}^n \) be a compact set of positive Lebesgue measure. Then the following conditions are equivalent:

(a) If \( f \in L_p(X) \) and \( L(D)f = 0 \) on int \( X \), then for each \( \epsilon > 0 \) there exists a solution \( u \) of \( L(D)u = 0 \) on a neighborhood of \( X \) such that \( \|u - f\|_{p,X} < \epsilon \).

(b) If \( H \in \mathcal{O}_0 \cup \cdots \cup \mathcal{O}_{m-1}\backslash\{0\} \), and if \( G \) and \( \Omega \) are open subsets of \( \mathbb{R}^n \) satisfying \( G \subseteq \Omega \subseteq \mathbb{R}^n \), then

\[
y_{p,H}(G \setminus \text{int} \, X, \Omega) = y_{p,H}(G \setminus X, \Omega).
\]

(c) There exist \( \eta > 0 \) and \( \rho > 0 \) with the following property: if \( H \in \mathcal{O}_0 \cup \cdots \cup \mathcal{O}_{m-1}\backslash\{0\} \), and \( B \) is an open ball in \( \mathbb{R}^n \) with radius less than \( \rho \), then

\[
y_{p,H}(B \setminus \text{int} \, X, 2B) \leq \eta y_{p,H}(B \setminus X, 2B).
\]

A theorem of Polking states that (with slightly different definitions) condition (b) for the case \( H \in \mathcal{O}_0 \backslash\{0\} \) follows from (a), and implies that condition (c) for the case \( H \in \mathcal{O}_0 \backslash\{0\} \) follows from (a). Polking's result is quoted in Remark 5 below.

In case \( q > n \), it follows easily from Remarks 1 and 2 in §4 and Propositions 4.2, 4.5 and 4.6 that condition (c) of Theorem 2.1 holds for every compact set \( X \subset \mathbb{R}^n \). We conclude that if \( q > n \), condition (a) of Theorem 2.1 must hold for every compact set \( X \subset \mathbb{R}^n \); this was proved by Polking \([30, \text{Theorem 2.9}]\), and related results were proved by Burenkov \([4]\).

For the operator \( L(D) = \partial / \partial \bar{z} \) in \( \mathbb{R}^2 \), Theorem 2.1 is known, and, in fact, a number of other equivalent conditions have been given; for further discussion and references see the first paragraph of §1.

In order to place Theorem 2.1 in perspective, we will conclude this section with several remarks concerning earlier work on the use of capacities to study mean approximation by solutions of elliptic equations. For this purpose we let \( P(D) \) be any elliptic partial differential operator of order \( k > 1 \) in \( \mathbb{R}^n \) having constant coefficients. Let \( X \subset \mathbb{R}^n \) be compact. We say that \( X \) has the \( L_p \) approximation property for \( P(D) \) provided condition (a) of Theorem 2.1 holds with \( P(D) \) in place of \( L(D) \). If \(-\infty < s < \infty \), we define the Bessel kernel \( G_s \) by requiring that the Fourier transform \( \hat{G}_s(\xi) = (1 + |\xi|^2)^{-s/2} \), and for \( A \subset \mathbb{R}^n \) we define the capacity \( c_{s,q}(A) = \sup \|(T, 1)\|_{p,\mathbb{R}^n} \), where the supremum is taken over all \( T \in \mathcal{E}(\mathbb{R}^n) \) such that \( \text{supp} \, T \subset A \) and \( \|G_s * T\|_{p,\mathbb{R}^n} \leq 1 \). The theory of the capacities \( c_{s,q} \) and the related nonlinear potentials has been developed by Adams, Fuglede, Havin, Hedberg, Maz'ja, Meyers, Rešetnjak and others; for further discussion, and comparison with other capacities used in nonlinear potential theory, see \([1,16,17,30]\) and the references given there.

In the following remarks we use the equivalent formulations of the \( L_p \) approximation property proved by Polking \([30, \text{Theorem 1.1}]\), as well as basic properties of the capacities \( c_{s,q} \), for which a convenient reference is \([30, \text{§2}]\).
Remarks. 4. Polking [30] and Hedberg [14, 16, 17] have proved sufficient conditions for the $L_p$ approximation property. In particular, the work of Hedberg [17] on the spectral synthesis problem for Sobolev spaces, as extended by Hedberg and Wolff [18], yields the following result. If there exists a constant $\eta > 0$ such that

$$c_{i,q}(G \setminus \text{int } X) \leq \eta c_{i,q}(G \setminus X)$$

for all open sets $G \subset \mathbb{R}^n$ and each $i = 1, \ldots, k$, then $X$ has the $L_p$ approximation property for $P(D)$.

5. Polking [30, Theorem 2.7] proved the following necessary condition for mean approximation. If $X$ has the $L_p$ approximation property for $P(D)$, then $c_{k,q}(G \setminus \text{int } X) = c_{k,q}(G \setminus X)$ for every open set $G \subset \mathbb{R}^n$. Polking has pointed out to the author that it is not known whether the converse is true in general (compare [33]).

6. For $k \geq 2$ there is a gap between the conditions given by the italicized statements in Remarks 4 and 5. In this connection, Hedberg has pointed out the following two illuminating examples to the author:

(a) The converse of the italicized statement in Remark 4 is false if $n/k < q \leq n$. To prove this, note that since $q \leq n$, it follows from [31, Theorem 4 and 30, Theorem 2.6, $c_j = a$] that there exists a nowhere dense compact set $X \subset \mathbb{R}^n$ such that for any $\eta > 0$, condition (2.9) for $i = 1$ will fail for some open set $G \subset \mathbb{R}^n$. However, since $X$ is nowhere dense and $n/k < q$, it follows from [30, Theorem 2.6] that $X$ has the $L_p$ approximation property for $P(D)$.

(b) Although we do not know whether the converse to the italicized statement in Remark 5 is valid, we can show the following: if $k \geq 2$ and $q = n$, then there exists a compact set $X \subset \mathbb{R}^n$ and a constant $\eta$ such that (2.9) holds for $i = k$ and every open set $G \subset \mathbb{R}^n$ of diameter less than 1, but $X$ does not have the $L_p$ approximation property for $P(D)$. To prove this, note that since $q = n$, it follows from [16, Example 6.6] that there exists a compact set $X \subset \mathbb{R}^n$ which does not have the approximation property for $P(D)$. Since $kq > n$, the set $\{c_{k,q}(A) : A \subset \mathbb{R}^n, A \text{ nonempty}\}$ has a positive lower bound; it follows that (2.9) holds for $i = k$ and every open set $G \subset \mathbb{R}^n$ of diameter less than 1.

7. The work of Saak [33] gives conditions involving certain capacities which are both necessary and sufficient for a compact set $X \subset \mathbb{R}^n$ to have the $L_2$ approximation property for $P(D)$, provided $2k < n$.

3. Preliminary results. If $a \in \mathbb{R}^n$ and $r > 0$, we let $B_r(a) = \{x \in \mathbb{R}^n : |x - a| < r\}$ be the open ball of radius $r$ about $a$, and we write $B_r = B_r(0)$. We let $\lambda$ denote Lebesgue measure in $\mathbb{R}^n$, and $\delta$ the Dirac measure at the origin of $\mathbb{R}^n$. If $f \in L_1(\mathbb{R}^n, \text{loc})$, and $A \subset \mathbb{R}^n$ is a bounded Lebesgue measurable set with $\lambda(A) > 0$, we set

$$[f]_A = \frac{1}{\lambda(A)} \int_A f \, d\lambda.$$

We will use the elementary estimate

$$\sum_{j=1}^t |z_j|^p \leq t^{p/q} \sum_{j=1}^t |z_j|^p$$
for any complex numbers \(z_1, \ldots, z_r\). This follows from Hölder’s inequality for finite sums.

We now give some results concerning “potentials” given by the convolution of the fundamental solution \(E\) and distributions of compact support in \(\mathbb{R}^n\).

**Lemma 3.1.** Let \(T \in \mathcal{S}'(\mathbb{R}^n)\). If the distribution \(E * T\) coincides with the zero distribution on a neighborhood of \(\text{supp } T\), then \(T = 0\).

**Proof.** Since \(T = \delta * T = L(D)(E * T)\), the hypothesis implies that \(T\) coincides with the zero distribution on a neighborhood of \(\text{supp } T\). Thus \(T = 0\).

**Lemma 3.2.** Let \(\psi \in C_0^\infty(\mathbb{R}^n)\). Let \(K\) be a compact subset of the open set \(\Omega \subset \mathbb{R}^n\), and let \(\phi \in C_0^\infty(\Omega)\) be identically equal to one on a neighborhood of \(K\). If \(T \in \mathcal{S}'(\mathbb{R}^n)\) satisfies \(\text{supp } T \subset K\), then

\[
| \langle T, \psi \rangle | \leq \| E * T \|_{p_\Omega} \| L(D)(\phi \psi) \|_{q_\Omega}.
\]

**Proof.** If \(T \in \mathcal{S}'(\mathbb{R}^n)\) satisfies \(\text{supp } T \subset K\), then we obtain, from Hölder’s inequality,

\[
| \langle T, \psi \rangle | = | \langle T, \phi \psi \rangle | = | \langle L(D)(E * T), \phi \psi \rangle |
\]

\[= | \langle E * T, L(D)(\phi \psi) \rangle | \leq \| E * T \|_{p_\Omega} \| L(D)(\phi \psi) \|_{q_\Omega}.
\]

**Corollary 3.3.** Let \(l \in \mathbb{N}\), and let \(K\) be a compact subset of the open set \(\Omega \subset \mathbb{R}^n\). Then there exists a constant \(C = C(l, K, \Omega)\) such that, for any distribution \(T \in \mathcal{S}'(\mathbb{R}^n)\) satisfying \(\text{supp } T \subset K\), we have

\[
| \langle T, I \rangle | \leq C(l, I) \frac{1}{2} \| E * T \|_{p_\Omega \cap \cap_\mathbb{R}^{\infty}} \quad \text{if } I \in \mathcal{S} \cup \cdots \cup \mathcal{S}_f.
\]

**Proof.** Let \(\phi \in C_0^\infty(\Omega)\) be identically equal to one on a neighborhood of \(K\), and let \(T \in \mathcal{S}'(\mathbb{R}^n)\) satisfy \(\text{supp } T \subset K\). If \(|\alpha| \leq l\), then from Lemma 3.2 we have

\[
| \langle T, Y_\alpha \rangle | \leq \| E * T \|_{p_\Omega} \| L(D)(\phi Y_\alpha) \|_{q_\Omega}.
\]

If \(I \in \mathcal{S}_k\), where \(\mathbb{N} \ni k \leq l\), we may write \(I = \sum_{|\alpha| = k} c_\alpha Y_\alpha\), for some choice of complex numbers \(c_\alpha\); then \(\sum_{|\alpha| = k} |c_\alpha| \leq d_k^{1/2} |I, I|^{1/2}\), and hence (3.4) yields (3.3) with \(C = d_k^{1/2} \sup_{|\alpha| \leq l} \| L(D)(\phi Y_\alpha) \|_{q_\Omega}\).

**Lemma 3.4.** There exists a constant \(C\) such that for every \(P \in \mathcal{S}_m\) we have

\[
\| P(D)(E * f) \|_{p_\mathbb{R}^n} \leq C \| P, P \|^{1/2} \| f \|_{p_\mathbb{R}^n}
\]

if \(f \in L_p(\mathbb{R}^n)\) has compact support.

**Proof.** We first let \(\alpha \in \mathbb{N}^n\) satisfy \(|\alpha| = m\). Then \(Y_\alpha(D)E\) is a tempered distribution on \(\mathbb{R}^n\) whose restriction to \(\mathbb{R}^n \setminus \{0\}\) is infinitely differentiable and homogeneous of degree \(-n\). We conclude from [5, §3.4. Theorem 26] that the Fourier transform \((Y_\alpha(D)E)^\wedge\) is an element of \(L_1(\mathbb{R}^n, \text{loc})\). From the equation \([L(D)Y_\alpha(D)E]^\wedge = [Y_\alpha(D)\delta]^\wedge\), and the fact that \(L\) satisfies the ellipticity condition (2.2), we see that the restriction of \((Y_\alpha(D)E)^\wedge\) to \(\mathbb{R}^n \setminus \{0\}\) is infinitely differentiable and homogeneous of degree 0 (in fact, \((Y_\alpha(D)E)^\wedge\) is a constant multiple of the function \(\xi \rightarrow \xi^\alpha / L(\xi)\)). It then follows from the theory of singular integrals of Mihlin, Calderón and Zygmund,
and Hörmander that there exists a constant $C_\alpha$ such that

\begin{equation}
\|Y_\alpha(D)(E \ast f)\|_{L^p,\mathbb{R}^n} \leq C_\alpha \|f\|_{L^p,\mathbb{R}^n}
\end{equation}

for all functions $f \in L^p(\mathbb{R}^n)$ having compact support. (See [35, Chapter III, §3.5 or 35, Chapter IV, §3.2].)

If $P \in \mathcal{O}_m$, we may write $P = \sum_{|\alpha|=m} c_\alpha Y_\alpha$, for some choice of complex numbers $c_\alpha$; then

\[ \sum_{|\alpha|=m} |c_\alpha| \leq d_m^{1/2} \langle P, P \rangle^{1/2}, \]

and hence (3.6) yields (3.5) with $C = d_m^{1/2} \sup_{|\alpha|=m} C_\alpha$.

We conclude this section with a “decay estimate for potentials”, stated as Lemma 3.7. For $L(D) = \partial / \partial z$ and $E(z) = 1/\pi z$, such estimates are known and have been used in the study of approximation by holomorphic functions [24, 25, 28, 36].

The following lemma is known (see [34, §3.4.2]), but for completeness we include the proof.

**Lemma 3.5.** Let $K$ be a compact subset of the open set $\Omega \subset \mathbb{R}^n$. Then for each $\alpha \in \mathbb{N}^n$ there exists a constant $C = C(\Omega, K, \alpha)$ with the following property. If $u \in L^p(\Omega)$ satisfies $L(D)u = 0$ in $\Omega$, then

\[ |D^\alpha u(x)| \leq C\|u\|_{L^p,\Omega} \quad \text{for } x \in K. \]

**Proof.** Let $0 < \delta < \text{dist}(K, \mathbb{R}^n \setminus \Omega) \leq \infty$, and let $\psi \in C_0^\infty(\mathbb{B}_d/2)$ satisfy $\psi \equiv 1$ in a neighborhood of the origin. Let $\alpha \in \mathbb{N}^n$. If $u \in L^p(\Omega)$ satisfies $L(D)u = 0$ in $\Omega$, we may regard $u \in L^p(\mathbb{R}^n) \subset \mathcal{S}'(\mathbb{R}^n)$ by setting $u \equiv 0$ in $\mathbb{R}^n \setminus \Omega$. We then have

\[
\text{supp}[D^\alpha L(D)(\psi E)] \ast u = \text{supp}[D^\alpha (\psi E)] \ast [L(D)u] 
\subset \text{supp } D^\alpha (\psi E) + \text{supp } L(D)u \subset \mathbb{B}_{d/2} + (\mathbb{R}^n \setminus \Omega).
\]

It follows that on the set $K + \mathbb{B}_{d/2}$ we have

\[
\{ D^\alpha L(D)[(1 - \psi)E]\} \ast u = \{ D^\alpha L(D)E\} \ast u = D^\alpha u.
\]

In particular, for each $x \in K$ we obtain

\[
|D^\alpha u(x)| = \left| \int_{\mathbb{B}_{d/2}} u(x-y) D^\alpha L(D)[(1 - \psi(y))E(y)] d\lambda(y) \right|
\leq \sup_{\mathbb{R}^n} \{ D^\alpha L(D)[(1 - \psi)E]\} \int_{K + \mathbb{B}_{d/2}} |u| d\lambda;
\]

the lemma follows from applying Hölder’s inequality to the last integral.

For each $x \in \mathbb{R}^n \setminus \{0\}$ and each $l \in \mathbb{N}$ we define the polynomial

\[ Q_l^{(x)}(y) = (-1)^l \sum_{|\alpha|=l} [D^\alpha E(x)] y^\alpha / \alpha!. \]
If \( x \in \mathbb{R}^n \setminus \{0\} \) is fixed, the function \( \mathbb{R}^n \setminus \{x\} \ni y \to E(x - y) \in \mathbb{C} \) is real-analytic; hence the Taylor expansion about \( y = 0 \),

\[
E(x - y) = \sum_{l=0}^{\infty} Q_l(x)(y),
\]

must be valid for \( y \) in some neighborhood of the origin in \( \mathbb{R}^n \).

**Lemma 3.6.** Let \( l \in \mathbb{N} \).

(a) There exists a constant \( C = C(l) \) such that \( |Q_l(x)(y)| \leq C|x|^{m-n-l} |y|^l \) if \( x \in \mathbb{R}^n \setminus \{0\} \) and \( y \in \mathbb{R}^n \).

(b) If \( x \in \mathbb{R}^n \setminus \{0\} \) is fixed, then \( L(D)Q_l(x) = 0 \) in \( \mathbb{R}^n \).

**Proof.** Part (a) follows from the fact that for each \( \alpha \in \mathbb{N}^n \), \( D^\alpha E \) is homogeneous of degree \( m - n - |\alpha| \).

To prove part (b) we note that the conclusion is obvious if \( l < m \), and hence we assume that \( l \geq m \). In the Taylor expansion (3.7) we may apply \( L(D) \) to each monomial, and then combine terms to obtain the Taylor series for the function

\[
\mathbb{R}^n \setminus \{x\} \ni y \to L(D)E(x - y) \equiv 0
\]

near \( y = 0 \); in the latter Taylor series each monomial must have coefficient zero, and it follows that \( L(D)Q_l(x) = 0 \) near \( y = 0 \). Since \( Q_l(x) \in \mathcal{O}_l \), the lemma follows.

**Lemma 3.7.** For each \( l_0 \in \mathbb{N} \) there exists a constant \( C = C(l_0) \) with the following property. Suppose that \( T \in \mathcal{S}'(\mathbb{R}^n) \) satisfies \( \text{supp } T \subset B_1 \), and if \( l_0 > 1 \) suppose that

\[
\langle T, \xi \rangle = 0 \quad \text{for } I \in \mathcal{O}_{l_0} \cup \cdots \cup \mathcal{O}_{l_0-1}.
\]

If \( u = E \ast T \in \mathbf{L}_p(\mathbb{R}^n, \text{loc}) \), then

\[
|u(x)| \leq C\|u\|_{p, B_2, B_1} |x|^{m-n-l_0} \quad \text{for } |x| \geq 2.
\]

**Proof.** Let \( \phi \in C_0^\infty (B_{3/4}) \) be a fixed function which is identically equal to one on a neighborhood of \( B_{4/3} \). Now suppose that \( T \in \mathcal{S}'(\mathbb{R}^n) \) and \( u = E \ast T \) satisfy the hypotheses of the lemma, define \( \tilde{u} = (1 - \phi)u \) and make the following three observations:

1°. \( \tilde{u} = E \ast L(D)\tilde{u} \).

To prove 1°, we first note that \( u - \tilde{u} \) has compact support, and hence

\[
u - \tilde{u} = \delta \ast (u - \tilde{u}) = L(D)(E \ast (u - \tilde{u})) = E \ast L(D)(u - \tilde{u}.
\]

Since we also have \( u = E \ast T = E \ast (L(D)u) \), 1° follows.

2°. If \( Q \in \mathcal{O}_{l_0} \cup \cdots \cup \mathcal{O}_{l_0-1} \) satisfies \( L(D)Q = 0 \), then \( \langle L(D)\tilde{u}, Q \rangle = 0 \).

In fact, since \( u - \tilde{u} \) has compact support, we have

\[
\langle L(D)(u - \tilde{u}), Q \rangle = (-1)^m \langle u - \tilde{u}, L(D)Q \rangle = 0.
\]

Since we also have \( \langle L(D)u, Q \rangle = 0 \) by (3.8), 2° follows.

3°. There is a constant \( C_1 \), depending on \( \phi \), such that \( \sup_{\mathbb{R}^n} |L(D)\tilde{u}| \leq C_1\|u\|_{p, B_2, B_1} \).
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To prove \(3^\circ\), note that we may write
\[
L(D)\hat{u}(y) = \sum_{|\alpha + \beta| = m} c_{\alpha \beta} (D^\alpha \phi(y))(D^\beta u(y))
\]
for some choice of complex numbers \(c_{\alpha \beta}\) depending only on \(L(D)\). Thus \(3^\circ\) follows from Lemma 3.5 when \(K = \mathbb{B}_{5/3} \setminus \mathbb{B}_{4/3}\) and \(\Omega = \mathbb{B}_{2} \setminus \mathbb{B}_{1}\).

Now fix \(x \in \mathbb{R}^n\) with \(|x| \geq 2\). If \(y \in \mathbb{B}_{5/3}\), it follows from Taylor’s theorem with remainder that
\[
E(x - y) = \sum_{i=0}^{l_0-1} Q_i(x)(y) + Q_{l_0}(x)(y),
\]
where \(\bar{y}\) is some point on the segment from 0 to \(y\) (if \(l_0 = 0\), the summation term is omitted); by Lemma 3.6(a) we have
\[
|Q_{l_0}(x)(y)| \leq C_2|x - \bar{y}|^{m-n-l_0}|y|^{l_0} \leq C_3|x|^{m-n-l_0}|y|^{l_0},
\]
where \(C_2\) is the constant \(C(l_0)\) of Lemma 3.6(a) and \(C_3 = 6^{m-n-l_0}C_2\). We therefore conclude from \(1^\circ\), \(2^\circ\) and Lemma 3.6(b) that
\[
|u(x)| = |E \ast L(D)\hat{u}(x)| = \left| \int E(x - y)L(D)\hat{u}(y)\,d\lambda(y) \right|
\leq (5/3)^{l_0}C_3\lambda(\mathbb{B}_{5/3})|x|^{m-n-l_0}\sup_{\mathbb{R}^n}|L(D)\hat{u}|.
\]

From this estimate and \(3^\circ\) we obtain (3.9).

4. The capacities \(\gamma_{p,H}\). In this section we study the capacities \(\gamma_{p,H}\). Throughout this section we let \(l \in \{0, 1, \ldots, m - 1\}\) be fixed. We first let \(H \in \mathcal{H}\setminus\{0\}\), and make the following observations.

Remarks. 1. If \(K\) is a compact subset of the open set \(\Omega \subset \mathbb{R}^n\), then \(\gamma_{p,H}(K, \Omega) \leq C\gamma_{p,H}(\Omega)\), where \(C = C(l, K, \Omega)\) is the constant of Corollary 3.3.

2. If \(\Omega\) and \(\Omega_0\) are open sets in \(\mathbb{R}^n\), then
\[
\gamma_{p,H}(A_1, \Omega) \leq \gamma_{p,H}(A_2, \Omega) \quad \text{for } A_1 \subset A_2 \subset \Omega,
\]
\[
\gamma_{p,H}(A, \Omega) \leq \gamma_{p,H}(A, \Omega_0) \quad \text{for } A \subset \Omega_0 \subset \Omega.
\]

3. If \(A\) is a subset of the open set \(\Omega \subset \mathbb{R}^n\), and \(\gamma_{p,H}(A, \Omega) > 0\), then
\[
\gamma_{p,H}(A, \Omega) = \sup_T |\langle T, \bar{H} \rangle|,
\]
where the supremum is taken over all distributions \(T \in \mathcal{O}'(\mathbb{R}^n)\) satisfying (2.5)--(2.8) and \(0 < ||E \ast T||_{p,H}\).

If \(\phi \in C^\infty(\mathbb{R}^n)\) and \(a \in \mathbb{R}^n\), we define the translated function \(\phi_a \in C^\infty(\mathbb{R}^n)\) by \(\phi_a(x) = \phi(x - a)\), \(x \in \mathbb{R}^n\); if \(u \in \mathcal{O}'(\mathbb{R}^n)\) and \(a \in \mathbb{R}^n\), we define the translated distribution \(u_a \in \mathcal{O}'(\mathbb{R}^n)\) by \(\langle u_a, \phi \rangle = \langle u, \phi \rangle\), \(\phi \in C^\infty_0(\mathbb{R}^n)\), and note that \(\text{supp } u_a = \lceil \text{supp } u \rceil + \{a\}\).
Lemma 4.1. Let $k \in \mathbb{N}$, $T \in \mathcal{S}'(\mathbb{R}^n)$, and $a \in \mathbb{R}^n$. Suppose that $\langle T, I \rangle = 0$ if $I \in \mathcal{P}_0 \cup \cdots \cup \mathcal{P}_k$. Then $\langle T, I_a \rangle = \langle T, I \rangle$ if $I \in \mathcal{P}_{k+1}$.

Proof. If $I \in \mathcal{P}_{k+1}$, we may write $I_a = \Sigma_{j=0}^{k+1} P_j$, where $P_{k+1} = I$ and $P_j \in \mathcal{P}_j$ for $0 \leq j \leq k$. The lemma follows.

From Lemma 4.1 we obtain the invariance of the capacities $\gamma_{p,H}$ under translation of $\mathbb{R}^n$:

Proposition 4.2. Let $H \in \mathcal{P}_\Omega \setminus \{0\}$. If $\Omega \subset \mathbb{R}^n$ is open, $A \subset \Omega$, and $a \in \mathbb{R}^n$, then $\gamma_{p,H}(A, \Omega) = \gamma_{p,H}(A + \{a\}, \Omega + \{a\})$.

We now discuss the behavior of the capacities $\gamma_{p,H}$ under the mapping $T : \mathbb{R}^n \to \mathbb{R}^n$ defined by

$$
(4.3) \quad T(x) = \delta x \quad \text{if} \quad x \in \mathbb{R}^n,
$$

where $\delta > 0$ is fixed. Under the diffeomorphism (4.3), each function $f \in L_1(\mathbb{R}^n, \text{loc})$ defines a “push-forward” function $\tilde{f} = f \circ T^{-1} \in L_1(\mathbb{R}^n, \text{loc})$. If $f \in L_p(\mathbb{R}^n, \text{loc})$, the change-of-variables formula gives $\tilde{f} \in L_p(\mathbb{R}^n, \text{loc})$ and, in fact,

$$
(4.4) \quad \|\tilde{f}\|_{L_p(\Omega)} = \delta^{n/p} \|f\|_{L_p(\Omega)}
$$

for each open set $\Omega \subset \mathbb{R}^n$.

Under the diffeomorphism (4.3), each distribution $u \in \mathcal{D}'(\mathbb{R}^n)$ defines a “push-forward” distribution $\tilde{u} \in \mathcal{D}'(\mathbb{R}^n)$ by the rule $\tilde{u}(\phi) = \delta^n u(\phi \circ T)$ if $\phi \in C_0(\mathbb{R}^n)$.

The change-of-variables formula shows that if $u \in \mathcal{D}'(\mathbb{R}^n)$ is the distribution defined by the function $f \in L_1(\mathbb{R}^n, \text{loc})$, then the push-forward $\tilde{u} \in \mathcal{D}'(\mathbb{R}^n)$ is the distribution defined by the push-forward $\tilde{f} \in L_1(\mathbb{R}^n, \text{loc})$. If $u \in \mathcal{D}'(\mathbb{R}^n)$, we have

$$
(4.5) \quad \text{supp } \tilde{u} = T(\text{supp } u).
$$

The proofs of the next two lemmas are routine and will be omitted.

Lemma 4.3. If $k \in \mathbb{N}$ and $T \in \mathcal{S}'(\mathbb{R}^n)$, then $\langle \tilde{T}, I \rangle = \delta^{n+k} \langle T, I \rangle$ for $I \in \mathcal{P}_k$.

Lemma 4.4. If $T \in \mathcal{S}'(\mathbb{R}^n)$, then $[E \ast T]^\sim = \delta^{-m} E \ast \tilde{T}$.

Proposition 4.5. Let $H \in \mathcal{P}_\Omega \setminus \{0\}$. If $\Omega \subset \mathbb{R}^n$ is open, and $A \subset \Omega$, then

$$
\gamma_{p,H}(\tilde{T}(A), \tilde{T}(\Omega)) = \delta^{-m-i+n/q} \gamma_{p,H}(A, \Omega).
$$

Proof. Let $T \in \mathcal{S}'(\mathbb{R}^n)$ satisfy (2.5)–(2.8). Using (4.4), (4.5) and Lemmas 4.3 and 4.4, we conclude that $\gamma_{p,H}(\tilde{T}(A), \tilde{T}(\Omega)) \geq \delta^{-m-i+n/q} \langle \tilde{T}, \tilde{H} \rangle$, and from Lemma 4.3 we then obtain

$$
\gamma_{p,H}(\tilde{T}(A), \tilde{T}(\Omega)) \geq \delta^{-m-i+n/q} \langle \tilde{T}, \tilde{H} \rangle.
$$

We have thus proved that

$$
\gamma_{p,H}(\tilde{T}(A), \tilde{T}(\Omega)) \geq \delta^{-m-i+n/q} \gamma_{p,H}(A, \Omega),
$$

and by applying the same reasoning to the mapping $T^{-1}$ we obtain Proposition 4.5.
Proposition 4.6. Let $\Omega$ be a bounded open set in $\mathbb{R}^n$.

(a) If $q(m - 1) \leq n$ and $H \in \mathcal{D}_f \setminus \{0\}$, then $\gamma_{p,H}(\{a\}, \Omega) = 0$ for $a \in \Omega$.

(b) If $q(m - 1) > n$, then there exists a constant $C = C(l, \Omega) > 0$ such that for each $H \in \mathcal{D}_f \setminus \{0\}$ we have $\gamma_{p,H}(\{a\}, \Omega) \geq C\{H, H\}^{1/2}$ if $a \in \Omega$.

Proof. (a) In view of Proposition 4.2, we may assume that $a = 0$. We may then write $B_r \subset \Omega$ for some $r > 0$; in view of the monotonicity property (4.2), it suffices to prove
\[
\gamma_{p,H}(\{0\}, B_r) = 0 \quad \text{for } r > 0,
\]
and we distinguish two cases.

Case 1. $q(m - 1) < n$. If $\gamma_{p,H}(\{0\}, B_R) > 0$ for some $R > 0$, it follows from Proposition 4.5 and the hypothesis $q(m - 1) < n$ that the function $(0, \infty) \ni r \to \gamma_{p,H}(\{0\}, B_r)$ is strictly increasing. This contradicts the monotonicity property (4.2), and hence (4.6) must hold.

Case 2. $q(m - 1) = n$. If $\gamma_{p,H}(\{0\}, B_R) > 0$ for some $R > 0$, then we can find a distribution $T \in \mathcal{S}'(\mathbb{R}^n)$ satisfying $\text{supp } T \subset \{0\}$, (2.6), (2.7),
\[
|\langle T, H \rangle| \geq \gamma_{p,H}(\{0\}, B_R)/2.
\]
It follows from (4.7) that $\lim_{r \to 0} \|E \ast T\|_{p,B_r} = 0$, and hence we can find a number $\varepsilon > 0$ such that $\|E \ast T\|_{p,B_r} \leq 1/4$. We conclude that
\[
\gamma_{p,H}(\{0\}, B_r) \geq |\langle 4T, H \rangle| > 2\gamma_{p,H}(\{0\}, B_R).
\]
However, it follows from Proposition 4.5 and the hypothesis $q(m - 1) = n$ that $\gamma_{p,H}(\{0\}, B_l) = \gamma_{p,H}(\{0\}, B_R)$, and this contradiction proves (4.2).

(b) Since $\Omega$ is bounded, we may write $\Omega \subset B_R$ for some $R > 0$. Let $H \in \mathcal{D}_f \setminus \{0\}$. If $a \in \Omega$, then by Proposition 4.2 and the monotonicity property (4.2) we have
\[
\gamma_{p,H}(\{a\}, \Omega) = \gamma_{p,H}(\{0\}, \Omega + \{-a\}) \geq \gamma_{p,H}(\{0\}, B_{2R}).
\]
To obtain a lower bound for $\gamma_{p,H}(\{0\}, B_{2R})$, we let $T = H(D)\delta$. If $I \in \mathcal{D}_k$, where $N \ni k \leq l$, then
\[
\langle T, I \rangle = (-1)^{l/2} \langle H(D)I, I \rangle = \begin{cases} 0 & \text{if } k < l, \\
(-1)^{l/2} \{H, I\} & \text{if } k = l.
\end{cases}
\]
If $|a| = l$, it follows from the hypothesis $q(m - l) > n$ that $Y_{\alpha}(D)E \in L^p(\mathbb{R}^n, \text{loc})$. We may write $H = \sum_{|\alpha| = l} c_\alpha Y_\alpha$, for some choice of complex numbers $c_\alpha$; then $\sum_{|\alpha| = l} |c_\alpha| \leq d^{1/2}\{H, H\}^{1/2}$, and hence
\[
\|E \ast T\|_{p,B_{2R}} = \|H(D)E\|_{p,B_{2R}} \leq d^{1/2}\{H, H\}^{1/2} \sup_{|\alpha| = l} \|Y_{\alpha}(D)E\|_{p,B_{2R}}.
\]
From (4.9) and (4.10) we see that there exists a constant $C = C(l, \Omega) > 0$ such that $\gamma_{p,H}(\{0\}, B_{2R}) \geq C\{H, H\}^{1/2}$, and (b) then follows from (4.8).
5. The localization operator. If \( g \in C_0^\infty(\mathbb{R}^n) \), we define the localization operator \( \nabla_g : \mathcal{D}'(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{R}^n) \) by
\[
(\nabla_g f) = E \ast \left[ g L(D) f \right] \quad \text{if } f \in \mathcal{D}'(\mathbb{R}^n).
\]

The operator \( \nabla_g \) was considered by Vitushkin [36] for \( L(D) = \partial / \partial \bar{z} \) and \( E(z) = 1 / \pi z \), and has been considered in [9 and 29] for elliptic operators \( L(D) \) and their fundamental solutions \( E \). We may use the operator \( \nabla_g \) to “localize the singularities of solutions of \( L(D)u = 0 \),” in the following sense. If \( g \in C_0^\infty(\mathbb{R}^n) \) and \( f \in \mathcal{D}'(\mathbb{R}^n) \), we clearly have \( L(D)[\nabla_g f] = [L(D)E] \ast [gL(D)f] = gL(D)f \), and hence
\[
(\nabla_g f) \quad \text{supp } L(D) [\nabla_g f] \subset \text{supp } g \cap \text{supp } L(D)f.
\]

We therefore have \( L(D)[\nabla_g f] = 0 \) on any open set where \( g = 0 \), and also on any open set where \( L(D)f = 0 \). These ideas have been used in the study of removable singularities for solutions of partial differential equations by Harvey and Polking [9, proof of Theorem 1.4], who noted an alternate formula for the localization operator \([9, (1.5)]\) which we give as Lemma 5.2. This alternate formula will then be used in proving an \( L_p \) estimate for the localization operator in Lemma 5.3, given by Lindberg [25] for \( L(D) = \partial / \partial \bar{z} \) and \( E(z) = 1 / \pi z \).

**Lemma 5.1.** Let \( T \in \mathcal{D}'(\mathbb{R}^n) \), and let \( f = E \ast T \). If \( g \in C_0^\infty(\mathbb{R}^n) \) is identically equal to one on a neighborhood of \( \text{supp } T \), then \( \nabla_g f = f \).

**Proof.** The hypothesis guarantees that \((1 - g)T\) is the zero distribution on \( \mathbb{R}^n \), and hence
\[
f - \nabla_g f = E \ast T - E \ast \left[ g L(D)(E \ast T) \right] \]
\[
= E \ast [(1 - g)T] = E \ast 0 = 0.
\]

If \( \alpha \in \mathbb{N}^n \), we let \( L^{(\alpha)} \) denote the polynomial \( D^\alpha L \).

**Lemma 5.2.** If \( g \in C_0^\infty(\mathbb{R}^n) \) and \( f \in \mathcal{D}'(\mathbb{R}^n) \), then
\[
\nabla_g f = \sum_{\alpha \in \mathbb{N}^n} (-1)^{|\alpha|} \frac{1}{\alpha!} (L^{(\alpha)}(D)E) \ast (fD^\alpha g).
\]

**Proof.** For the reader’s convenience we recall here the proof from [9]. If \( \phi \in C_0^\infty(\mathbb{R}^n) \), then Hörmander’s generalization of the Leibniz formula [19, (1.4.12)] gives
\[
\langle gL(D)f, \phi \rangle = (-1)^m \left\langle f, L(D)(\phi g) \right\rangle
\]
\[
= (-1)^m \left\langle f, \sum_{\alpha \in \mathbb{N}^n} \frac{1}{\alpha!} (D^\alpha g) L^{(\alpha)}(D) \phi \right\rangle
\]
\[
= \left\langle \sum_{\alpha \in \mathbb{N}^n} (-1)^{|\alpha|} \frac{1}{\alpha!} L^{(\alpha)}(D)(fD^\alpha g), \phi \right\rangle.
\]

Equating the first and last expressions yields a formula for \( gL(D)f \) which we substitute in (5.1) to yield (5.3).
**Lemma 5.3.** There exists a constant $C$ with the following property. If $a \in \mathbb{R}^n$, $\delta > 0$, $c \in \mathbb{C}$, $f \in L_p(\mathbb{R}^n, \text{loc})$ and $g \in C^\infty_0(\mathbb{B}_\delta(a))$, then

$$
\left\| \nabla_g(f) \right\|_{p,B_\delta(a)} \leq C \left\| f - c \right\|_{p,B_\delta(a)} \sum_{|\alpha| < m} \delta^{|\alpha|} \left\| D^\alpha g \right\|_{\infty,\mathbb{R}^n}.
$$

**Proof.** By use of Lemma 5.2 we will be able to give a proof of Lemma 5.3 which is similar to the proof of [25, The $T_q$-operator, (e)].

For each multi-index $\beta \in \mathbb{N}^n$ satisfying $|\beta| < m$ we have $D^\beta E \in L_q(\mathbb{R}^n, \text{loc})$, and the restriction of $D^\beta E$ to $\mathbb{R}^n \setminus \{0\}$ is continuous and homogeneous of degree $m - n - |\beta|$; hence there exists a constant $C_\beta$ such that

$$
(5.4) \quad \left\| D^\beta E \right\|_{1,B} \leq C_\beta r^{-|\beta|} \quad \text{if } r > 0.
$$

From Lemma 5.2 we see that there exist complex numbers $c_{\alpha\beta}$ for $\alpha, \beta \in \mathbb{N}^n$, $|\alpha| \neq 0$, $|\alpha + \beta| = m$, such that

$$
(5.5) \quad \nabla_g(f) = fg + \sum_{|\alpha| \neq 0, |\alpha + \beta| = m} c_{\alpha\beta} \left( D^\beta E \right) \ast ( f D^\alpha g ).
$$

If $B = B_\delta(a)$, we then obtain

$$
\left\| \nabla_g(f) \right\|_{p,2B} \leq \left\| fg \right\|_{p,2B} + \sum_{|\alpha| \neq 0, |\alpha + \beta| = m} \left| c_{\alpha\beta} \right| \left\| \left( D^\beta E \right) \ast ( f D^\alpha g ) \right\|_{p,2B}.
$$

where the three inequalities follow, respectively, from (5.5), Young’s inequality and (5.4). This proves the lemma in the special case $c = 0$. If $c \in \mathbb{C}$ is arbitrary, the lemma follows by applying this special case to the function $f - c \in L_p(\mathbb{R}^n, \text{loc})$.

**6. Proof of necessary conditions for approximation.** In this section we will prove the implication (a) $\Rightarrow$ (b) in Theorem 2.1. We suppose that condition (a) of that theorem holds. Let $N \ni l \leq m - 1$ and $H \in \mathfrak{D}_l \setminus \{0\}$, and let $G$ and $\Omega$ be open subsets of $\mathbb{R}^n$ satisfying $G \subset \Omega \subset \mathbb{R}^n$. In view of the monotonicity property (4.1) it suffices to prove that

$$
(6.1) \quad \gamma_{p,H}(G \setminus \text{int} X, \Omega) \geq \gamma_{p,H}(G \setminus \text{int} X, \Omega).
$$

We will assume that

$$
(6.2) \quad \gamma_{p,H}(G \setminus \text{int} X, \Omega) > 0,
$$

for otherwise (6.1) is obvious. From (6.2) it follows that

$$
(6.3) \quad G \setminus X \neq \emptyset;
$$

in fact, if (6.3) fails, we obtain $G \subset X$ and hence $G \subset \text{int} X$, so (6.2) fails.
In view of (6.3) there exists a function $\psi \in C_0^\infty(G \setminus X)$ satisfying $\int \psi \, d\lambda \neq 0$; we let this function $\psi$ be fixed for the rest of this section. For each $k \in \mathbb{N}$ we let \( \{\alpha \in \mathbb{N}^n : |\alpha| = k\} \) carry a fixed ordering, so that each point of $C_k^d$ may be written as \( \{c_\alpha\}_{|\alpha| = k} \) for some choice of complex numbers $c_\alpha$, and we make the following three observations.

1°. The mapping
\begin{equation}
(6.4) \quad \mathcal{P}_k \ni J \rightarrow \{ \langle J(D)\psi, Y_\alpha \rangle \}_{|\alpha| = k} \in C_k^d
\end{equation}
is an isomorphism of complex vector spaces.

If $J \in \mathcal{P}_k$ and $|\alpha| = k$, then
\[ \langle J(D)\psi, Y_\alpha \rangle = (-1)^k \langle \psi, J(D)Y_\alpha \rangle = (-1)^k \{J, Y_\alpha\} \int \psi \, d\lambda, \]
so 1° is obvious.

2°. For each $J \in \mathcal{P}_k$ we have $\langle J(D)\psi, \bar{I} \rangle = 0$ if $I \in \mathcal{P}_0 \cup \cdots \cup \mathcal{P}_{k-1}$.

If $J \in \mathcal{P}_k$ and $I$ is any polynomial, we have $\langle J(D)\psi, I \rangle = (-1)^k \langle \psi, J(D)I \rangle$, from which 2° follows.

3°. The mapping
\begin{equation}
(6.5) \quad \mathcal{P}_k \ni J \rightarrow \|E \ast J(D)\psi\|_{p, \Omega}
\end{equation}
is a norm on $\mathcal{P}_k$.

If $J \in \mathcal{P}_k$, then $E \ast J(D)\psi \in C^\infty(\mathbb{R}^n)$, and hence $\|E \ast J(D)\psi\|_{p, \Omega} < \infty$. If $J \in \mathcal{P}_k$ and $\|E \ast J(D)\psi\|_{p, \Omega} = 0$, it follows from Lemma 3.1 that $J(D)\psi = 0$ in $C^\infty(\mathbb{R}^n)$; since (6.4) is injective, it follows that $J = 0$. The other axioms for a norm are clearly satisfied, so 3° holds.

The following notation will be used for the rest of this section: for each $k \in \mathbb{N}$, $\tau_k$ denotes the norm of the inverse of the mapping (6.4) when $\mathcal{P}_k$ carries the norm (6.5) and $C_k^d$ carries the norm $\|\{c_\alpha\}\| = \sup\{|c_\alpha| : |\alpha| = k\}$.

We now let $T \in C^\ast(\mathbb{R}^n)$ be a fixed distribution satisfying

\begin{align*}
(6.6) \quad & \text{supp } T \subset G \setminus \text{int } X \subset G, \\
(6.7) \quad & \langle T, \bar{I} \rangle = 0 \quad \text{if } I \in \mathcal{P}_0 \cup \cdots \cup \mathcal{P}_{k-1}, \\
(6.8) \quad & \langle T, \bar{I} \rangle = 0 \quad \text{if } I \in \mathcal{P}_k \text{ and } \{H, I\} = 0, \\
(6.9) \quad & E \ast T \in L_p(\mathbb{R}^n, \text{loc}) \quad \text{and } 0 < \|E \ast T\|_{p, \Omega} \leq 1.
\end{align*}

Our goal is to prove that
\begin{equation}
(6.10) \quad \gamma_{p, H}(G \setminus X, \Omega) \geq \|\langle T, \bar{H} \rangle \| / \|E \ast T\|_{p, \Omega}.
\end{equation}

In view of (6.2) and Remark 3 in §4, this will imply (6.1), as desired.

We let $f = E \ast T$, and we let $g \in C_0^\infty(G)$ be a fixed function which is identically equal to one on a neighborhood of $\text{supp } T$. It follows from Lemma 5.1 that $\gamma_g(f) = f$.

Now select $R > 0$ large enough that $X \cup \bar{\Omega} \subset B_R$, and note that (6.6) implies that $L(D)f = 0$ on $\text{int } X$. From condition (a) of Theorem 2.1 we conclude that for each $j \in \mathbb{N}$ there exists an open set $A_j$ satisfying $X \subset A_j \subset B_R$, and a function $u_j \in L_p(A_j)$, such that $L(D)u_j = 0$ on $A_j$ and $\|u_j - f\|_{p, X} < 1/3j$; replacing $A_j$ by a smaller
neighborhood of $X$ (if necessary) we may also assume that $\|u_j\|_{p,A\setminus X} < 1/3j$ and $\|f\|_{p,A\setminus X} < 1/3j$; hence $\|u_j - f\|_{p,A} < 1/j$. For each $j \in \mathbb{N}$ we define $u_j$ to be identically equal to $f$ on $\mathbb{R}^n \setminus A_j$; we note that $u_j \in L_p(\mathbb{R}^n, \text{loc})$ and that $\text{supp}[gL(D)u_j]$ is a compact subset of $G \setminus X$. If $j \in \mathbb{N}$ we define $v_j = \gamma_g(u_j) = E \ast [gL(D)u_j]$; we conclude from Lemma 5.3 that $v_j \in L_p(\mathbb{R}^n, \text{loc})$ and that

$$\|v_j - f\|_{p,\Omega} = \|\gamma_g(u_j - f)\|_{p,\Omega} \leq C_1\|u_j - f\|_{p,\mathbb{R}^n},$$

where $C_1 = C_2 \sum_{m \leq m} \|D^m g\|_{\infty, \mathbb{R}^n}$, where $C_2$ is the constant $C$ of Lemma 5.3. We conclude from Corollary 3.3 that, for $j \in \mathbb{N}$, we have

$$\|v_j - f\|_{p,\mathbb{R}^n} = C_1\|u_j - f\|_{p,\mathbb{R}^n} \leq C_1 j^{-1}.$$ 

We now claim that for each $j \in \mathbb{N}$ there exists a function $W_j \in C_{0,\text{loc}}(G \setminus X) \subset \mathcal{S}'(\mathbb{R}^n)$ such that

$$\langle W_j, \vec{I} \rangle = \langle gL(D)u_j - T, \vec{I} \rangle \quad \text{if } I \in \mathbb{P}_0 \cup \cdots \cup \mathbb{P}_l,$$

and

$$\|E \ast W_j\|_{p,\Omega} \leq \xi j^{-1},$$

where $\xi$ is a constant depending on $l, G, \Omega, R, g$ and on $\tau_0, \tau_1, \ldots, \tau_l$. Assuming for the moment that this claim has been proved, and writing $w_j = E \ast W_j$ for each $j \in \mathbb{N}$, we conclude from (6.9), (6.11) and (6.14) that, for sufficiently large $j$, we have $\|w_j - v_j\|_{p,\Omega} > 0$, and hence from (6.7), (6.8) and (6.13) we obtain

$$\gamma_{p, H}(G \setminus X, \Omega) \geq \left| \langle gL(D)u_j - W_j, \vec{H} \rangle \right| / \|w_j - v_j\|_{p,\Omega} = \left| \langle T, \vec{H} \rangle \right| / \|w_j - v_j\|_{p,\Omega}.$$ 

Letting $j \to \infty$ and applying (6.11) and (6.14), we obtain

$$\gamma_{p, H}(G \setminus X, \Omega) \geq \left| \langle T, \vec{H} \rangle \right| / \|f\|_{p,\Omega},$$

which is the desired inequality (6.10).

We now prove the claim of the preceding paragraph. To do this, we use induction on $\nu$ to prove the following assertion for $\nu \in \{0, 1, \ldots, l\}$.

$$\Pi_\nu: \text{For each } j \in \mathbb{N} \text{ there exists a function } W_j^{(\nu)} \in C_{0,\text{loc}}(G \setminus X) \subset \mathcal{S}'(\mathbb{R}^n) \text{ such that }$$

$$\langle W_j^{(\nu)}, \vec{I} \rangle = \langle gL(D)u_j - T, \vec{I} \rangle \quad \text{if } I \in \mathbb{P}_0 \cup \cdots \cup \mathbb{P}_l,$$

and $\|E \ast W_j^{(\nu)}\|_{p,\Omega} \leq \xi \nu j^{-1}$.

Here the constants $\xi$ are defined inductively by the equations $\xi_0 = \tau_0 C_1 C_3$ and $\xi_\nu = \tau_\nu C_1 C_3 + (1 + \tau_\nu C_3) \xi_{\nu - 1}$ if $1 \leq \nu \leq l$. Since $\Pi_1$ implies the claim, with $\xi = \xi_l$ and $W_j = W_j^{(l)}$ for each $j \in \mathbb{N}$, this will complete the proof of (6.10).

To prove $\Pi_0$, we apply $1^\circ$ and $3^\circ$ (for $k = 0$) and the definition of $\tau_0$. We conclude that, for each $j \in \mathbb{N}$, there exists a polynomial $J_j^{(0)} \in \mathbb{P}_0$ such that the
function \( W_j^{(0)} = J_j^{(0)}(D) \psi \in C_0^\infty(G \setminus X) \subset \mathcal{S}'(\mathbb{R}^n) \) satisfies \( \langle W_j^{(0)}, 1 \rangle = \langle gL(D)u_j - T, 1 \rangle \) and
\[
\| E \ast W_j^{(0)} \|_{p, \Omega} \leq \tau_0 \left| \langle gL(D)u_j - T, 1 \rangle \right| \leq C_1 C_3 \tau_0 j^{-1},
\]
where the last inequality follows from (6.12). This proves \( \Pi_0 \).

Now let \( \nu \in \{1, \ldots, l\} \) be fixed, and suppose \( \Pi_{\nu - 1} \) has been proved. We let \( j \in \mathbb{N} \) be fixed. If \( W_j^{(r - 1)} \in C_0^\infty(G \setminus X) \) is the function given by \( \Pi_{\nu - 1} \), we define \( S = gL(D)u_j - T - W_j^{(r - 1)} \). Applying 1°, 2° and 3° (for \( k = \nu \)) and the definition of \( \tau_2 \), we see that there exists a polynomial \( \mathcal{P} \), such that the function \( W' = J(D)\psi \in C_0^\infty(G \setminus X) \subset \mathcal{S}'(\mathbb{R}^n) \) satisfies
\[
\langle W', Y_\alpha \rangle = \langle S, Y_\alpha \rangle \quad \text{if} \quad |\alpha| = \nu,
\]
\[
\langle W', \overline{I} \rangle = 0 \quad \text{if} \quad I \in \mathcal{P}_0 \cup \cdots \cup \mathcal{P}_{\nu - 1},
\]
and
\[
(6.15) \quad \| E \ast W' \|_{p, \Omega} \leq \tau_\nu \sup_{|\alpha| = \nu} |\langle S, Y_\alpha \rangle|.
\]
We then obtain
\[
\| E \ast W' \|_{p, \Omega} \leq \tau_\nu \left[ \sup_{|\alpha| = \nu} \left| \langle gL(D)u_j - T, Y_\alpha \rangle \right| + \sup_{|\alpha| = \nu} \left| \langle W_j^{(r - 1)}, Y_\alpha \rangle \right| \right]
\]
\[
\leq \tau_\nu \left[ C_1 C_3 j^{-1} + C_3 \| E \ast W_j^{(r - 1)} \|_{p, \Omega} \right]
\]
\[
\leq \tau_\nu C_3 (C_1 + \xi_{\nu - 1}) j^{-1},
\]
where the first inequality follows from (6.15), the second inequality from (6.12) and Corollary 3.3, and the third inequality from the induction hypothesis. Thus we see that \( \Pi_{\nu} \) holds with \( W_j^{(\nu)} = W_j^{(r - 1)} + W' \) for each \( j \in \mathbb{N} \).

7. Proof of sufficient conditions for approximation. In this section we will complete the proof of Theorem 2.1; since the implication \( (b) \Rightarrow (c) \) is obvious, it remains to prove the implication \( (c) \Rightarrow (a) \). Our techniques extend those used by Lindberg [24, 25] for \( L(D) = \partial / \partial \bar{z} \), which are based on those used by Vituškin [36]. Lemma 7.1 was given in [25, Lemma] for \( L(D) = \partial / \partial \bar{z} \) and \( E(z) = 1 / \pi z \); Lemmas 7.2 and 7.3 summarize well-known facts associated with cubical decompositions of \( \mathbb{R}^n \), and Lemma 7.4 is essentially given in [25, p. 66]. We denote by \( \omega \) the \((n - 1)\)-dimensional area of the unit sphere in \( \mathbb{R}^n \), so that \( \omega = n \lambda(B_1) \). We use \( \Sigma_j \) as a shortened notation for \( \Sigma_{j=0}^\infty \).

**Lemma 7.1.** For each positive integer \( Z \), there exists a constant \( C = C(Z) \) with the following property. Let \( \delta > 0 \), and let \( \{B_j\}_{j \in \mathbb{N}} \) be a sequence of open balls of radius \( \delta \) in \( \mathbb{R}^n \) such that no point of \( \mathbb{R}^n \) lies in more than \( Z \) of these balls. Let \( \{T_j\}_{j \in \mathbb{N}} \) be a sequence in \( \mathcal{S}'(\mathbb{R}^n) \) such that, for each \( j \in \mathbb{N} \), we have
\[
(7.1) \quad \text{supp} \ T_j \subset \overline{B}_j,
\]
\[
(7.2) \quad \langle T_j, I \rangle = 0 \quad \text{if} \quad I \in \mathcal{P}_0 \cup \cdots \cup \mathcal{P}_{m-1},
\]
and
\begin{equation}
(7.3) \quad f_j \equiv E \ast T_j \in L_p(\mathbb{R}^n, \text{loc}).
\end{equation}

If \( \mathcal{J} \) is a finite subset of \( \mathbb{N} \), then
\begin{equation}
(7.4) \quad \left\| \sum_{j \in \mathcal{J}} f_j \right\|_{p, \mathbb{R}^n}^p \leq C \sum_{j} \left\| f_j \right\|_{p, \mathbb{R}^n}^p.
\end{equation}

**Proof.** The form of the proof will be similar to that of [25, Lemma].

By considering the mapping \( \mathbb{R}^n \ni x \rightarrow x/\delta \in \mathbb{R}^n \), and applying (4.4), (4.5) and Lemmas 4.3 and 4.4, we may reduce the proof to the case \( \delta = 1 \). We therefore assume that \( \delta = 1 \) throughout the proof, and we write \( B_j = B(x_j) \).

We first prove Lemma 7.1 under the additional hypothesis that for each \( j \in \mathbb{N} \) we have
\begin{equation}
(7.5) \quad \langle T_j, I \rangle = 0 \quad \text{if} \quad I \in \mathcal{O}_m.
\end{equation}

If \( a \in \mathbb{R}^n \) and \( k \in \{1, 2, \ldots \} \), we consider the set
\begin{equation*}
\mathcal{O}_k(a) = \{ x \in \mathbb{R}^n : 2k - 2 \leq |x - a| < 2k \},
\end{equation*}
we let \( N_k(a) \) denote the number of the centers \( x_j \) which lie in \( \mathcal{O}_k(a) \), and we make the following three observations.

1°. \( N_k(a) \leq C_1 k^{n-1} \), where \( C_1 = n4^nZ \).

To prove 1°, we note that if \( k \geq 2 \), the \( N_k(a) \) balls \( B_j \) having centers \( x_j \in \mathcal{O}_k(a) \) must all lie in the set \( \{ x \in \mathbb{R}^n : 2k - 3 \leq |x - a| \leq 2k + 1 \} \); since each point of \( \mathbb{R}^n \) lies in at most \( Z \) of the balls \( B_j \), we conclude that
\begin{equation*}
N_k(a) \leq Z \lambda \left( \{ x \in \mathbb{R}^n : 2k - 3 \leq |x - a| \leq 2k + 1 \} \right) \leq Z \omega \int_{2k-3}^{2k+1} r^{n-1} dr \leq 4nZ \lambda(\mathcal{B}_1)(2k + 1)^{n-1} \leq n4^nZ \lambda(\mathcal{B}_1) k^{n-1},
\end{equation*}
as desired. For \( k = 1 \) a similar argument yields the desired result.

2°. \( (\sum_{x_j \in \mathcal{O}_k(a)} |f_j(a)|^p) \leq (C_1 k^{n-1})^p/\omega \sum_{x_j \in \mathcal{O}_k(a)} |f_j(a)|^p \).

This follows from 1° and (3.2).

3°. \( \int_{\mathcal{O}_k(x_j)} |f_j|^p\,d\lambda \leq C_2 \| f_j \|^p_{p, \mathcal{B}_2(x_j)} k^{-n(p-1)p-1}; \) here \( C_2 = \max\{1, 2C_3\omega \} \), where
\( C_3 \) denotes the constant \( C(m + 1) \) of Lemma 3.7.

For \( k = 1, 3° \) is obvious. Thus we may prove 3° under the assumption that \( k \geq 2 \).

We then have \( \mathcal{O}_k(x_j) \subset \{ x \in \mathbb{R}^n : |x - x_j| \geq 2 \} \), and hence we obtain from Lemma 3.7
\begin{equation*}
\int_{\mathcal{O}_k(x_j)} |f_j|^p\,d\lambda \leq C_2^\prime \omega \| f_j \|^p_{p, \mathcal{B}_2(x_j)} \int_{2k-2}^{2k} r^{-n(p-1)p-1} dr \leq 2C_2^\prime \omega \| f_j \|^p_{p, \mathcal{B}_2(x_j)} (2k - 2)^{-n(p-1)p-1} \leq C_2 \| f_j \|^p_{p, \mathcal{B}_2(x_j)} k^{-n(p-1)p-1},
\end{equation*}
which gives 3°.
We now obtain
\[
\left\| \sum_{j \in \mathbb{J}} f_j \right\|_{p, \mathbb{R}^n} \leq \left[ \int \left( \sum_{j} |f_j(x)|^p \right) d\lambda(x) \right]^{1/p} = \left[ \int \left( \sum_{k=1}^{\infty} \sum_{x_j \in \mathbb{S}_k(x)} |f_j(x)| \right)^p d\lambda(x) \right]^{1/p}
\]
\[
\leq \sum_{k=1}^{\infty} \left[ \int \left( \sum_{x_j \in \mathbb{S}_k(x)} |f_j(x)| \right)^p d\lambda(x) \right]^{1/p}
\]
\[
\leq \sum_{k=1}^{\infty} \left[ \int \left( C_1 k^{n-1} \sum_{x_j \in \mathbb{S}_k(x)} |f_j(x)| \right)^p d\lambda(x) \right]^{1/p}
\]
\[
= \sum_{k=1}^{\infty} \left( C_1 k^{n-1} \right)^{1/q} \left[ \sum_{j} \left[ \int_{\mathbb{S}_k(x_j)} |f_j(x)| d\lambda(x) \right]^p \right]^{1/p}
\]
\[
\leq C_1^{1/q} C_2^{1/p} \sum_{k=1}^{\infty} k^{-2} \left[ \sum_{j} \left\| f_j \right\|_{p, \mathbb{B}_2(x_j)} \right]^{1/p} \equiv C_4 \left[ \sum_{j} \left\| f_j \right\|_{p, \mathbb{B}_2(x_j)} \right]^{1/p},
\]
where the second, third and final inequalities follow, respectively, from Minkowski’s inequality, 2° and 3°; and the symbol \( \equiv \) in the last line indicates that we define
\[ C_4 = C_1^{1/q} C_2^{1/p} \sum_{k=1}^{\infty} k^{-2}. \]
This proves Lemma 7.1, with \( C = C_4 \), under the additional hypothesis (7.5).

We now prove Lemma 7.1 in the general case. Let the distributions \( T_j \) and functions \( f_j = E \ast T_j \) satisfy the hypotheses of the lemma. For each \( j \in \mathbb{N} \) we define
\[
U_j = \frac{(-1)^m}{\lambda(B_1)} \sum_{|\alpha|=m} \langle T_j, Y_\alpha \rangle Y_\alpha(D) \chi_{B_j} \in \mathcal{E}'(\mathbb{R}^n)
\]
and \( u_j = E \ast U_j \); it follows from Lemma 3.4 that \( u_j \in L_p(\mathbb{R}^n) \). Moreover, if \( j \in \mathbb{N} \), \( |\alpha|=m \) and \( I \in \mathcal{G}_k \), where \( \mathcal{N} \ni k \leq m \), then
\[
\langle Y_\alpha(D) \chi_{B_j}, I \rangle = \begin{cases} 0 & \text{if } k < m, \\ (-1)^m \lambda(B_1) \{ I, Y_\alpha \} & \text{if } k = m. \\ \end{cases}
\]
It follows that the sequence \( \{ T_j - U_j \}_{j \in \mathbb{N}} \) in \( \mathcal{E}'(\mathbb{R}^n) \) satisfies the hypotheses of the first part of the proof, and hence
\[
\left\| \sum_{j \in \mathbb{J}} \left( f_j - u_j \right) \right\|_{p, \mathbb{R}^n}^p \leq C_4^p \sum_{j} \left\| f_j - u_j \right\|_{p, \mathbb{B}_2(x_j)}^p.
\]
To finish the proof of Lemma 7.1, we need further estimates involving the functions \( u_j \). We first note that if \( j \in \mathbb{N} \), and \( (f_j)_{-x_j} \) is the translated function \( f_j(\cdot + x_j) \in L_p(\mathbb{R}^n, \text{loc}) \), then the distribution \( L(D)[(f_j)_{-x_j}] \) has support in \( \overline{B}_1 \), and hence from Lemma 4.1 and Corollary 3.3 we obtain
\[
\left| \langle T_j, Y_\alpha \rangle \right| = \left| \langle L(D)[(f_j)_{-x_j}], Y_\alpha \rangle \right| \leq C_5 \left\| (f_j)_{-x_j} \right\|_{p, \mathbb{B}_2}^p
\]
\[
= C_5 \left\| f_j \right\|_{p, \mathbb{B}_2(x_j)}^p, \quad \text{if } |\alpha| = m,
\]
where $C_5$ denotes the constant $C(m, B_1, B_2)$ of Corollary 3.3; we conclude that

$$(7.8) \quad \|u_j\|_{p, \mathbb{R}^n} \leq C_5 C_6 d_m \lambda(B_1)^{-1} \|f_j\|_{p, B_j(x_j)} \|X_B\|_{p, \mathbb{R}^n}$$

$$= C_5 C_6 d_m \lambda(B_1)^{-1} \|f_j\|_{p, B_j(x_j)}$$

$$= C_7 \|f_j\|_{p, B_j(x_j)},$$

where $C_6$ denotes the constant $C$ of Lemma 3.4. Moreover, we have

$$(7.9) \quad \int_{\mathbb{R}^n} \left| \sum_{j \in J} u_j \right|^p d\lambda \leq d_m^{p/q} \lambda(B_1)^{-p} \sum_{|\alpha|=m} \left\| Y_\alpha(D) E \left( \sum_{j \in J} \langle T_j, Y_\alpha \rangle X_B \right) \right\|^p_{p, \mathbb{R}^n}$$

$$\leq d_m^{p/q} \lambda(B_1)^{-p} \sum_{|\alpha|=m} C_6 \int_{\mathbb{R}^n} \left| \sum_{j \in J} \langle T_j, Y_\alpha \rangle X_B \right|^p d\lambda$$

$$\leq d_m^{p/q} \lambda(B_1)^{-p} \sum_{|\alpha|=m} C_6 \int_{\mathbb{R}^n} \left| f_j \right|^p d\lambda$$

$$\leq d_m^{p/q} \lambda(B_1)^{-p} \sum_{|\alpha|=m} \|f_j\|^p_{p, B_j(x_j)}$$

$$= C_8 \sum_j \|f_j\|^p_{p, B_j(x_j)},$$

where the four inequalities follow, respectively, from (3.2), Lemma 3.4, (3.2) and (7.7).

Finally, we conclude that

$$(7.10) \quad \int_{\mathbb{R}^n} \left| \sum_{j \in \mathbb{J}} f_j \right|^p d\lambda \leq 2^{p/q} \int_{\mathbb{R}^n} \left| \sum_{j \in \mathbb{J}} (f_j - u_j) \right|^p d\lambda + 2^{p/q} \int_{\mathbb{R}^n} \left| \sum_{j \in \mathbb{J}} u_j \right|^p d\lambda$$

$$\leq 2^{p/q} C_6 \sum_j \int_{B_j(x_j)} |f_j - u_j|^p d\lambda + 2^{p/q} C_8 \sum_j \|f_j\|^p_{p, B_j(x_j)}$$

$$\leq 2^{2p/q} C_6 \sum_j \int_{B_j(x_j)} (|f_j|^p + |u_j|^p) d\lambda + 2^{p/q} C_8 \sum_j \|f_j\|^p_{p, B_j(x_j)}$$

$$\leq (2^{2p/q} C_6 (1 + C_8) + 2^{p/q} C_8) \sum_j \|f_j\|^p_{p, B_j(x_j)},$$

where the first inequality follows from (3.2), the second inequality from (7.6) and (7.9), the third inequality from (3.2), and the last inequality from (7.8). This proves Lemma 7.1.

For the rest of the paper we let $h \in C_0^\infty(B_{1/3})$ be a nonnegative function satisfying $\int h d\lambda = 1$, and for each $\delta > 0$ we define $h_\delta \in C_0^\infty(B_{\delta/3})$ by $h_\delta(x) = \delta^{-n} h(x/\delta)$. For each $k \in \mathbb{N}$ there exists a positive constant $M_k$ such that $|D^\alpha h_\delta| \leq M_k$ if $|\alpha| = k$. It follows from the chain rule that

$$(7.10) \quad |D^\alpha h_\delta| \leq \delta^{-n-k} M_k \quad \text{if } |\alpha| = k.$$
We say that a point of \( \mathbb{R}^n \) is a lattice point if each of its \( n \) coordinates is an integer, and we let \( Z = Z(n) \) be the largest number of lattice points which can occur in a closed ball of radius \( 2/\sqrt{n} \) in \( \mathbb{R}^n \).

We now use decompositions of \( \mathbb{R}^n \) which are analogous to those used by Vituškin [36], Lindberg [24, 25] and others. To define these we let \( \{a_j\}_{j \in \mathbb{N}} \) be an enumeration of all lattice points in \( \mathbb{R}^n \). We let \( \delta > 0 \) be fixed, and set \( \delta_0 = \delta/2/\sqrt{n} \). We define \( x_{j,\delta} = \delta_0 a_j \in \mathbb{R}^n \) for each \( j \in \mathbb{N} \). If
\[
\overline{q}^{(\delta)} = \left[ -\frac{\delta_0}{2}, \frac{\delta_0}{2} \right] \times \cdots \times \left[ -\frac{\delta_0}{2}, \frac{\delta_0}{2} \right] \quad (n \text{ times}),
\]
then \( \overline{q}^{(\delta)} \subset B_{8/3} \). For \( j \in \mathbb{N} \), the sets \( \overline{q}_{j,\delta} = \overline{q}^{(\delta)} + x_{j,\delta} \) are disjoint, their union is \( \mathbb{R}^n \), and \( \overline{q}_{j,\delta} \subset B_{8/3}(x_{j,\delta}) \). We now define, for each \( j \in \mathbb{N} \),
\[
g_{j,\delta} = h_\delta \ast \chi_{\overline{q}_{j,\delta}} \in C_0^\infty(\mathbb{R}^n) \quad \text{and} \quad B_{j,\delta} = B_\delta(x_{j,\delta}).
\]

**Lemma 7.2.** Let \( \delta > 0 \). Then:

(a) \( \text{supp } g_{j,\delta} \subset B_{j,\delta} \) if \( j \in \mathbb{N} \),

(b) \( |D^\alpha g_{j,\delta}| \leq M_{\alpha} 2^{-n-n/2} \delta^{-\lvert \alpha \rvert} \) if \( \alpha \in \mathbb{N}^n \), \( j \in \mathbb{N} \), and

(c) each point \( x \in \mathbb{R}^n \) satisfies \( x \in B_{j,\delta} \) for at most \( Z \) indices \( j \in \mathbb{N} \).

**Proof.** (a) For \( j \in \mathbb{N} \) we have
\[
\text{supp } g_{j,\delta} \subset \text{supp } h_\delta + \text{supp } \chi_{\overline{q}_{j,\delta}} \subset B_{8/3} + B_{8/3}(x_{j,\delta}) \subset B_{j,\delta}.
\]

(b) For \( \alpha \in \mathbb{N}^n \) and \( j \in \mathbb{N} \) we obtain, from (7.10),
\[
|D^\alpha g_{j,\delta}| = \left| (D^\alpha h_\delta) \ast \chi_{\overline{q}_{j,\delta}} \right| \leq M_{\alpha} \delta^{-n-\lvert \alpha \rvert} \langle \overline{q}_{j,\delta} \rangle \\
\leq M_{\alpha} 2^{-n-n/2} \delta^{-\lvert \alpha \rvert}.
\]

(c) is obvious.

**Lemma 7.3.** Let \( \delta > 0 \), let \( K \subset \mathbb{R}^n \) be compact, and let \( J_\delta \) be the set of all \( j \in \mathbb{N} \) such that \( B_{j,\delta} \) intersects \( K \). Then \( \sum_{j \in J_\delta} g_{j,\delta}(x) = 1 \) if dist\((x, K) < \delta/3\).

**Proof.** We first show that
\[
\{ y \in \mathbb{R}^n : \text{dist}\((y, K) < 2\delta/3\} \subset \bigcup_{j \in J_\delta} \overline{q}_{j,\delta}.
\]

To prove this, let \( y \in \mathbb{R}^n \) satisfy dist\((y, K) < 2\delta/3\). Let \( j \) be the unique element of \( \mathbb{N} \) such that \( y \in \overline{q}_{j,\delta} \). Since \( \overline{q}_{j,\delta} \subset B_{8/3}(x_{j,\delta}) \), we conclude that dist\((x_{j,\delta}, K) < \delta \); hence \( K \) intersects \( B_\delta(x_{j,\delta}) = B_{j,\delta} \), which means that \( j \in J_\delta \). This proves (7.11).

We now write
\[
\sum_{j \in J_\delta} g_{j,\delta}(x) = h_\delta \ast \left( \sum_{j \in J_\delta} \chi_{\overline{q}_{j,\delta}} \right)(x) \quad \text{if } x \in \mathbb{R}^n.
\]

According to (7.11) we have \( \sum_{j \in J_\delta} \chi_{\overline{q}_{j,\delta}}(y) = 1 \) if dist\((y, K) < 2\delta/3\). Recalling the definition of \( h_\delta \), we obtain Lemma 7.3.

**Lemma 7.4.** If \( F \in L_p(\mathbb{R}^n) \), then
\[
\lim_{\delta \downarrow 0} \sum_j \left\| F - [F]_{\overline{q}_{j,\delta}} \right\|_{p, B_{j,\delta}}^p = 0.
\]
As Lindberg notes [25, p. 66], Lemma 7.4 is easy if $F$ is a continuous function of compact support in $\mathbb{R}^n$, and follows for arbitrary $F \in L_p(\mathbb{R}^n)$ by using the fact that continuous functions of compact support are dense in $L_p(\mathbb{R}^n)$. The details will be omitted.

We now complete this paper by proving the implication (c) $\Rightarrow$ (a) of Theorem 2.1. Suppose that condition (c) of that theorem holds. We let $f \in L_p(X)$ satisfy $L(D)f = 0$ on $\text{int} X$, and define $f = 0$ on $\mathbb{R}^n \setminus X$.

If $f$ is considered as a distribution on $\mathbb{R}^n$, its support is contained in the compact set $X \subset \mathbb{R}^n$. It follows that

$$f = \delta \ast f = L(D)(E \ast f) = E \ast (L(D)f).$$

We conclude from Lemmas 5.1 and 7.3 that, for each $\delta > 0$, we have

$$(7.12) \quad \sum_{j \in \mathcal{J}_\delta} \mathcal{V}_{g_j,\delta}(f) = f,$$

where $\mathcal{J}_\delta$ is the set of all $j \in \mathcal{N}$ such that $B_{g_j,\delta}$ intersects $X$.

If $\delta > 0$ and $j \in \mathcal{N}$, we conclude from Lemmas 5.3 and Lemma 7.2 (b) that

$$(7.13) \quad \|\mathcal{V}_{g_j,\delta}(f)\|_{p,2B_{g_j,\delta}} \leq C_1 \|f - [f]_{2B_{g_j,\delta}}\|_{p,B_{g_j,\delta}},$$

where $C_1 = C_2 2^{-n^2/2 \sum_{i=1}^m M_{2i}}$ and $C_2$ denotes the constant $C$ of Lemma 5.3. We will let $C_3$ denote the constant $C(\mathcal{Z})$ of Lemma 7.1.

We now claim that, for each $\delta$ satisfying $0 < \delta < \rho$, there exists a sequence of distributions $\{W_j,\delta\}_{j \in \mathcal{N}}$ in $\mathcal{E}(\mathbb{R}^n)$ with the following properties: for each $j \in \mathcal{N}$ we have $\text{supp} W_j,\delta \subset B_{g_j,\delta} \setminus X$, $\langle g_j,\delta, L(D)f - W_j,\delta, f \rangle = 0$ if $I \in \mathcal{S}_0 \cup \cdots \cup \mathcal{S}_{m-1}$, and

$$(7.14) \quad E \ast W_j,\delta \in L_p(\mathbb{R}^n, \text{loc}) \quad \text{and} \quad \|E \ast W_j,\delta\|_{p,2B_{g_j,\delta}} \leq \xi \|f - [f]_{2B_{g_j,\delta}}\|_{p,B_{g_j,\delta}},$$

where $\xi$ is a constant depending on $\eta$. Assuming for the moment that this claim has been proved, we let $0 < \delta < \rho$, define $w_j,\delta = E \ast W_j,\delta$ for $j \in \mathcal{N}$, and conclude that

$$\left\|f - \sum_{j \in \mathcal{J}_\delta} w_j,\delta\right\|_{p,\mathbb{R}^n}^p \leq \sum_{j \in \mathcal{J}_\delta} \left\|\mathcal{V}_{g_j,\delta}(f) - w_j,\delta\right\|_{p,\mathbb{R}^n}^p \leq \sum_{j \in \mathcal{J}_\delta} \left\|\mathcal{V}_{g_j,\delta}(f)\right\|_{p,2B_{g_j,\delta}}^p \leq 2^{p/q} C_3 \sum_{j \in \mathcal{J}_\delta} \left(\left\|\mathcal{V}_{g_j,\delta}(f)\right\|_{p,2B_{g_j,\delta}}^p + \left\|w_j,\delta\right\|_{p,2B_{g_j,\delta}}^p\right) \leq 2^{p/q} C_3 \sum_{j \in \mathcal{J}_\delta} (C_1^p + \xi^p) \left\|f - [f]_{2B_{g_j,\delta}}\right\|_{p,B_{g_j,\delta}}^p,$$

where the equality follows from (7.12), the first inequality follows from Lemma 7.1, the second inequality follows from (3.2), and the third inequality follows from (7.13) and (7.14). In view of Lemma 7.4 the last sum approaches zero as $\delta \downarrow 0$, which proves condition (a) of Theorem 2.1.

We now prove the claim of the preceding paragraph. In the proof we let $\delta$ be fixed with $0 < \delta < \rho$; we write $B_j = B_{g_j,\delta}$, $\mathcal{J}_j = \mathcal{J}_{g_j,\delta}$ and $g_j = g_{g_j,\delta}$. We will use induction on $\nu$ to prove the following assertion for $\nu \in \{0, 1, \ldots, m-1\}$. 

There exists a sequence \( \{W_j^{(r)}\}_{j \in \mathbb{N}} \) in \( \mathcal{S}'(\mathbb{R}^n) \) such that, for each \( j \in \mathbb{N} \), we have \( \text{supp} \, W_j^{(r)} \subseteq B_j \setminus X \), \( \langle g_j L(D) f - W_j^{(r)}, \tilde{I} \rangle = 0 \) if \( I \in \mathcal{P}_0 \cup \cdots \cup \mathcal{P}_r \), \( E \ast W_j^{(r)} \in L_p(\mathbb{R}^n, \text{loc}) \) and \( \|E \ast W_j^{(r)}\|_{p,2B_j} \leq \xi_j \|f - [f]_2\|_{p,2B_j} \).

Here the constants \( \xi_j \) are defined inductively by the equations \( \xi_0 = 2\eta C_1 \) and \( \xi_j = 2\eta C_1 + (2\eta + 1)\xi_{j-1} \) if \( 1 \leq j \leq m - 1 \). Since \( \Pi_{m-1} \) implies the claim, with \( \xi = \xi_{m-1} \) and \( W_j^{(m-1)} = W_j^{(m-1)} \) for each \( j \in \mathbb{N} \), this will complete the proof of Theorem 2.1.

To prove \( \Pi_0 \), we fix \( j \in \mathbb{N} \). We note that \( \text{supp}[g_j L(D) f] \) is a compact subset of \( B_j \setminus X \). We conclude that

\[
\left\langle g_j L(D) f, 1 \right\rangle \leq \gamma_{p,1}(B_j \setminus X, 2B_j) \left\| \psi_j', (f) \right\|_{p,2B_j},
\]

where the first inequality follows from the definition of \( \gamma_{p,1}(B_j \setminus X, 2B_j) \), and the second inequality follows from (7.13) and condition (c) of Theorem 2.1. From this estimate and the definition of \( \gamma_{p,1}(B_j \setminus X, 2B_j) \) we deduce that there exists a distribution \( W_j^{(0)} \in \mathcal{S}'(\mathbb{R}^n) \) such that \( \text{supp} \, W_j^{(0)} \subseteq B_j \setminus X \), \( E \ast W_j^{(0)} \in L_p(\mathbb{R}^n, \text{loc}) \) and \( \|E \ast W_j^{(0)}\|_{p,2B_j} \leq 2\eta C_1 \|f - [f]_2\|_{p,2B_j} \), and \( \langle W_j^{(0)}, 1 \rangle = \langle g_j L(D) f, 1 \rangle \). This proves \( \Pi_0 \).

Now let \( \nu \in \{1, \ldots, m - 1\} \) be fixed, and suppose \( \Pi_{\nu-1} \) has been proved. We let \( j \in \mathbb{N} \) be fixed. If \( W_j^{(\nu-1)} \in \mathcal{S}'(\mathbb{R}^n) \) is the distribution given by \( \Pi_{\nu-1} \), we define \( S = g_j L(D) f - W_j^{(\nu-1)} \). Then the hypothesis \( \Pi_{\nu-1} \) and (7.13) yield

\[
\left\langle S, \tilde{I} \right\rangle = 0 \quad \text{if} \quad I \in \mathcal{P}_0 \cup \cdots \cup \mathcal{P}_{\nu-1},
\]

and

\[
\|E \ast S\|_{p,2B_j} \leq \left\| \psi_j', (f) \right\|_{p,2B_j} + \|E \ast W_j^{(\nu-1)}\|_{p,2B_j} \leq (C_1 + \xi_{\nu-1}) \|f - [f]_2\|_{p,2B_j}.
\]

We now define \( H \in \mathcal{P}_\nu \) by \( H = \sum_{|\alpha| = \nu} \langle S, Y_\alpha \rangle Y_\alpha \) and note that

\[
\left\langle S, \tilde{I} \right\rangle = \{H, I\} \quad \text{if} \quad I \in \mathcal{P}_\nu.
\]

We distinguish two cases.

**Case 1.** \( H = 0 \). In this case it follows from (7.17) that \( \langle S, \tilde{I} \rangle = 0 \) for \( I \in \mathcal{P}_\nu \). We conclude that \( \Pi_\nu \) holds with \( W_j^{(\nu)} = W_j^{(\nu-1)} \) for \( j \in \mathbb{N} \).

**Case 2.** \( H \neq 0 \). In this case we note that (7.17) implies

\[
\left\langle S, \tilde{I} \right\rangle = 0 \quad \text{if} \quad I \in \mathcal{P}_\nu \quad \text{and} \quad \{H, I\} = 0.
\]

We now obtain

\[
\left| \left\langle S, \tilde{H} \right\rangle \right| \leq \gamma_{p,H}(B_j \setminus X, 2B_j) \|E \ast S\|_{p,2B_j} \leq \eta \gamma_{p,H}(B_j \setminus X, 2B_j) (C_1 + \xi_{\nu-1}) \|f - [f]_2\|_{p,2B_j},
\]

where the first inequality follows from (7.15), (7.18) and the definition of \( \gamma_{p,H}(B_j \setminus X, 2B_j) \), and the second inequality follows from (7.16) and condition (c) of Theorem 2.1. From this estimate and the definition of \( \gamma_{p,H}(B_j \setminus X, 2B_j) \) we deduce...
that there exists a distribution $W'' \in \mathcal{S}'(\mathbb{R}^n)$ such that $\text{supp } W'' \subset B \setminus X$, $\langle W'', \tilde{I} \rangle = 0$ if $I \in \mathcal{O}_0 \cup \cdots \cup \mathcal{O}_{r-1}$, $\langle W', \tilde{I} \rangle = 0$ if $I \in \mathcal{O}_r$ and $\{H, I\} = 0$, $E \ast W'' \in L^p_\mu(\mathbb{R}^n, \text{loc})$ and $\|E \ast W''\|_{p,2B} \leq 2 \eta(C_1 + \xi_{r-1}) \|f - [f]_\Omega\|_{p,\mathcal{O}}$, and $\langle W', \tilde{H} \rangle = \langle S, \tilde{H} \rangle$. From these properties and (7.18) we see that $\Pi_r$ holds with $W_j'' = W_j'' + W''$ for each $j \in \mathbb{N}$.

Appendix (added in proof). We give here an alternate definition of the capacity $\gamma_{p,H}$. One can prove the following result concerning the behavior of the potential $E \ast T(x)$ for $|x|$ large (compare [10]). If $I \in \{0, \ldots, m - 1\}$ and $T \in \mathcal{S}'(\mathbb{R}^n)$ are fixed, then there is one and only one sequence $H_0 \in \mathcal{O}_0, \ldots, H_l \in \mathcal{O}_l$ such that $E \ast T(x) = \sum_{k=0}^{l} H_k(D)E(x) + O(|x|^{-n-l-1})$ as $|x| \to \infty$. Moreover, for each $k \in \{0, \ldots, l\}$ we have

$$H_k = (-1)^k \sum_{|\alpha| = k} \langle T, Y_\alpha \rangle Y_\alpha,$$

and hence $\{H_k, I\} = (-1)^k \langle T, \tilde{I} \rangle$ if $I \in \mathcal{O}_k$. Note that if $I \in \{0, \ldots, m - 1\}$ and $T \in \mathcal{S}'(\mathbb{R}^n)$, then in the terminology of this result (2.6) states that $H_k = 0$ for $0 \leq k \leq l - 1$, (2.7) states that $H_l$ is a scalar multiple of $H$, and $|\langle T, \tilde{H} \rangle| = |\{H_k, H\}|$. As a corollary we obtain the following theorem, which gives an alternate definition of $\gamma_{p,H}$.

Let $l \in \{0, \ldots, m - 1\}$ and $H \in \mathcal{O}_l \setminus \{0\}$, and let $A$ be a subset of the open set $\Omega \subset \mathbb{R}^n$. Let $\mathcal{N}$ denote the set of all distributions $T \in \mathcal{S}'(\mathbb{R}^n)$ such that $\text{supp } T \subset A$ and $E \ast T(x) = H(D)E(x) + O(|x|^{-n-l-1})$ as $|x| \to \infty$. Then $\gamma_{p,H}(A, \Omega) = \{H, H\} / \inf_{T \in \mathcal{N}} \|E \ast T\|_{p,\Omega}$.

If $A$ is empty, then $\mathcal{N}$ is empty and the right side of the last equation is understood to be zero. If $A$ is nonempty, then $\mathcal{N}$ is also: if $a \in A$, and $\delta_a$ denotes the Dirac measure at $a$, then we see that $H(D) \delta_a \in \mathcal{N}$ by applying Lemma 3.7 to the distribution $H(D)(\delta_a - \delta)$.
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