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Abstract. In this paper, we study the class of all simple structurable algebras with
the property that the space of skew-hermitian elements has dimension 1. These
algebras with involution have arisen in the study of Lie algebra constructions. The
reduced algebras are isotopic to \(2 \times 2\) matrix algebras. We study a Cayley-Dickson
process for rationally constructing some algebras in the class including division
algebras and nonreduced nondivision algebras. An important special case of the
process endows the direct sum of two copies of a 28-dimensional degree 4 central
simple Jordan algebra \(\mathfrak{B}\) with the structure of an algebra with involution. In
preparatory work, we obtain a procedure for giving the space \(\mathfrak{B}_0\) of trace zero
elements of any such Jordan algebra \(\mathfrak{B}\) the structure of a 27-dimensional exceptional
Jordan algebra.

The 56-dimensional irreducible module \(\mathfrak{M}\) for the split simple Lie algebra of type
\(E_7\) over a field \(\mathfrak{f}\) possesses the structure of an algebra with involution that can be
used in the construction of the split simple Lie algebras of type \(E_7\) and \(E_8\) [2, 5 and
11]. In order to study nonsplit Lie algebras of these types, it is of interest to have a
rational (in the sense that base field extension is not involved) construction of
\(\mathfrak{f}\)-forms of \(\mathfrak{M}_\mathfrak{f}\), where \(\mathfrak{f}\) denotes the algebraic closure of \(\mathfrak{f}\) and a \(\mathfrak{f}\)-form of \(\mathfrak{M}_\mathfrak{f}\) is an
algebra with involution \((\cdot, \cdot)\) over \(\mathfrak{f}\) such that \((\cdot, \cdot)\) \(\mathfrak{f}\) \(\approx\) \(\mathfrak{M}_\mathfrak{f}\). The underlying vector
space for \(\mathfrak{M}\) is the vector space of all \(2 \times 2\) matrices with scalar diagonal entries and
nondiagonal entries chosen from the 27-dimensional split exceptional central simple
Jordan algebra. The multiplication on \(\mathfrak{M}\) is strikingly similar to the multiplication
on the split octonion algebra \(\mathfrak{O}\) over \(\mathfrak{f}\) as obtained from the Zorn construction [9, p.
142]. Thus, it is natural to ask whether there is a Cayley-Dickson process for
constructing \(\mathfrak{f}\)-forms \(\mathfrak{M}_\mathfrak{f}\) that is analogous to the classical Cayley-Dickson process
for constructing \(\mathfrak{f}\)-forms of \(\mathfrak{O}_\mathfrak{f}\) [15, p. 45]. We will see that a \(\mathfrak{f}\)-form of \(\mathfrak{M}_\mathfrak{f}\) can be
constructed by endowing the direct sum of two copies of a 28-dimensional degree 4
central simple Jordan algebra with the structure of an algebra with involution (see
Example 6.12). This construction is a special case of the Cayley-Dickson process that
is the main subject of this paper.

In [1], a class of algebras with involution called structurable algebras was studied. The
matrix algebra \(\mathfrak{M}\) referred to in the previous paragraph is an example of a
simple structurable algebra \((\mathcal{A}, \cdot)\) such that space \(\mathcal{S}(\mathcal{A}, \cdot) = \{x \in \mathcal{A} | x = -x\}\) has dimension 1. In §§1–4, we investigate the class of all simple structurable algebras \((\mathcal{A}, \cdot)\) such that \(\mathcal{S}(\mathcal{A}, \cdot)\) has dimension 1. Any such algebra \((\mathcal{A}, \cdot)\) possesses a quartic form \(v\) that occurs naturally as the denominator in the inversion operation. This quartic form gives \((\mathcal{A}, \cdot)\) the structure of a Freudenthal triple system and thereby allows us to make use of earlier work of Ferrar on such systems.

The Cayley-Dickson process studied in this paper has as its starting point a Jordan algebra possessing a Jordan norm of degree 4. These norms are studied in §5. An example of a Jordan norm of degree 4 is the generic norm on a degree 4 separable Jordan algebra. We obtain as a consequence of our work in §5 the fact that the space of trace 0 elements in a degree 4 separable Jordan algebra has the structure of a degree 3 separable Jordan algebra. In particular, starting with a 28-dimensional central simple degree 4 (special) Jordan algebra, a 27-dimensional exceptional central simple Jordan algebra is obtained.

In §6 we describe the Cayley-Dickson process that produces simple structurable algebras \((\mathcal{A}, \cdot)\) such that \(\dim \mathcal{S}(\mathcal{A}, \cdot) = 1\). In §7, we show that for certain choices of the parameters the process produces division algebras. We also discuss in §7 the use of such algebras in the construction of exceptional central simple Lie algebras over a field of characteristic zero. Finally, in §8, we give necessary and sufficient conditions for the process to give reduced algebras.

Before proceeding, we fix some conventions and notation. Throughout the paper, we assume that \(\mathcal{F}\) is field of characteristic \(\neq 2\) or \(3\). All vector spaces and algebras over \(\mathcal{F}\) are assumed to be finite dimensional over \(\mathcal{F}\). Algebras are not necessarily assumed to be associative and (except for Lie algebras) all algebras are assumed to possess a multiplicative identity denoted by 1. If \(\mathcal{A}\) is an algebra and \(x, y, z \in \mathcal{A}\), we write \([x, y, z] = (xy)z - x(yz)\). An algebra with involution \((\mathcal{A}, \cdot)\) is an algebra \(\mathcal{A}\) together with an anti-isomorphism \(x \rightarrow x^*\) of period two. If \((\mathcal{A}, \cdot)\) is an algebra with involution, we denote the spaces of hermitian and skew-hermitian elements by

\[
\mathcal{K}(\mathcal{A}, \cdot) = \{x \in \mathcal{A} | x = x^*\} \quad \text{and} \quad \mathcal{S}(\mathcal{A}, \cdot) = \{x \in \mathcal{A} | x = -x\},
\]

in which case \(\mathcal{A} = \mathcal{K}(\mathcal{A}, \cdot) \oplus \mathcal{S}(\mathcal{A}, \cdot)\).

Finally, suppose \(\mathcal{V}\) is a vector space over \(\mathcal{F}\) and \(m\) is a nonnegative integer \(\leq 4\). A form of degree \(m\) is a function \(F: \mathcal{V} \rightarrow \mathcal{F}\) such that, relative to some choice of basis for \(\mathcal{V}\), \(F\) is induced by a homogeneous polynomial (possibly zero) of degree \(m\) in \(\dim (\mathcal{V})\) variables over \(\mathcal{F}\). If \(F\) is a form of degree \(m\) on \(\mathcal{V}\) and \(K/\mathcal{F}\) is a field extension then, since \(m \leq 4 \leq |\mathcal{F}|\), \(F\) extends uniquely to a form of degree \(m\) on \(\mathcal{V}_K\). The extension is also denoted by \(F\). If \(\lambda\) is transcendental over \(\mathcal{F}\) and \(F\) is a form of degree \(m\) on \(\mathcal{V}\), write \(F(c + \lambda b) \equiv F(c) + \lambda \partial_b F(c) \pmod{\lambda^2}\) for \(b, c \in \mathcal{B}\). Then, \(\partial_b F\) is a form of degree \(m - 1\) (regarding 0 as the unique form of degree \(-1\)) and \(b \rightarrow \partial_b F\) is linear.
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1. Structurable algebras. We collect in this section the facts about structurable algebras that will be used in later sections.

An algebra with involution \((A, \cdot)\) over \(\mathfrak{f}\) is called a \textit{structurable algebra} if

\[
[V_{x,y}, V_{z,w}] = V_{V_{x,z},w} - V_{V_{z,x},w}
\]

for \(x, y, z, w \in A\), where \(V_{x,y} \in \text{End}_f(A)\) is defined by

\[
V_{x,y}z = \{x, y, z\} = (xy)z + (zy)x - (zx)y.
\]

We assume for the rest of the section that \((A, \cdot)\) is a structurable algebra over \(\mathfrak{f}\). We write \(S = S(A, \cdot)\) and \(\mathfrak{H} = \mathfrak{H}(A, \cdot)\). Define \(\psi(A, \cdot): A \times A \to S\) by \(\psi(A, \cdot)(x, y) = xy - yx\). If no ambiguity exists, we write \(\psi = \psi(A, \cdot)\). Note that \(\psi(s, 1) = 2s\) for \(s \in S\) and so \(\psi\) is a surjection. For \(x, z \in A\), define \(U_{x,z}, L_x, R_x,\) and \(U_s \in \text{End}_f(A)\) by \(U_{x,z}y = V_{x,y}z, L_x y = xy, R_x y = yx,\) and \(U_x = U_{x,x}\). Then we have the following identities for \(x, y \in A, s \in S\) (see [1, §1], [2, Lemma 2], and [3, §11]):

\[
\begin{align*}
[s, x, y] &= -[x, s, y] = [x, y, s], \\
U_{x,y} - U_{y,x} &= L_{\psi(x,y)}, \\
V_{x,y} - V_{y,x} &= -L_{\psi(x,y)}L_s, \\
s \psi(x, y)s &= -\psi(sx, sy),
\end{align*}
\]

and

\[
L_s U_{x,s} U_s = -U_{x,s} y.
\]

Also \(0 = [V_{x,y}, V_{x,y}] = V_{(x, y, x), y} - V_{x, (y, y, x)}\) (by (1.1)) and so

\[
V_{U_{x,y}, y} = V_{x, U_{x,y}}
\]

for \(x, y \in A\). Thus, if \(x \in A\) and \(s \in S\),

\[
V_{(s, s, x), s} = V_{x, (s, s, x)} = -V_{x, s(x, s, x)} = -V_{x, s(x, s, x)} + L_{\psi(x, (s, s, x))}L_s
\]

(by (1.6)).

Therefore,

\[
2V_{(s, s, x), s} = L_{\psi(x, (s, s, x))}L_s
\]

for \(s \in S, x \in A\).

For \(E \in \text{End}_f(A)\), define \(E^\delta, E^\epsilon \in \text{End}_f(A)\) by \(E^\delta = E + R_{E^1} \) and \(E^\epsilon = E - L_{E^1 + E^1}\). It is easy to check using (1.2) that

\[
V_{x,y}^\delta = -V_{y,x}^\delta \quad \text{and} \quad V_{x,y}^\delta s = -\psi(x, sy)
\]

for \(x, y \in A, s \in S\). Let \(\text{Strl}(A, \cdot)\) be the set of all \(E \in \text{End}_f(A)\) such that \([E, V_{x,y}] = V_{E_{x,y}, y} + V_{x, E^1 y}\) for all \(x, y \in A\). Then, \(\text{Strl}(A, \cdot)\) is a subalgebra of the Lie algebra \(\text{End}_f(A, \cdot)\) containing \(\{V_{x,y} | x, y \in A\}\), and the map \(E \to E^\epsilon\) is a Lie algebra automorphism of period 2 of \(\text{Strl}(A, \cdot)\) [1, Corollary 5]. Moreover, if \(E \in \text{Strl}(A, \cdot)\), then \(E\) stabilizes \(S\).

\[
E(sx) = E^\delta(s)x + sE^\epsilon(x),
\]
\( E^8 \) stabilizes \( \mathbb{S} \), and

\[
E^8 \psi(x, y) = \psi(Ex, y) + \psi(x, Ey)
\]

for \( s \in \mathbb{S}, x, y \in \mathfrak{a} \) (see [1, §1] and [2, Lemma 1]).

If \( u \in \mathfrak{a} \), \( u \) is said to be conjugate invertible if there exists \( \hat{u} \in \mathfrak{a} \) such that \( V_{\hat{u}, u} = \text{Id} \) (or equivalently \( V_{u, \hat{u}} = \text{Id} \) by (1.9) and \( \text{Id}^x = -\text{Id} \)). If every nonzero element of \( \mathfrak{a} \) is conjugate invertible, we say that \((\mathfrak{a}, -)\) is a conjugate division algebra. When no ambiguity exists we often omit the word conjugate in the above terms. If \( u \) is invertible, then the element \( \hat{u} \) is uniquely determined and is called the conjugate inverse of \( u \). Indeed if \( u \) is invertible, \( U_u \) is invertible and \( \hat{u} = U_{u^{-1}}^{-1} u \) (see [3, §6]). If \( s \in \mathbb{S} \), then \( s \) is invertible if and only if \( L_s \) is invertible, in which case \( \hat{s} = -L_s^{-1} \), \( \hat{s} \in \mathbb{S} \), and \( \hat{s}s = s\hat{s} = -1 \) [3, §11].

Suppose \( u \in \mathfrak{a} \) is invertible. The \( u \)-conjugate isotope \((\mathfrak{a}, -)^{(u)}\) was introduced in [3]. It is a structurable algebra with underlying vector space \((\mathfrak{a}, -)\). The multiplicative identity of \((\mathfrak{a}, -)^{(u)}\) is \( 1^{(u)} = \hat{u} \), the involution \( \tau^{(u)} \) is given by

\[
\tau^{(u)} x = \hat{x}^{(u)} = 2x - \{x, u, \hat{u}\}
\]

and the \( V \)-operators are given by

\[
V_{x,y}^{(u)} z = \{x, y, z\}^{(u)} = \{x, P_u y, z\},
\]

where

\[
P_u = U_u(2\tau^{(u)} - \text{Id})^{-1}.
\]

Moreover, the operator \( P_u \) is invertible with \( P_u^{-1} = P_{\hat{u}} \) and \( P_u \hat{u} = u \). (See [3, §7] for these facts.) Also if \( x \in \mathfrak{a} \), we have \( \tau^{(u)} x = 2x - \{\hat{u}, u, x\} - \psi(x, \hat{u})u \) (by (1.3)). Thus,

\[
\tau^{(u)} x = x - \psi(x, \hat{u})u
\]

for \( x \in \mathfrak{a} \). Also if \( w \) is invertible, then \( P_u w \) is invertible and \((\mathfrak{a}, -)^{(u,w)} = (\mathfrak{a}, -)^{(P_u w)} \) (see [3, Proposition 7.2]). Hence if \( w = P_g l \), \((\mathfrak{a}, -)^{(u,w)} = (\mathfrak{a}, -)^{(l)} = (\mathfrak{a}, -) \) and so \((\mathfrak{a}, -)\) is a conjugate isotope of \((\mathfrak{a}, -)^{(u)}\).

If \( u \in \mathfrak{a} \) is invertible, we write \( \mathcal{S}^{(u)} = \mathcal{S}((\mathfrak{a}, -)^{(u)}) \), \( \mathcal{H}^{(u)} = \mathcal{H}((\mathfrak{a}, -)^{(u)}) \), \( \psi^{(u)} = \psi(\mathfrak{a}, -)^{(u)} \), and let \( L_x^{(u)} \) and \( R_x^{(u)} \) denote, respectively, the left and right multiplication operators by \( x \) in \((\mathfrak{a}, -)^{(u)}\).

**Lemma 1.16.** Suppose \( u \in \mathfrak{a} \) is invertible. Then \( \mathcal{S}^{(u)} = \mathcal{S} u \). Moreover, if \( x, y \in \mathfrak{a}, s \in \mathbb{S} \),

\[
\psi^{(u)}(x, y) = \psi(x, y)u,
\]

\[
L_s^{(u)} = L_s P_u,
\]

and

\[
P_u(su) = -\frac{1}{2} U_u(su).
\]
Proof. It follows from (1.15) that $S^{(u)} \subseteq S^u$. On the other hand if $s \in S$, 
\[ \tau^{(u)}(su) = su + \psi(\hat{u}, su)u \] 
(by (1.15)) = $su - V_{u,u}^s$ (by (1.9)) = $su - 2su$ (since $Id^g = 2Id$) = $-su$. Thus, $S^{(u)} = S^u$. Next 
\[ \psi^{(u)}(x, y) = \{x, 1^{(u)}, y\}^{(u)} - \{y, 1^{(u)}, x\}^{(u)} \quad \text{(by (1.3))} \]
\[ = \{x, p_u \hat{u}, y\} - \{y, p_u \hat{u}, x\} = \{x, u, y\} - \{y, u, x\} \quad \text{(since } p_u \hat{u} = u) \]
\[ = \psi(x, y)u \quad \text{(by (1.3))}. \]

Also, in $(\alpha, \gamma)$, 
\[ 2sx = \psi(s, 1)x = (U_{s,1} - U_{1,s})x. \]
Thus in $(\alpha, \gamma)^{(u)}$, 
\[ 2L^{(u)}_{xy}x = \{su, x, 1^{(u)}\}^{(u)} - \{1^{(u)}, x, su\}^{(u)} \]
\[ = \{su, p_u x, \hat{u}\} - \{\hat{u}, p_u x, su\} \quad \text{(by (1.3))} \]
\[ = -\psi(\hat{u}, su)pux \quad \text{(by (1.3))} \]
\[ = V_{u,u}^s pux \quad \text{(by (1.9))}. \]

This proves (1.18), (1.19) follows immediately from (1.14) since $su \in S^{(u)}$. □

The multiplication algebra of $(\alpha, \gamma)$ is the associative subalgebra of $End_1(\alpha)$ generated by $\tau$, $\{L_x | x \in \alpha\}$ and $\{R_x | x \in \alpha\}$, where $\tau$ denotes the involution of $(\alpha, \gamma)$ [10, p. 207]. Since $R_x = \tau L_x \tau$, this algebra is generated by $\tau$ and $\{L_x | x \in \alpha\}$. But $L_h = V_{h,1}$ for $h \in \mathbb{K}$ and $L_s = -\frac{1}{2}V_{s,1} - \frac{3}{2}\tau V_{s,1}\tau$ for $s \in S$. Thus, the multiplication algebra of $(\alpha, \gamma)$ is generated by $\{V_{x,y} | x, y \in \alpha\}$ and $\tau$. The center of $(\alpha, \gamma)$ is the set $\mathbb{Z}(\alpha, \gamma)$ of all elements of the center of $\alpha$ that are fixed by $\gamma$. Then, $\mathbb{Z}(\alpha, \gamma)$ can be identified with the centralizer in $End_1(\alpha)$ of the multiplication algebra of $(\alpha, \gamma)$ [10, pp. 207–208].

By an ideal of $(\alpha, \gamma)$, we mean an ideal of $\alpha$ that is stabilized by $\gamma$. We say that $(\alpha, \gamma)$ is simple if the only ideals of $(\alpha, \gamma)$ are $\{0\}$ and $\alpha$. We say that $(\alpha, \gamma)$ is central simple if $(\alpha, \gamma)$ is simple and $\mathbb{Z}(\alpha, \gamma) = k1$.

**Lemma 1.20.** Suppose $u \in \alpha$ is invertible. Then, $(\alpha, \gamma)$ and $(\alpha, \gamma)^{(u)}$ have the same multiplication algebras. Hence, $(\alpha, \gamma)$ is simple (resp. central simple) if and only if $(\alpha, \gamma)^{(u)}$ is simple (resp. central simple).

**Proof.** From (1.12) and (1.13) it follows that the multiplication algebra of $(\alpha, \gamma)^{(u)}$ is contained in the multiplication algebra of $(\alpha, \gamma)$. Since $(\alpha, \gamma)$ is an isotope of $(\alpha, \gamma)^{(u)}$, the reverse inclusion follows. □

Suppose $(\alpha', \gamma')$ is another structurable algebra. An isotopy of $(\alpha, \gamma)$ onto $(\alpha', \gamma')$ is an invertible $\mathbb{T}$-linear map $\alpha: \alpha \to \alpha'$ such that 
\[ \alpha(x, y, z) = \{ax, \hat{a}y, \alpha z\} \]
for some $\mathbb{T}$-linear $\hat{a}: \alpha \to \alpha'$ and all $x, y, z \in \alpha$. In that case, $\hat{a}$ is uniquely determined and there exists a unique $\mathbb{T}$-linear bijection $\alpha_S: S \to S'$ such that 
\[ \alpha_S \psi(x, y) = \psi'(ax, \alpha y) \quad \text{and} \quad \alpha(sx) = \alpha_S(s) \hat{a}(x) \]
for $x, y \in \mathcal{A}, s \in \mathcal{S}$, where $\mathcal{S}' = \mathcal{S}(\mathcal{A}', \cdot)$ and $\psi' = \psi_{(\mathcal{A}', \cdot)}$ [3, §§8 and 12]. If there exists an isotopy from $(\mathcal{A}, \cdot)$ onto $(\mathcal{A}', \cdot)$, we say that $(\mathcal{A}, \cdot)$ and $(\mathcal{A}', \cdot)$ are isotopic. $(\mathcal{A}, \cdot)$ and $(\mathcal{A}', \cdot)$ are isotopic if and only if $(\mathcal{A}', \cdot)$ is isomorphic to $(\mathcal{A}, \cdot)^{(u)}$ for some invertible $u \in \mathcal{A}$ [3, Proposition 8.5].

Denote by $\Gamma(\mathcal{A}, \cdot)$ the group of all isotopies of $(\mathcal{A}, \cdot)$ onto itself. If $s \in \mathcal{S}$ and $u \in \mathcal{A}$ are invertible, then $L_s \in \Gamma(\mathcal{A}, \cdot), P_u \in \Gamma(\mathcal{A}, \cdot)$.

\begin{equation}
L_s = L_s^{-1} \quad \text{and} \quad P_u = P_u^{-1}
\end{equation}

[3, Proposition 11.1 and Theorem 8.3].

2. Simple structurable algebras with $\dim_{\mathbb{F}}(\mathcal{S}) = 1$. Structurable algebras $(\mathcal{A}, \cdot)$ with $\dim_{\mathbb{F}}(\mathcal{S}(\mathcal{A}, \cdot)) = 0$ are just Jordan algebras (see [1, §1]). We are interested in this paper in the next case when $\dim_{\mathbb{F}}(\mathcal{S}(\mathcal{A}, \cdot)) = 1$. We assume in this section that $(\mathcal{A}, \cdot)$ is a simple structurable algebra over $\mathbb{F}$ and that $\dim_{\mathbb{F}}(\mathcal{S}) = 1$, where $\mathcal{S} = \mathcal{S}(\mathcal{A}, \cdot)$. We fix a choice of $s_0 \neq 0 \in \mathcal{S}$. Then $\mathcal{S} = s_0$.

**Lemma 2.1.**
(a) $s_0$ is invertible.
(b) There exists $\mu \neq 0 \in \mathbb{F}$ such that $s_0 = -\mu s_0, s_0^2 = \mu 1,$ and $L_{s_0}^2 = R_{s_0}^2 = \mu \text{Id}$.
(c) $(\mathcal{A}, \cdot)$ is central simple.

**Proof.**
(a) By (1.10), $\mathcal{S}\mathcal{A}$ is stabilized by $\text{Strl}(\mathcal{A}, \cdot)$. Also if $s \in \mathcal{S}$, $x \in \mathcal{A}$, $sx = sx + sx - sx$ and so $\mathcal{S}\mathcal{A} \subseteq \mathcal{S}\mathcal{A} + \mathcal{S} \subseteq \mathcal{S}\mathcal{A}$. Hence, $\mathcal{S}\mathcal{A}$ is stabilized by $\cdot$. Thus, $\mathcal{S}\mathcal{A}$ is stabilized by the multiplication algebra of $(\mathcal{A}, \cdot)$. Therefore, since $(\mathcal{A}, \cdot)$ is simple, $\mathcal{S}\mathcal{A} = \mathcal{A}$ and so $s_0\mathcal{A} = \mathcal{A}$. Thus, $1 = s_0 t$ for some $t \in \mathcal{A}$. Now $U_t x = 2x - x$ for $x \in \mathcal{A}$ and so $U_t$ is invertible. But $U_t = U_{t,1} = U_{s_0, s_0 t} = -L_{s_0} U_t L_{s_0}$ (by (1.6)). Thus $L_{s_0}$ is invertible and so $s_0$ is invertible.

(b) Since $s_0 \in \mathcal{S}$, $s_0 = -\mu^{-1}s_0$ for some $\mu \neq 0 \in \mathbb{F}$. Since $s_0s_0 = 1$, we have $s_0^2 = \mu 1$. The last equations then follow using (1.2).

(c) Let $\mathcal{Z}$ be the center of $(\mathcal{A}, \cdot)$. Then, since $(\mathcal{A}, \cdot)$ is simple, $\mathcal{Z}$ is a field containing $\mathbb{F}$. Moreover, $1 = \dim_{\mathbb{F}} \mathcal{S} = (\dim_{\mathbb{F}} \mathcal{S})(\dim_{\mathbb{F}} \mathcal{Z})$ and so $\dim_{\mathbb{F}} \mathcal{Z} = 1$. Thus, $\mathcal{Z} = \mathbb{F}$. □

**Lemma 2.2.** $\psi$ is a nondegenerate skew-symmetric bilinear mapping from $\mathcal{A} \times \mathcal{A}$ to $\mathcal{S}$.

**Proof.** By (1.11) the radical $\mathcal{R}$ of $\psi$ is stabilized by $\text{Strl}(\mathcal{A}, \cdot)$. Also if $x \in \mathcal{R}$, we have $0 = \psi(x, 1) = x - x$ and so $x \in \mathcal{K}$. Thus, $\mathcal{R} \subseteq \mathcal{K}$ and so $\mathcal{R} \subseteq \mathcal{A}$. Therefore, $\mathcal{R}$ is an ideal of $(\mathcal{A}, \cdot)$. But $\psi(s_0, 1) = 2s_0 \neq 0$ and so $1 \notin \mathcal{R}$. Thus, since $(\mathcal{A}, \cdot)$ is simple, $\mathcal{R} = \{0\}$. □

Define $\chi_{(\mathcal{A}, \cdot)}(x, y) : \mathcal{A} \times \mathcal{A} \to \mathbb{F}$ by

\begin{equation}
\chi_{(\mathcal{A}, \cdot)}(x, y) = \frac{2}{\mu} \psi_{(\mathcal{A}, \cdot)}(s_0 x, y) s_0 = \frac{2}{\mu} \left( V_{x,y} s_0 \right) s_0 ,
\end{equation}

where here we are identifying $\mathbb{F}$ with $\mathbb{F} \mathcal{L}$ and using (1.9). If no ambiguity exists, we write $\chi = \chi_{(\mathcal{A}, \cdot)}$. Then, $\chi(1, 1) = 4$ and $\chi$ is independent of the choice of $s_0$. Finally, using Lemma 2.1(b), we have

\begin{equation}
\psi(x, y) = \frac{1}{2\mu} \chi(s_0 x, y) s_0 \quad \text{and} \quad \psi(x, y)(s_0 z) = \frac{1}{2} \chi(s_0 x, y) z
\end{equation}

for $x, y, z \in \mathcal{A}$. □
Proposition 2.5. χ is a nondegenerate symmetric bilinear form such that

\[
\begin{align*}
(2.5) \quad \chi(Ex, y) &= -\chi(x, E^*y), \\
(2.6) \quad \chi(\bar{x}, \bar{y}) &= \chi(x, y), \\
(2.7) \quad \chi(xy, z) &= \chi(y, \bar{x}z) = \chi(x, z\bar{y}), \\
(2.8) \quad \chi(s_0x, y) &= -\chi(s_0y, x), \\
(2.9) \quad \chi(x, y, z, w) &= \chi(z, x, y, w) = \chi(y, z, x, w) = \chi(x, y, z, w)
\end{align*}
\]

for \(x, y, z, w \in \mathcal{H}\) and \(E \in \text{Strl}(\mathcal{H}, \cdot, \cdot)\).

Proof. First of all,

\[
\psi(s_0x, y) = \frac{1}{\mu} \psi(s_0x, s_0(s_0y)) = -\frac{1}{\mu} s_0 \psi(x, s_0y)s_0
\]

(by \((1.5))

\[
= -\psi(x, s_0y),
\]

since \(\mathcal{S} = \mathcal{F} s_0\). Thus, \(\chi\) is symmetric. \(\chi\) is nondegenerate by Lemmas 2.1 and 2.2. Suppose next that \(E \in \text{Strl}(\mathcal{H}, \cdot, \cdot)\). Then, \(\psi(s_0x, Ey) = E^\delta \psi(s_0x, y) - \psi(E(s_0x), y)\) (by \((1.11)) = E^\delta \psi(s_0x, y) - \psi(E_0(s_0)x, y) - \psi(s_0E(x), y)\) (by \((1.10))\). Since \(\mathcal{S}\) is 1-dimensional, \(E^\delta \mathcal{S} = \lambda Id\) for some \(\lambda \in \mathbb{C}\). Therefore, \(\psi(s_0x, Ey) = -\psi(s_0E^\delta x, y)\). Replacing \(E\) by \(E^\delta\), this gives the first equation. To prove \((2.6), it suffices to show that \(\chi(s_0, h) = 0\) for \(h \in \mathcal{H}(\mathcal{H}, \cdot, \cdot)\). But \(\chi(s_0, h) = 2\psi(s_0, h)\mu s_0 = 2\psi(1, h)s_0 = 0\) and so we have \((2.6). In view of \((2.6), we need only prove the first equation of \((2.7). But if \(x = h \in \mathcal{H}(\mathcal{H}, \cdot, \cdot), \chi(h, y, z) = \chi(V_{h,1}y, z) = -\chi(y, V_{h,1}z) = \chi(y, V_{1, h}z) = \chi(y, hz)\). On the other hand if \(x = s_0, \chi(s_0y, z) = -\chi(s_0z, y)\) (by \((2.4)) = -\chi(y, s_0z)\) and so we have \((2.7) and \((2.8). The equations in \((2.9) follow immediately using \((2.6) and \((2.7). □

Define a quartic form \(\nu(\mathcal{H}, \cdot, \cdot) : \mathcal{H} \to \mathbb{C}\) by

\[
\nu(\mathcal{H}, \cdot, \cdot)(x) = \frac{1}{12\mu} \chi(\mathcal{H}, \cdot, \cdot)(s_0x, \{x, s_0x, x\}).
\]

Again if no ambiguity exists, we write \(\nu = \nu(\mathcal{H}, \cdot, \cdot). It is easy to check that \(\nu(1) = 1\) and that \(\nu\) is independent of the choice of \(s_0\).

Proposition 2.11. Suppose \(x \in \mathcal{H}. Then,

\[
V_{x,s_0}\{x, s_0x, x\} = -3\nu(x) Id.
\]

Moreover, \(x\) is invertible if and only if \(\nu(x) \neq 0\), in which case

\[
\hat{x} = -\frac{1}{3\mu \nu(x)} s_0\{x, s_0x, x\}.
\]

Proof.

\[
V_{x,s_0}\{x, s_0x, x\} = V_{x,s_0x}\{x, s_0x, x\} = L_{\psi(x, \{x, s_0x, x\})} L_{s_0}
\]

(by \((1.4))

\[
= -\frac{1}{2} L_{\psi(x, \{x, s_0x, x\})} L_{s_0}
\]

(by \((1.8))

\[
= -\frac{1}{2} \chi(s_0x, \{x, s_0x, x\}) Id
\]

(by \((2.4))

\[
= -3\mu \nu(x) Id
\]
and so we have (2.12). If \( v(x) \neq 0 \), (2.12) implies that \( x \) is invertible and (2.13) holds. Finally, suppose that \( v(x) = 0 \). Then, by (2.12), \( V_{\tau_0(x, x)} = 0 \). Applying both sides to \( x \) gives \( U_x U_{\tau_0(x)} = 0 \). Thus, \( U_x \) is not invertible and so \( x \) is not invertible. \( \square \)

Define \( v(x, y, z, w) = \partial_0 \partial_1 \partial_2 v \mid_1 \) for \( x, y, z, w \in \mathfrak{G} \). Then \( v(, , ,) \) is the unique symmetric 4-linear form on \( \mathfrak{G} \) such that

\[
v(x, x, x, x) = 24v(x).
\]

**Proposition 2.14.** If \( x, y, z, w \in \mathfrak{G} \), then

\[
(2.15) \quad v(x, y, z, w) = \frac{2}{\mu} \chi(s_0 x, \{y, s_0 z, w\}) - \frac{1}{2\mu} \chi(s_0 x, y) \chi(s_0 z, w)
- \frac{1}{2\mu} \chi(s_0 x, w) \chi(s_0 y, z) - \frac{1}{2\mu} \chi(s_0 y, z) \chi(s_0 y, w).
\]

**Proof.** Temporarily denote the right-hand side of (2.15) by \( R(x, y, z, w) \). Since \( \chi(s_0 x, x) = 0 \) (by (2.8)), \( R(x, x, x, x) = 24v(x) \). Hence it suffices to show that \( R(x, y, z, w) \) is symmetric in its arguments. Now \( \chi(s_0 x, \{y, s_0 z, w\}) = \chi(s_0 z, \{w, s_0 x, y\}) \) by (2.9) and hence, using (2.8), it follows that \( R(x, y, z, w) = R(z, w, x, y) \). Thus, since the permutations (13)(24), (24), and (23) generate \( S_4 \), it suffices to show that \( R(x, y, z, w) = R(y, z, x, w) \) and \( R(x, y, z, w) = R(x, z, y, w) \). Now

\[
\chi(s_0 x, \{y, s_0 z, w\}) = \chi(s_0 x, \{w, s_0 z, y\}) + \psi(y, w)(s_0 z) \quad \text{(by (1.3))}
= \chi(s_0 x, \{w, s_0 z, y\}) + \frac{1}{2} \chi(s_0 x, z) \chi(s_0 y, w) \quad \text{(by (2.4))}
\]
and so we have \( R(x, y, z, w) = R(x, w, z, y) \). Finally

\[
\chi(s_0 x, \{y, s_0 z, w\}) = \chi(s_0 x, \{z, s_0 y, w\}) - \psi(y, z)(s_0 w) \quad \text{(by (1.4))}
= \chi(s_0 x, \{z, s_0 y, w\}) - \frac{1}{2} \chi(s_0 x, w) \chi(s_0 y, z) \quad \text{(by (2.4))}
\]
and we have \( R(x, y, z, w) = R(x, z, y, w) \). \( \square \)

Define

\[
\langle x, y \rangle_F = \psi(x, y)s_0 = \frac{1}{2} \chi(s_0 x, y)
\]
and

\[
(2.16) \quad \langle y, z, w \rangle_F = 2\langle y, s_0 z, w \rangle - \langle z, w \rangle_F y - \langle z, y \rangle_F w - \langle y, w \rangle_F z
\]
for \( x, y, z, w \in \mathfrak{G} \). Then, \( \langle , , \rangle_F \) is a nondegenerate skew-symmetric form on \( \mathfrak{G} \).

\[
(2.17) \quad \langle x, x, x \rangle_F = 2\langle s, s_0 x, x \rangle \quad \text{and} \quad \langle x, (y, z, w) \rangle_F = \frac{\mu}{2} v(x, y, z, w)
\]
(by (2.15)).

**Proposition 2.18.** The product \( ( , ,)_F \) and the skew-symmetric form \( \langle , , \rangle_F \) give \( \mathfrak{G} \) the structure of a simple Freudenthal triple system.

**Proof.** In order to show that \( \mathfrak{G} \) is a Freudenthal triple system, we must show by definition that the product \( (x, y, z)_F \) and the 4-linear form \( \langle x, (y, z, w)_F \rangle_F \) are symmetric in their arguments and that

\[
(2.19) \quad \langle x, (x, x, x)_F, y \rangle_F = \langle y, x \rangle_F (x, x, x)_F + \langle y, (x, x, x)_F \rangle_F x
\]
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for \( x, y \in \mathbb{O} \) [7]. The first two conclusions follow from (2.17), while (2.19) follows immediately from (2.12) and (2.17). Finally, according to Theorem 1 of [7], simplicity follows from the nondegeneracy of \( \langle , \rangle_{F} \). □

Thus \( (x, y, z)_{F} \) is the symmetric ternary product that results from polarizing \( 2\{x, s_{0}x, x\} \).

3. Isotopes. Suppose once again that \((\mathcal{O}, \sim)\) is a simple structurable algebra over \( \mathbb{F} \) with \( S = s_{0}, s_{0} \neq 0 \in \mathbb{O} \). Let \( u \) be an invertible element of \( \mathbb{O} \). Then by (1.15) and (2.4) the involution \( \tau(u) \) on \((\mathcal{O}, \sim)^{(u)}\) is given by

\[
\tau(u)x = x - \frac{1}{2\mu} \chi(s_{0}x, \hat{u})s_{0}u
\]

for \( x \in \mathbb{O} \). Moreover, by Lemma 1.16,

\[
\langle u \rangle = \mathbb{F}s_{0}^{(u)}
\]

where \( s_{0}^{(u)} = s_{0}u \neq 0 \). Hence, by Lemma 1.20, \((\mathcal{O}, \sim)^{(u)}\) is a simple structurable algebra with \( \dim_{\mathbb{F}} \langle u \rangle = 1 \). We write \( \chi^{(u)} = \chi_{(\mathcal{O}, \sim)^{(u)}} \) and \( \nu^{(u)} = \nu_{(\mathcal{O}, \sim)^{(u)}} \). We wish to compute these forms.

**Lemma 3.2.** The square of \( s_{0}^{(u)} \) in \((\mathcal{O}, \sim)^{(u)}\) is \( \mu^{(u)}1^{(u)} \), where \( \mu^{(u)} = \nu(u)u \).

**Proof.** In \((\mathcal{O}, \sim)^{u}\), \( s_{0}^{2} = \frac{1}{2}\{s_{0}, 1, s_{0}\} \). Hence, the required square is \( \frac{1}{2}\{s_{0}^{(u)}, 1^{(u)}, s_{0}^{(u)}\} = \frac{1}{2}\{s_{0}u, u, s_{0}u\} \) (by (1.13)) = \( -\frac{1}{2}s_{0}(u, s_{0}u, u) \) (by (1.6)) = \( \nu(u)\hat{u} \) (by (2.13)). □

**Lemma 3.3.** \((P_{u})_{\langle u \rangle}(s_{0}) = \nu(u)s_{0}\) (using the notation of (1.22) with \( \alpha = P_{u} \)),

\[
P_{u}Ls_{0}P_{u} = \nu(u)Ls_{0} \quad \text{and} \quad Ls_{0}P_{u}Ls_{0} = \mu\nu(u)P_{u}.
\]

**Proof.** First of all \((P_{u})_{\langle u \rangle}(s_{0}) = \rho s_{0}\) for some \( \rho \neq 0 \in \mathbb{F} \). Then, \( P_{u}(s_{0}u) = (\rho s_{0})\hat{P}_{u}u \) (by (1.22)) = \( \rho s_{0}P_{u}u \) (by (1.23)) = \( \rho s_{0}\hat{u} = -(3\nu(u))^{-1}P_{u}(s_{0}u) \) (by (2.13)). But \( P_{u}(s_{0}u) = -\frac{1}{2}U_{0}(s_{0}u) \) (by (1.19)) and so \( \rho = \nu(u) \). But then by (1.22), \( P_{u}Ls_{0} = \nu(u)Ls_{0}\hat{P}_{u}u \) which together with (1.23) implies (3.4). □

**Proposition 3.5.** If \( x, y, u \in \mathcal{O} \) and \( u \) is invertible, then

\[
\chi^{(u)}(x, y) = \chi(P_{u}x, y) = \chi(x, P_{u}y)
\]

and

\[
\nu^{(u)}(x) = \nu(u)\nu(x).
\]

**Proof.** By (2.3), \( \chi(x, y)s_{0} = 2\psi(s_{0}x, y) \). The corresponding equation in \((\mathcal{O}, \sim)^{(u)}\) gives \( \chi^{(u)}(x, y)s_{0}u = 2\psi^{(u)}(L_{s_{0}}^{(u)}x, y) = 2\psi(s_{0}P_{u}x, y)u \) (by (1.17) and (1.18)) = \( \chi(P_{u}x, y)s_{0}u \) (by (2.4)), which proves (3.6) since \( \chi^{(u)} \) and \( \chi \) are symmetric. Next by (2.10) applied to \((\mathcal{O}, \sim)^{(u)}\), we have

\[
12\mu^{(u)}\nu^{(u)}(x) = \chi^{(u)}\left(L_{s_{0}}^{(u)}x, \left\{ x, L_{s_{0}}^{(u)}x, x \right\}^{(u)}\right) = \chi\left(P_{u}Ls_{0}P_{u}x, \left\{ x, P_{u}Ls_{0}P_{u}x, x \right\}\right)
\]

(by (3.6), (1.18) and (1.13))

\[
= \nu(u)^{2}\chi(s_{0}x, \{ x, s_{0}x, x \}) \quad \text{(by (3.4))}
\]

\[
= 12\mu\nu(u)^{2}\nu(x).
\]
Since $\mu^{(u)} = \nu(u)\mu$, this implies (3.7). □

$\nu$ admits composition in the following sense:

**Proposition 3.8.** If $u, x \in \mathcal{E}$ and $u$ is invertible, then

(3.9) \[ \nu(P_u x) = \nu(u)^2 \nu(x) \]

and

(3.10) \[ \nu(s_0 x) = \nu^2(x). \]

**Proof.**

(3.9) \[ 12\mu \nu(P_u x) = \chi(s_0 P_u x, \{ P_u x, s_0 P_u x, P_u x \}) \]

= \[ \chi(s_0 P_u x, P_u(x, P_u s_0 P_u x, x)) \] (by (1.21))

= \[ \chi(P_u s_0 P_u x, \{ x, P_u s_0 P_u x, x \}) \] (by (3.6))

= \[ \nu(u)^2 \chi(s_0 x, \{ x, s_0 x, x \}) \] (by (3.4))

= \[ 12\mu \nu(u)^2 \nu(x). \]

Also

(3.10) \[ 12\mu \nu(s_0 x) = \chi(s_0(s_0 x), \{ s_0 x, s_0(s_0 x), s_0 x \}) \]

= \[ \mu^2 \chi(s_0 x, \{ x, s_0 x, x \}) \] (by (1.6) and (2.8))

= \[ 12 \mu \nu(x). \] □

**4. Matrix algebras.** Let $\mathcal{J}$ and $\mathcal{J}'$ be vector spaces over $\mathbb{F}$ possessing cubic forms $N$ and $N'$, respectively, and paired by a nondegenerate bilinear form $T: \mathcal{J} \times \mathcal{J}' \to \mathbb{F}$. We say that the triple $(T, N, N')$ is defined on $(\mathcal{J}, \mathcal{J}')$. If $f \in \mathcal{J}$ and $f' \in \mathcal{J}'$, let $f^\ast \in \mathcal{J}'$ and $f'^{\ast \ast} \in \mathcal{J}$ be the elements satisfying

(4.1) \[ \partial_k N |_f = T(k, f^\ast) \quad \text{and} \quad \partial_k N' |_{f'} = T(f'^{\ast \ast}, k') \]

respectively, for all $k \in \mathcal{J}$ and $k' \in \mathcal{J}'$. We say that the triple $(T, N, N')$ satisfies the adjoint identities if

(4.2) \[ (f^\ast)^\ast = N(f) f \quad \text{and} \quad (f'^{\ast \ast})^{\ast \ast} = N'(f') f' \]

for $f \in \mathcal{J}$ and $f' \in \mathcal{J}'$. Of course if $N = 0$ and $N' = 0$ these identities are trivially satisfied. If $(T, N, N')$ satisfies the adjoint identities and either $N \neq 0$ or $N' \neq 0$, then both are nonzero and we say that $(T, N, N')$ is nontrivial. Such triples were first studied in [18].

If $(T, N, N')$ is a triple defined on $(\mathcal{J}, \mathcal{J}')$, define

\[ N(j, k, l) = \partial_j \partial_k N |_l \quad \text{and} \quad N'(j', k', l') = \partial_{j'} \partial_{k'} N' |_{l'} \]

and

\[ j \times k = (j + k)^\ast - j^\ast - k^\ast, \quad j' \times k' = (j' + k')^{\ast \ast} - j'^{\ast \ast} - k'^{\ast \ast} \]

for $j, k, l \in \mathcal{J}$, $j', k', l' \in \mathcal{J}'$. Then these expressions are symmetric and linear in their arguments, $N(j) = \frac{1}{3} N(j, j, j)$, $N'(j') = \frac{1}{3} N'(j', j', j')$, $j^\ast = \frac{1}{3} j \times j$, $j'^{\ast \ast} = \frac{1}{3} j' \times j'$, $N(j, k, l) = T(j, k \times l)$ and $N'(j', k', l') = T(j' \times k', l')$ for $j, k, l \in \mathcal{J}$, $j', k', l' \in \mathcal{J}'$. □
Suppose \((T, N, N')\) is a triple satisfying the adjoint identities. We define an algebra with involution \(\mathfrak{N}(T, N, N')\) as follows: The underlying vector space is 

\[
\left\{ \begin{bmatrix} \alpha & j \\ j' & \beta \end{bmatrix} \bigg| \alpha, \beta \in \mathfrak{k}, \ j, j' \in \mathfrak{h} \right\}.
\]

The product and involution are given by

\[
\begin{bmatrix} \alpha & j \\ j' & \beta \end{bmatrix} \begin{bmatrix} \gamma & k \\ k' & \delta \end{bmatrix} = \begin{bmatrix} \alpha \gamma + T(j, k') & \alpha k + \delta j + j' k' \\ \gamma j' + \beta k' + j \times k & \beta \delta + T(k, j') \end{bmatrix}
\]

and

\[
\begin{bmatrix} \alpha & j \\ j' & \beta \end{bmatrix} = \begin{bmatrix} \beta & j \\ j' & \alpha \end{bmatrix}.
\]

Then, \(\mathfrak{N}(T, N, N')\) is a structurable algebra. Indeed, if \((T, N, N')\) is non-trivial this has been shown in [1, §8] (where nontrivial triples satisfying the adjoint identities are called admissible triples) and if \((T, N, N')\) is trivial the same proof works. Also, it is easy to check that \(\mathfrak{N}(T, N, N')\) is simple and that \(s(\mathfrak{N}(T, N, N')) = \mathfrak{k}s_0\), where \(s_0 = [1, 0]\). Thus, \(\mathfrak{N}(T, N, N')\) is an example of an algebra satisfying the hypotheses of §2.

Suppose \((T, N, N')\) is a triple satisfying the adjoint identities. Let \(x = X_{gitrr.} N /v'\) and \(v = v_{\mathfrak{N}(T, N, N')}\). It is straightforward to verify that if

\[
\begin{bmatrix} \alpha & j \\ j' & \beta \end{bmatrix} \begin{bmatrix} j & \gamma \\ \delta & k \end{bmatrix} = \begin{bmatrix} \alpha \gamma + T(j, k') & \alpha k + \delta j + j' k' \\ \gamma j' + \beta k' + j \times k & \beta \delta + T(k, j') \end{bmatrix}
\]

and

\[
\begin{bmatrix} \alpha & j \\ j' & \beta \end{bmatrix} = \begin{bmatrix} \beta & j \\ j' & \alpha \end{bmatrix}.
\]

If \(\mathfrak{j}\) is a separable Jordan algebra over \(\mathfrak{k}\) of degree 3 with generic norm \(N_3\) and generic trace \(T_3\) and \(\mathfrak{z} \neq 0 \in \mathfrak{k}\), then \((\mathfrak{j}T_3, \mathfrak{z}N_3, \mathfrak{z}^2N_3)\) is a nontrivial triple defined on \((\mathfrak{j}, \mathfrak{z})\) satisfying the adjoint identities. Moreover, if \((T, N, N')\) is any nontrivial triple satisfying the adjoint identities and defined on a pair of spaces of dimension bigger than 2 then Springer has shown in [17 and 18] that \((T, N, N')\) is isomorphic to \((\mathfrak{j}T_3, \mathfrak{z}N_3, \mathfrak{z}^2N_3)\) for some \(\mathfrak{z}\) and \(\mathfrak{j}\) as above. In that case, \(\mathfrak{N}(T, N, N') \cong \mathfrak{N}(\mathfrak{j}T_3, \mathfrak{z}N_3, \mathfrak{z}^2N_3)\). If \(\mathfrak{z}\) is the 27-dimensional split exceptional central simple Jordan algebra, then \(\mathfrak{N} = \mathfrak{N}(T_3, \mathfrak{z}_3, N_3)\) is the algebra referred to in the introduction.

We next obtain characterizations up to isomorphism and isotopy of the matrix algebras \(\mathfrak{N}(T, N, N')\). Earlier proofs of corresponding results for Freudenthal triple systems were given in [6, 7 and 14].

For the rest of this section assume that \((\mathfrak{q}, \gamma)\) is a simple structurable algebra over \(\mathfrak{k}\) and that \(S = \mathfrak{k}s_0\), \(s_0 \neq 0\). Then \(s_0 = \mu I, \mu \in \mathfrak{k}^*\). The first result is obtained by adapting part of the proof of Theorem 25 of [1].
Proposition 4.5. \((\mathcal{A}, \gamma) \cong \mathfrak{M}(T, N, N')\) for some triple \((T, N, N')\) satisfying the adjoint identities if and only if \(\mu \in \mathfrak{t}^*\).

Proof. The necessity of the condition \(\mu \in \mathfrak{t}^*\) is clear. To prove the sufficiency suppose that \(\mu \in \mathfrak{t}^*\). Replacing \(s_0\) by a nonzero multiple of \(s_0\), we may assume that \(\mu = 1\). Let \(\mathcal{D} = \mathfrak{t} I_8 \oplus K s_0\) and \(\mathcal{W} = \{x \in \mathcal{D} | \chi(1, x) = \chi(s_0, x) = 0\}\). Since \(\chi(1, 1) = 4\), \(\chi(s_0, s_0) = -\chi(1, s_0) = -\chi(1, 1) = -4\), and \(\chi(1, a_0) = 0\), it follows that \(\mathcal{A} = \mathcal{D} \oplus \mathcal{W}\). Also \(\mathcal{D} \subseteq \mathcal{D}\) and, by (2.6) and (2.7), \(\mathcal{D} \oplus \mathcal{W} \subseteq \mathcal{W} \subseteq \mathcal{K}(\mathcal{A}, \gamma)\). Thus, if \(w \in \mathcal{W}\), \(s_0 w = s_0 w = ws_0 = -ws_0\). Hence if \(w_1, w_2 \in \mathcal{W}\), \(s_0 (w_1 w_2) = (s_0 w_1) w_2 = [s_0, w_1, w_2] = -(w_1 s_0) w_2 + [w_1, s_0, w_2] = -w_1 (s_0 w_2)\). If we temporarily adopt the notation \(\langle x, y \rangle = \chi(x, y)\), the argument on [1, pp. 153–154] can now be used word for word (omitting only the remarks establishing the nontriviality of the cubic forms) to obtain the required isomorphism. □

Following [7], we call an element \(e \in \mathcal{A}\) strictly regular if \(e \neq 0\) and \(U_e x \in \mathfrak{t}\) for \(x \in \mathcal{A}\). If \(u \in \mathcal{A}\) is invertible, it follows from (1.13) that \(e\) is strictly regular regarded as an element of \((\mathcal{A}, \gamma)\) if and only if \(e\) is strictly regular regarded as an element of \((\mathcal{A}, \gamma)^{\langle u \rangle}\). Also, if \(\alpha\) is an isotopy of \((\mathcal{A}, \gamma)\) onto itself and \(e \in \mathcal{A}\) is strictly regular, it follows from (1.21) that \(\alpha e\) is strictly regular. Finally, we observe that if \(e \in \mathcal{A}\) is strictly regular, then \(U_e\) is not invertible and hence \(e\) is not invertible.

\((\mathcal{A}, \gamma)\) is said to be reduced if there is a strictly regular element in \(\mathcal{A}\). The next proposition is an adaptation to our setting of results of Ferrar (see [7, Corollary 3.4 and Theorem 5.1]) on reduced simple Freudenthal triple systems.

Theorem 4.6. The following statements are equivalent:
(i) \((\mathcal{A}, \gamma)\) is reduced.
(ii) There exists \(u \in \mathcal{A}\) so that \(\mu \in v(u)\mathfrak{t}^*\).
(iii) \((\mathcal{A}, \gamma)\) is isotopic to \(\mathfrak{M}(T, N, N')\) for some triple \((T, N, N')\) satisfying the adjoint identities.

Proof. Ferrar has shown [7, Corollary 3.4] that there exists \(e \neq 0 \in \mathcal{A}\) such that \((e, x, e)_F \in \mathfrak{t} e\) for all \(x \in \mathcal{A}\) if and only if there exists \(u \in \mathcal{A}\) such that \(\langle u, (u, u, u)_F \rangle_F \in 12\mathfrak{t}^*\). In view of (2.16) and (2.17), this proves the equivalence of (i) and (ii).

Suppose (ii) holds. Then, \(u\) is invertible and, in the notation of §3, \(\mu^{\langle u \rangle} = v(u)\mu \in \mathfrak{t}^*\). Thus, by Proposition 4.5, \((\mathcal{A}, \gamma)^{\langle u \rangle} \cong \mathfrak{M}(T, N, N')\) for some triple \((T, N, N')\) satisfying the adjoint identities. Thus, we have (iii).

Conversely suppose (iii) holds. To prove (i), we may assume that \((\mathcal{A}, \gamma) = \mathfrak{M}(T, N, N')\). But then it is easy to check that \([1, 0, 0]\) is strictly regular. Thus, we have (i). □

5. Extracting Jordan algebras of degree 3 from ones of degree 4. In this section, we are primarily interested in proving some facts about separable Jordan algebras of degree 4. We can, however, consider a slightly more general situation.

If \(Q\) is a form of degree 4 on a Jordan algebra \(\mathfrak{B}\) over \(\mathfrak{t}\) we say that \(Q\) is normalized if \(Q(1) = 1\), in which case we define the trace of \(Q\) to be the symmetric bilinear form \(\phi: \mathfrak{B} \times \mathfrak{B} \to k\) defined by
\[
\phi(b, c) = -\partial_b \partial_c \log Q \big|_1 = \partial_c Q \big|_1 \partial_c Q \big|_1 - \partial_b \partial_c Q \big|_1.
\]
By a Jordan norm of degree 4 on a Jordan algebra $\mathcal{B}$ over $\mathfrak{f}$, we mean a normalized form $Q$ of degree 4 on $\mathcal{B}$ such that the trace form $\phi$ of $Q$ is nondegenerate and $Q(U_a b) = Q(a)^2 Q(b)$ for all $a, b \in \mathcal{B}_K$ and all field extensions $K/\mathfrak{f}$. An example of a Jordan norm of degree 4 is the generic norm on a degree 4 separable Jordan algebra. Another example is the square of the generic norm on a separable degree 2 Jordan algebra. Using the results of [12], it is not difficult to list all possible Jordan norms of degree 4. However, we won’t require such a list.

Suppose throughout the rest of the section that $Q$ is a Jordan norm of degree 4 on a Jordan algebra $\mathcal{B}$ over $\mathfrak{f}$ and that $\phi$ is the trace form of $Q$. The product of $b_1$ and $b_2$ in $\mathcal{B}$ will be denoted simply by $b_1 b_2$. We write $\phi(b) = \phi(b, 1)$ for $b \in \mathcal{B}$. Let $\lambda$ be transcendental over $\mathfrak{f}$. Put

$$q_\phi(\lambda) = Q(\lambda 1 - b) = \sum_{i=0}^{4} q_i(b) \lambda^i$$

for $b \in \mathcal{B}$, where $q_i$ is a form of degree $4 - i$ on $\mathcal{B}$ for $i = 0, \ldots, 4$, $q_4 = 1$, and $q_0 = Q$. The following properties are easily obtained using the results of [12 and 13]:

**Proposition 5.1.**

(a) $\phi(1) = 4$.

(b) $\phi$ is a nondegenerate symmetric associative bilinear form on $\mathcal{B}$.

(c) $q_\phi(b) = 0$ for $b \in \mathcal{B}$.

(d) $\mathcal{B}$ is separable of degree $\leq 4$.

(e) If $b \in \mathcal{B}$, then $b$ is invertible if and only if $Q(b) \neq 0$.

**Proof.** Since a Jordan norm of degree 4 remains a Jordan norm of degree 4 under base field extension, we may assume that $\mathfrak{f}$ is infinite. Hence, $Q$ is a norm on $\mathcal{B}$ as defined on [12]. (a) follows from the Euler differential equation. In (b), only associativity needs to be proved and it follows from [12, Lemma 1.2]. (c) follows from [13, Lemma 2]. (d) follows from [12, Theorem 1.1] and (c). Next, to prove (e), we have by [13, Formula (6)], $\phi(d) q_i(b) = \partial_b d q_i |_b - \partial_d q_{i-1} |_b$ for $1 \leq i \leq 4$ and $b, d \in \mathcal{B}$. If we set $d = b$ and use Euler’s differential equation, we get

$$q_{i-1} = \partial_b q_i |_b - \phi(b) q_i(b).$$

(This recursion formula can be thought of as a version of Newton’s identities.) Beginning with $q_4(b) = 1$, we can solve successively for $q_3(b), q_2(b), q_1(b)$, and $q_0(b)$ and obtain (e). To prove (f), suppose $b \in \mathcal{B}$. If $b$ is invertible, $1 = Q(1) = Q(U_a b^{-2}) = Q(b)^2 Q(b^{-2})$ and so $Q(b) \neq 0$. Conversely, if $Q(b) \neq 0$, $b$ is invertible by (c). □
Theorem 5.3. Suppose $\phi$ is the trace form of a Jordan norm $Q$ of degree 4 on a Jordan algebra $\mathcal{B}$. Let $\mathcal{B}_0 = \{ b \in \mathcal{B} \mid \phi(b) = 0 \}$ and define $T : \mathcal{B}_0 \times \mathcal{B}_0 \to \mathfrak{t}$ and $N : \mathcal{B}_0 \to \mathfrak{t}$ by

$$T(b, c) = \phi(b, c) \quad \text{and} \quad N(b) = \frac{1}{2} \phi(b^3)$$

for $b, c \in \mathcal{B}_0$. Then, the triple $(T, N, N)$ defined on $(\mathcal{B}_0, \mathcal{B}_0)$ satisfies the adjoint identities. Moreover, $N = 0$ if and only if either $\mathcal{B} = \mathfrak{t}1$ or $\mathcal{B}$ has degree 2 and $Q$ is the square of the generic norm on $\mathcal{B}$.

Proof. Let $b, c \in \mathcal{B}_0$. Then, $b^2 - \frac{1}{4} \phi(b^2)1 \in \mathcal{B}_0$ and $T(b^2 - \frac{1}{4} \phi(b^2)1, c) = \phi(b^2, c)$. But since $N(b) = \frac{1}{4} \phi(b^3), \partial_r N|_b = \frac{1}{4} \phi(b^2c + 2b(bc)) = \phi(b^2, c)$ (by the associativity of $\phi$). Hence, if $\# : \mathcal{B}_0 \to \mathcal{B}_0$ is defined by (4.1), we have

$$b^2 - \frac{1}{4} \phi(b^2)1.$$ 

But then if we let $\equiv$ denote congruence modulo $\mathfrak{t}1$, we have

$$N(b)b$$

for $b \in \mathcal{B}_0$. Thus, $(b^2)^2 = N(b)b$ and we have proved the first statement.

For the second statement we may assume that $\mathcal{B} \neq \mathfrak{t}1$. Let $n$ and $t$ denote the generic norm and trace on $\mathcal{B}$, respectively. If $\mathcal{B}$ has degree 2 and $Q = n^2$, then $\phi = 2t$ and so if $b \in \mathcal{B}_0, N(b) = \frac{1}{4} t(b, b^2) = \frac{1}{4} t(b, t(b)b - n(b)1) = 0$. Conversely, suppose that $N = 0$. Then $\phi(b^3) = 0$ for $b \in \mathcal{B}_0$. Polarizing gives $\phi(b^2, c) = 0$ for $b, c \in \mathcal{B}_0$. Hence, $b^2 \in \mathfrak{t}1$ for $b \in \mathcal{B}_0$. But if $b \in \mathcal{B}, b - \frac{1}{4} \phi(b) \in \mathcal{B}_0$, and so $(b - \frac{1}{4} \phi(b)1)^2 \in \mathfrak{t}1$. Thus, $b^2 - \frac{1}{4} \phi(b)b \in \mathfrak{t}1$ for $b \in \mathcal{B}$. Hence, $\mathcal{B}$ has degree 2. Thus, $b^2 - t(b)b \in \mathfrak{t}1$ and hence $(t(b) - \frac{1}{4} \phi(b))b \in \mathfrak{t}1$ for $b \in \mathcal{B}$. Therefore, $\phi = 2t$. But by (5.2) a Jordan norm of degree 4 on $\mathcal{B}$ is completely determined by its trace form. Therefore, $Q = n^2$. □

Theorem 5.4. Suppose $\mathcal{B}$ is a degree 4 separable Jordan algebra with generic trace $t$. Let $\mathcal{B}_0 = \{ b \in \mathcal{B} \mid t(b) = 0 \}$ and choose $e \in \mathcal{B}_0$ such that $t(e^3) \neq 0$. Then, $\mathcal{B}_0$ has the unique structure of a separable degree 3 Jordan algebra with identity $e$ and generic norm $N_{\mathcal{B}_0}$ given by

$$N_\mathcal{B}_0(b) = \frac{t(b^3)}{t(e^3)}.$$ 

Moreover, if $\mathcal{B}$ is central simple, then $\mathcal{B}_0$ is central simple.

Proof. Let $Q = n$, where $n$ is the generic norm on $\mathcal{B}$. Then, $Q$ is a Jordan norm of degree 4 on $\mathcal{B}$ with trace form $\phi = t$. Define $T(b, c) = t(b, c)$ and $N(b) = \frac{1}{4} t(b^3)$ for $b \in \mathcal{B}_0$. Then, the triple $(T, N, N)$ satisfies the adjoint identities and is nontrival.
Moreover, dim $\mathcal{B}_0 \geq 3$, and so by the results of [17 and 18], $\mathcal{B}_0$ has the structure of a separable degree 3 Jordan algebra with identity $e$ and generic norm $N_{\mathcal{B}_0}$ given by $N_{\mathcal{B}_0}(b) = N(b)/N(e)$. The uniqueness of this structure is well known and follows from [10, Theorem 6.7]. To prove the last statement, we may assume that $\mathfrak{f}$ is algebraically closed. Thus, we may identify $\mathcal{B}$ with the Jordan algebra of all $4 \times 4$ hermitian matrices over an associative composition algebra. In order to prove that $\mathcal{B}_0$ is central simple, it is sufficient to prove that $N$ is irreducible. Suppose the contrary. Then, the restriction of $N$ to any subspace of $\mathcal{B}_0$ is either zero or reducible. Denote the matrix units by $e_{ij}, 1 \leq i,j \leq 4$.

$$b = \xi_{11}(e_{11} - e_{33}) + \xi_{22}(e_{22} - e_{33}) + \sum_{1 \leq i < j \leq 3} \xi_{ij}(e_{ij} + e_{ji}),$$

where $\xi_{ij} \in \mathfrak{f}$ for all $i, j$, then

$$N(b) = -\xi_{11}^2 \xi_{22} - \xi_{12}^2 \xi_{22} - \xi_{13}^2 \xi_{22} - \xi_{11} \xi_{12} \xi_{23} + \xi_{11} \xi_{12}^2 + \xi_{12} \xi_{13}^2 + 2 \xi_{12} \xi_{13} \xi_{13}.$$

This polynomial is easily seen to be irreducible yielding a contradiction. $\square$

**Corollary 5.5.** Suppose $\mathcal{B}$ is a 28-dimensional central simple Jordan algebra of degree 3 with generic trace $t$. Let $\mathcal{B}_0 = \{b \in \mathcal{B} \mid t(b) = 0\}$ and choose $e \in \mathcal{B}_0$ such that $t(e^3) \neq 0$. Then, $\mathcal{B}_0$ has the unique structure of a 27-dimensional exceptional central simple Jordan algebra with identity $e$ and generic norm given by $N_{\mathcal{B}_0}(b) = t(b^3)/t(e^3)$.

**Proof.** Any 27-dimensional central simple Jordan algebra of degree 3 is exceptional [10, Corollary 5.2]. $\square$

The following proposition shows that every degree 3 separable Jordan algebra $\mathcal{J}$ can be obtained using the process described in Theorem 5.4 beginning with the (nonsimple) algebra $\mathcal{B} = \mathfrak{f} \oplus \mathcal{J}$.

**Proposition 5.6.** Suppose $\mathcal{J}$ is a degree 3 separable Jordan algebra with generic norm $N_{\mathcal{J}}$, generic trace $T_{\mathcal{J}}$, and identity $1_{\mathcal{J}}$. Let $\mathcal{B} = \mathfrak{f} \oplus \mathcal{J}$ (as algebras), $e = (\frac{3}{2}, -\frac{1}{2}1_{\mathfrak{f}})$, and let $t$ be the generic trace on $\mathcal{B}$. Then, $t(e^3) = 3$ and (using the notation of Theorem 5.4) the map $j \rightarrow \tilde{j} = (\frac{1}{3} T_{\mathcal{J}}(j), j - \frac{1}{3} T_{\mathcal{J}}(j)1_{\mathcal{J}})$ is a linear bijection on $\mathcal{J}$ onto $\mathcal{B}_0$ such that $N_{\mathcal{B}_0}(\tilde{j}) = N_{\mathcal{J}}(j)$ for $j \in \mathcal{J}$.

**Proof.** Now $t(a, j) = a + T_{\mathcal{J}}(j)$ for $a \in \mathfrak{f}, j \in \mathcal{J}$. Hence, $t(e^3) = t(\frac{27}{8}, -\frac{1}{8}1_{\mathfrak{f}}) = \frac{27}{8} - \frac{1}{8} = 3$. Also $\mathcal{B}_0 = \{(T_{\mathcal{J}}(j), j) \mid j \in \mathcal{J}\}$. If $j \in \mathcal{J}$, we have

$$N_{\mathcal{B}_0}(T_{\mathcal{J}}(j), j)) = \frac{1}{3} T_{\mathcal{J}}(j^3) - T_{\mathcal{J}}(j^3) = N_{\mathcal{J}}(j - T_{\mathcal{J}}(1)1_{\mathcal{J}}).$$

(The last equality is easily checked using $6N_{\mathcal{J}}(j) = -3T_{\mathcal{J}}(j)T_{\mathcal{J}}(j^2) + 2T_{\mathcal{J}}(j^3)$ which is proved in the same way as (5.2).) But the map $(-T_{\mathcal{J}}(j), j) \rightarrow j - T_{\mathcal{J}}(j)1_{\mathcal{J}}$ of $\mathcal{B}_0$ into $\mathcal{J}$ has inverse $j \rightarrow \tilde{j}$ and so we have proved the proposition. $\square$

An alternate description of the algebra $\mathcal{B}$ in Proposition 5.6 can be given. Suppose we have the hypotheses and notation of Proposition 5.6. Let $\chi: \mathcal{J} \times \mathcal{J} \rightarrow \mathcal{J}$ be defined as usual by

$$j \times k = 2j \cdot k - T_{\mathcal{J}}(j)k - T_{\mathcal{J}}(k)j + (T_{\mathcal{J}}(j)T_{\mathcal{J}}(k) - T_{\mathcal{J}}(j, k))1_{\mathcal{J}},$$
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where \( \cdot \) is the product on \( \mathbb{A} \). Then, one easily checks that

\[
jk = \frac{1}{4} T'_j(j, k)1_{\mathbb{B}} + \frac{1}{2} (j \times k)^{\gamma}
\]

for \( j, k \in \mathbb{A} \), where \( 1_{\mathbb{B}} = (1, 1_{\mathbb{A}}) \). Then, \( \mathbb{B} = \mathbb{A} \uplus \mathbb{B}_0 \) (as vector spaces), \( 1_{\mathbb{B}} \) is the identity of \( \mathbb{B} \), and the multiplication on \( \mathbb{B}_0 = \{ j | j \in \mathbb{A} \} \) is given by (5.7). Finally, 

\[
e = \tilde{1}_{\mathbb{A}}.
\]

6. The Cayley-Dickson process. Suppose \((\mathbb{B}, \gamma)\) is an algebra with involution over \( \mathbb{A} \) and suppose \( \phi: \mathbb{A} \times \mathbb{A} \to \mathbb{A} \) is a symmetric \( \mathbb{A} \)-bilinear form on \( \mathbb{A} \) such that \( \phi(1, 1) \neq 0 \) and \( \phi(b, 1) = \phi(\tilde{b}, 1) \) for all \( b \in \mathbb{B} \). We write \( \phi(b) = \phi(b, 1) \) for \( b \in \mathbb{B} \). Define \( \theta: \mathbb{B} \to \mathbb{B} \) by

\[
b^\theta = -b + \frac{2\phi(b)}{\phi(1)} 1.
\]

Then, \( \theta \) is a \( \mathbb{A} \)-linear bijection of order 2 such that \( \tilde{b^\theta} = \tilde{b^\theta} \) and \( \phi(b^\theta, b^\theta) = \phi(b_1, b_2) \) for \( b, b_1, b_2 \in \mathbb{B} \). Let \( \mu \neq 0 \in \mathbb{A} \). We construct a new algebra with involution \((\mathcal{A}, \gamma)\) over \( \mathbb{A} \) as follows: Let \( \mathcal{A} = \mathbb{B} \uplus \mathbb{B}_0 \) (as vector spaces). Define a multiplication on \( \mathcal{A} \) by

\[
(b_1, b_2)(b_3, b_4) = (b_1b_3 + \mu b_2 b_4^\theta, b_1^\theta b_4 + (b_2^\theta b_3^\theta)^{\gamma}).
\]

Define \( (b_1, b_2) = (b_1, -b_2^\gamma) \). Using the fact that \( \theta \) commutes with \( \gamma \), it is straightforward to check that \((\mathcal{A}, \gamma)\) is an algebra with involution. We identify \( b \in \mathbb{B} \) with \((b, 0) \in \mathcal{A} \). Then, \((\mathcal{A}, \gamma)\) is a subalgebra of \((\mathcal{A}, \gamma)\). Let \( s_0 = (0, 1) \). Then, \((0, b) = s_0 b \) for \( b \in \mathbb{B} \). Hence, if \( b_1, b_2 \in \mathbb{B}, (b_1, b_2) = b_1 + s_0 b_2 \) and so \( \mathcal{A} = \mathbb{B} \uplus s_0 \mathbb{B} \). We can extend \( \phi \) to a symmetric \( \mathbb{A} \)-bilinear form (also denoted by \( \phi \)) on \( \mathcal{A} \) by defining

\[
\phi(b_1 + s_0 b_2, b_3 + s_0 b_4) = \phi(b_1, b_3) - \mu \phi(b_2, b_4).
\]

In that case the extended form also satisfies \( \phi(1, 1) \neq 0 \) and \( \phi(\tilde{a}, 1) = \phi(a, 1) \) for \( a \in \mathcal{A} \). We call the process described in this paragraph the (generalized) Cayley-Dickson process. Although we will not need this fact, it is easily checked that if the form \( \phi \) on \( \mathbb{B} \) satisfies the equations

\[
\phi(\tilde{x}, \tilde{y}) = \phi(x, y) \quad \text{and} \quad \phi(xy, z) = \phi(y, xz)
\]

for \( x, y, z \in \mathbb{B} \), then the extended form \( \phi \) on \( \mathcal{A} \) satisfies the same equations for \( x, y, z \in \mathcal{A} \).

If \((\mathcal{A}, \gamma)\) is an algebra with involution over \( \mathbb{A} \) satisfying \( b + \tilde{b} \in \mathbb{A} \) and \( b\tilde{b} \in \mathbb{A} \) for all \( b \in \mathbb{B} \), then we can define \( \phi: \mathcal{A} \times \mathcal{A} \to \mathcal{A} \) by \( b_1 \tilde{b}_2 + b_2 \tilde{b}_1 = \phi(b_1, b_2) \). In that case \( b^\theta = \tilde{b} \) for \( b \in \mathbb{B} \) and the above process is the classical Cayley-Dickson process [15, p. 45]. We are interested here in a different special case.

Suppose for the rest of the section that \( \mu \neq 0 \in \mathbb{A} \) and that \( Q \) is a Jordan norm of degree 4 on a Jordan algebra \( \mathcal{B} \) over \( \mathbb{A} \) and that \( \phi \) is the trace form of \( Q \). We regard \( \mathcal{B} \) as an algebra with involution \( \gamma \) by taking \( \gamma \) to be the identity map on \( \mathcal{B} \). Since \( \phi(1) = 4 \), the map \( \theta \) is given by

\[
b^\theta = -b + \frac{1}{2} \phi(b) 1
\]

for \( b \in \mathcal{B} \). We have

\[
CD(\mathcal{B}, Q, \mu) = \mathcal{B} \uplus s_0 \mathcal{B}.
\]
In fact every element of $CD(\mathfrak{A}, \mathcal{Q}, \mu)$ is uniquely expressible in the form $b_1 + s_0 b_2$, where $b_1, b_2 \in \mathfrak{A}$. The multiplication and involution on $CD(\mathfrak{A}, \mathcal{Q}, \mu)$ are given by

\begin{equation}
(b_1 + s_0 b_2)(b_3 + s_0 b_4) = b_1 b_3 + \mu \left( b_2 b_4^\theta \right)^\theta + s_0 \left( b_1 b_4 + \left( b_2^\theta b_3^\theta \right)^\theta \right)
\end{equation}

and

\begin{equation}
\frac{b_1 + s_0 b_2}{b_1 - s_0 b_2} = b_1 - s_0 b_2.
\end{equation}

Put $\mathfrak{B}_0 = \{ b \in \mathfrak{B} | \phi(b) = 0 \}$. Then, by (6.4), $\mathcal{S} = \mathcal{S}(CD(\mathfrak{A}, \mathcal{Q}, \mu)) = t s_0$ and $\mathcal{K} = \mathcal{K}(CD(\mathfrak{A}, \mathcal{Q}, \mu)) = \mathfrak{A} \oplus s_0 \mathfrak{B}_0$.

**Proposition 6.5.** Suppose $\mu \in t^*2$. Then, $CD(\mathfrak{A}, \mathcal{Q}, \mu) = \mathfrak{M}(T, N, N)$, where $(T, N, N)$ is the triple defined on $(\mathfrak{B}_0, \mathfrak{B}_0)$ by $T(b, c) = \phi(b, c)$ and $N(b) = \frac{1}{2} \phi(b^3)$ for $b, c \in \mathfrak{B}_0$.

**Proof.** Define $\eta: CD(\mathfrak{A}, \mathcal{Q}, \mu) \rightarrow \mathfrak{M}(T, N, N)$ by

\[
\eta(\alpha t + b + s_0 (\beta t + c)) = \begin{bmatrix}
\alpha + \sqrt{\mu} \beta \\
\frac{1}{2} (b - \sqrt{\mu} c) \\
\frac{1}{2} (b + \sqrt{\mu} c)
\end{bmatrix}
\]

for $\alpha, \beta \in t$, $b, c \in \mathfrak{B}_0$. A straightforward calculation shows that $\eta$ is an isomorphism. \(\square\)

**Theorem 6.6.** Suppose $\mu \in t^*$ and $\mathcal{Q}$ is a Jordan norm of degree 4 on a Jordan algebra $\mathfrak{A}$ over $t$. Then, $CD(\mathfrak{A}, \mathcal{Q}, \mu)$ is a simple structurable algebra with $\dim_\mathfrak{A} \mathcal{S}(CD(\mathfrak{A}, \mathcal{Q}, \mu)) = 1$.

**Proof.** By extending the base field, we may assume that $\mu \in \mathfrak{I}^*2$. But then the conclusion follows from the corresponding fact for the matrix algebra $\mathfrak{M}(T, N, N)$ described in the statement of Proposition 6.5. \(\square\)

Thus, $CD(\mathfrak{A}, \mathcal{Q}, \mu)$ is an algebra with involution satisfying the hypotheses of §2. Let $\chi = \chi_{CD(\mathfrak{A}, \mathcal{Q}, \mu)}$ and $\nu = \nu_{CD(\mathfrak{A}, \mathcal{Q}, \mu)}$.

**Proposition 6.7.** If $b_1, b_2, b_3, b_4 \in \mathfrak{A}$, then

\begin{equation}
\chi(b_1 + s_0 b_2, b_3 + s_0 b_4) = \phi(b_1, b_3) - \mu \phi(b_2, b_4)
\end{equation}

and

\begin{equation}
\nu(b_1 + s_0 b_2) = Q(b_1) + \mu^2 Q(b_2) + \frac{\mu}{2} \phi(U_{b, b_2}, b_2) - \frac{\mu}{4} \phi(b_1, b_2)^2
\end{equation}

**Proof.** If $b \in \mathfrak{A}$,

\[
\mu \chi(b, 1) = 2 \psi(s_0 b, 1) s_0 \quad \text{(by (2.3))}
\]

\[
= 2(s_0 b - s_0 b) s_0
\]

\[
= 2(s_0 b + s_0 b^\theta) s_0 = \phi(b) s_0^2 = \mu \phi(b)
\]

and so

\[
\chi(b_1, b_3) = \chi(b_1 b_3, 1) = \phi(b_1 b_3) = \phi(b_1, b_3) \quad \text{(by (2.7))}.
\]
Also
\[ \chi(b_1, s_0b_4) = \chi(b_1b_4, s_0) = 0 \quad \text{(by (2.6) and (2.7))} \]
and
\[ \chi(s_0b_2, s_0b_4) = -\chi(b_2, s_0s_0b_4)) = -\mu \chi(b_2, b_4) = -\phi(b_2, b_4) \quad \text{(by (2.7))} \]
and we have proved (6.8).

Next if \( b \in \mathcal{B} \), we have 12\( \nu(b) = \chi(s_0b, (b, s_0b, b)) \) (by (2.10)) and
\[ \{b, s_0b, b\} = 2(b(\overline{s_0b}))b - (b\overline{b})(s_0b) = -2(b(s_0b^\theta))b - b^2(s_0b) \]
\[ = -s_0(2(b^\theta b^\theta) + b^2b). \]
Hence, by (6.8),
\[ 12\nu(b) = \phi(b, 2(b^\theta b^\theta) + b^2b). \]
But using (6.1), it is easy to check that \( \phi(b^\theta, b^\theta) = \phi(b_1, b_2) \). Hence 12\( \nu(b) = 2\omega(b^\theta) + \omega(b) \), where \( \omega(b) = \phi(b^2, b^2b) \). But
\[ \omega(b) = \phi(b^2, -b^2 + \frac{1}{2} \phi(b^2)1) = -\phi(b^4) + \frac{1}{2}\phi(b^2)^2 \]
and so 2\( \omega(b^\theta) = -2\phi(b^4) + \phi(b^2) \). If we use (6.1) and simplify using \( \phi(1) = 4 \), we get
\[ 2\omega(b^\theta) = -2\phi(b^4) + 4\phi(b)\phi(b^3) - 3\phi(b)^2\phi(b^2) + \frac{1}{2}\phi(b)^4 + \phi(b^2)^2 \]
and so
\[ 12\nu(b) = -3\phi(b^4) + 4\phi(b)\phi(b^3) - 3\phi(b)^2\phi(b^2) + \frac{1}{2}\phi(b)^4 + \frac{1}{2}\phi(b^2)^2 = 12\phi_0(b) \quad \text{(by (5.2))}. \]
Therefore, \( \nu(b) = \phi_0(b) = Q(b) \) for \( b \in \mathcal{B} \).

Next by (6.8), \( \chi(\mathcal{B}, s_0\mathcal{B}) = \{0\} \). Also, by (6.3), \( \{s_0\mathcal{B}, \mathcal{B}, s_0\mathcal{B}\} \subseteq \mathcal{B} \) and \( \{\mathcal{B}, s_0\mathcal{B}, \mathcal{B}\} \subseteq \mathcal{B} \). Hence it follows from (2.15) that \( \nu(b_1, s_0b_2, s_0b_2, s_0b_2) = 0 \) and \( r(s_0b_2, b_1, b_1, b_1) = 0 \). Thus
\[ \nu(b_1 + s_0b_2) = \nu(b_1) + \frac{1}{2}\nu(s_0b_2, b_1, s_0b_2, b_1) + \nu(s_0b_2) \]
\[ = Q(b_1) + \frac{1}{4}\nu(s_0b_2, b_1, s_0b_2, b_1) + \mu^2Q(b_2) \quad \text{(by (3.10))}. \]
Finally,
\[ \nu(s_0b_2, b_1, s_0b_2, b_1) = 2\mu \chi(b_2, \{b_1, b_2, b_1\}) - \mu \chi(b_2, b_1)^2 \quad \text{(by (2.15))} \]
and we have proved (6.9). □

According to (6.8), \( \chi \) is the extension discussed at the beginning of this section of \( \phi \) to \( \mathcal{CD}(\mathcal{B}, Q, u) \).

**Corollary 6.10.** Let \( c \in \mathcal{B} \). Then, \( c \) is invertible as an element of \( (\mathcal{G}, \cdot) \) if and only if \( c \) is invertible as an element of \( \mathcal{B} \). Moreover if \( c \) is invertible, then \( \hat{c} = c^{-1} \) and
\[ P_\varepsilon(b_1 + s_0b_2) = U(b_1 + Q(c)s_0U^{-1}b_2) \]
for \( b_1, b_2 \in \mathcal{B} \).
Proof. The first statement follows from (6.9), Corollary 2.11, and Proposition 5.1(f). Suppose \( c \) is invertible. Then, \( U(c^{-1}) = c \) and hence \( c^{-1} = c \). Next if \( b \in \mathfrak{B} \), 
\( \tau(b) = 2b - \{ b, c, c^{-1} \} = 2b - \{ c^{-1}, c, b \} = b \) and so \( P(b) = U(b) \). Finally, \( P \) is an isotopy of \((\mathfrak{A}, \gamma)\) and so \((P(c))_2(s_0) = \gamma s_0 \) for some \( \gamma \neq 0 \). Thus, for \( b \in \mathfrak{B} \), 
\( P(c)(s_0b) = \gamma s_0 P(c)b \) (by (1.22)) \( = \gamma s_0 P(c)^{-1}b = \gamma s_0 U(c)^{-1}b \). It remains to show that \( \gamma \) = \( Q(c) \). But \( P(c)(s_0c^2) = \gamma s_0 U(c)^{-1}c^2 = \gamma s_0 \). Multiplying both sides on the left by \( s_0 \) gives \( \mu_1 = s_0 P(c)(s_0c^2) = \mu_0(c) \). (by (3.4)) \( = \mu Q(c) \). (by (6.9)). \( \square \)

Example 6.11. Let 
\[
S = \text{diag}\left\{ \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \right\}
\]
and let \( \mathfrak{B} \) be the Jordan algebra of all \( 8 \times 8 \) matrices \( A \) over \( \mathfrak{f} \) such that \( S^{-1} \circ A \circ S = A \), where \( \circ \) denotes the usual matrix product. Then, \( \mathfrak{B} \) is a central simple Jordan algebra of degree 4. The maps \( A \to S \circ A \) and \( A \to A \circ S \) are linear bijections of \( \mathfrak{B} \) onto the vector space of all skew-symmetric \( 8 \times 8 \)-matrices, and the generic norm \( n \) and generic trace \( t \) on \( \mathfrak{B} \) are given by 
\[
n(A) = \text{Pf}(S \circ A) = \text{Pf}(A \circ S) \quad \text{and} \quad t(A) = \frac{1}{2} \text{tr}(A)
\]
for \( A \in \mathfrak{B} \), where \( \text{Pf}(C) \) denotes the Pfaffian of the skew-symmetric matrix \( C \) (see [10, §6.4]). Let \((\mathfrak{A}, \gamma) = CD(\mathfrak{B}, n, \mu) \), where \( \mu \in \mathfrak{f}^* \), and put \( \nu = \nu_{(\mathfrak{A}, \gamma)} \). Then, if \( x = b_1 + s_0b_2 \in \mathfrak{A} \), 
\[
\nu(x) = n(b_1) + \mu^2 n(b_2) + \frac{\mu}{2} t(b_1 \circ b_2 \circ b_1, b_2) - \frac{\mu}{4} t(b_1, b_2)^2 \quad \text{(by (6.9))}
\]
\[
= \text{Pf}(b_1 \circ S) + \mu^2 \text{Pf}(S \circ b_2) + \frac{\mu}{4} \text{tr}(b_1 \circ b_2 \circ b_1, b_2) - \frac{\mu}{16} (\text{tr}(b_1 \circ b_2))^2.
\]
Since \( S^{-1} = -S \), each element \( x \in \mathfrak{A} \) can be written in the form 
\[
x = X \circ S + s_0 S \circ Y,
\]
where \( X, Y \) are skew-symmetric \( 8 \times 8 \)-matrices. In that case, 
\[
\nu(x) = \text{Pf}(X) + \mu^2 \text{Pf}(Y) + \frac{\mu}{4} \text{tr}(X \circ Y \circ X \circ Y) - \frac{\mu}{16} (\text{tr}(X \circ Y))^2.
\]
If \( \mu = -1 \), this is the quartic form used by Freudenthal in [8] to construct the complex simple Lie algebra of type \( E_7 \).

Example 6.12. Suppose more generally that \( \mathfrak{B} \) is a central simple Jordan algebra of dimension \( d \) and degree 4 over \( \mathfrak{f} \). Then, \( d = 10, 16, \) or \( 28 \). Let \( n \) and \( t \), respectively, be the generic norm and trace on \( \mathfrak{B} \). Suppose \( \mu \in \mathfrak{f}^* \). Let \( \mathfrak{f} \) be the algebraic closure of \( \mathfrak{f} \) and let 
\[
\mathfrak{g} = (\mathfrak{B}_\mathfrak{f})_0 = \{ b \in \mathfrak{B}_\mathfrak{f} | t(b) = 0 \}.
\]
Then, 
\[
CD(\mathfrak{B}, n, \mu)_\mathfrak{f} = CD(\mathfrak{B}_\mathfrak{f}, n, \mu) \cong \mathfrak{M}(T, N, N)
\]
(by Proposition 6.5), where \( T : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{f} \) and \( N : \mathfrak{g} \to \mathfrak{f} \) are defined by \( T(b, c) = t(b, c) \) and \( N(b) = \frac{1}{2} t(b^3) \). Choose \( e \in \mathfrak{g} \), so that \( t(e^3) \neq 0 \). Then, it follows from the results of [17 and 18] that \( \mathfrak{g} \) has the structure of a separable Jordan algebra of degree 3 over \( \mathfrak{f} \) with identity \( e \) and generic norm \( N_\mathfrak{g} \) given by \( N_\mathfrak{g}(b) = \xi^{-1} N(b) \), where
\( \xi = N(e) \). Moreover, the triple \((T, N, N)\) on \((\xi, \xi)\) is isomorphic to \((\xi T, \xi N, \xi^2 N)\) on \((\xi, \xi)\), where \(T\) is the generic trace on \(\xi\). Thus,

\[
CD(\mathcal{B}, n, \mu) \equiv \mathfrak{M}(\xi T, \xi N, \xi^2 N).
\]

But if we choose a cube root \( \gamma \) of \( \xi \) in \( \bar{f} \), then the map

\[
\begin{bmatrix} \alpha \\ \gamma \\ k \\ \beta \end{bmatrix} \rightarrow \begin{bmatrix} \alpha \\ \gamma \\ k \\ \beta \end{bmatrix}
\]

is easily checked to be an isomorphism of \( \mathfrak{M}(\xi T, \xi N, \xi^2 N) \) onto \( \mathfrak{M}(T, N, N) \). Hence, \( CD(\mathcal{B}, n, \mu) \equiv \mathfrak{M}(T, N, N) \). Finally, by Corollary 5.4, \( \xi \) is simple. Thus, \( CD(\mathcal{B}, n, \mu) \equiv \mathfrak{M}(T, N, N) \), where \( T \) and \( N \) are, respectively, the generic trace and norm on the simple Jordan algebra of dimension \( d - 1 \) and degree 3 over \( f \).

7. Division algebras. If \((\mathcal{Q}, \circ)\) is a central simple structurable algebra over \( f \), a central simple \( \mathbb{Z} \)-graded Lie algebra \( \mathfrak{K}(\mathcal{Q}, \circ) \) can be constructed from \((\mathcal{Q}, \circ)\) using a construction of Kantor (see [2]). If \( \text{char } f = 0 \), it is not difficult to show that the Lie algebra \( \mathfrak{K}(\mathcal{Q}, \circ) \) has relative rank 1 if and only if \((\mathcal{Q}, \circ)\) is a division algebra. (The relative rank of a central simple Lie algebra is the dimension of a maximal split toral subalgebra [16]). Thus, from the point of view of Lie algebras it is of interest to construct central simple structurable division algebras. The following result shows that such algebras arise from the Cayley-Dickson process for certain choices of \( \mathcal{B}, Q \) and \( \mu \).

**Theorem 7.1.** Suppose \( \mathfrak{f} = F(\xi) \) where \( \xi \) is transcendental over a field \( F \), and suppose \( \mathcal{B} = \mathcal{C} \otimes_F \mathfrak{f} \), where \( \mathcal{C} \) is a Jordan division algebra over \( F \). Suppose \( Q \) is the extension to \( \mathcal{B} \) of a Jordan norm of degree 4 on \( \mathcal{C} \). Then, \( CD(\mathcal{B}, Q, \xi) \) is a central simple structurable division algebra over \( \mathfrak{f} \).

**Proof.** Let \((\mathcal{Q}, \circ) = CD(\mathcal{B}, Q, \xi) \) and \( \nu = \nu(\mathcal{Q}, \circ) \). \((\mathcal{Q}, \circ) \) is a central simple structurable algebra by Theorem 6.6 and Lemma 2.1(c). Suppose for contradiction that \((\mathcal{Q}, \circ) \) is not a division algebra. Thus, by Proposition 2.11, there exists \( x \neq 0 \in \mathcal{Q} \) so that \( \nu(x) = 0 \). Then, \( x = b_1 + s_0b_2 \), where \( b_1, b_2 \in \mathcal{B} \). Let \((v_1, \ldots, v_n)\) be a basis for \( \mathcal{C} \) over \( F \). Then, \( b_1 = \sum f_i(\xi)v_i \) and \( b_2 = \sum g_i(\xi)v_i \), where \( f_i(\xi), g_i(\xi) \in F(\xi) \). Replacing \( x \) by a nonzero \( F(\xi) \) multiple of \( x \), we may assume that \( f_i(\xi), g_i(\xi) \in F[\xi] \) for all \( i \) and that either \( \xi \parallel f_i(\xi) \) for some \( j \) or \( \xi \parallel g_j(\xi) \) for some \( j \). Next

\[
0 = \nu(x) = Q(b_1) + \xi^2 Q(b_2) + \frac{\xi}{2} \phi(U_{b_1}b_2, b_2) - \frac{\xi}{4} \phi(b_1, b_2)^2.
\]

Setting \( \xi = 0 \), gives \( 0 = Q(b_1(0)) \), where \( b_1(0) = \sum f_i(0)v_i \). Thus, by Proposition 5.1(f), \( b_1(0) = 0 \) and so \( \xi \parallel f_i(\xi) \) for all \( i \). Therefore, \( \xi \parallel g_j(\xi) \) for some \( j \). Write \( f_i(\xi) = h_i(\xi) \), where \( h_i(\xi) \in F[\xi] \) for \( i = 1, \ldots, n \). Put \( b_3 = \sum h_i(\xi)v_i \). Then, \( x = \xi b_3 + s_0b_2 \). Hence, \( s_0x = \xi b_2 + s_0\xi b_3 = \xi y \), where \( y = b_2 + s_0b_3 \). But \( \nu(y) = \nu(\xi^{-1}s_0x) = \xi^{-2}\nu(x) \) (by (3.10)) = 0. Thus,

\[
0 = \nu(y) = Q(b_2) + \xi^2 Q(b_3) + \frac{\xi}{2} \phi(U_{b_2}b_3, b_3) - \frac{\xi}{4} \phi(b_2, b_3)^2.
\]

Setting \( \xi = 0 \) gives \( Q(b_2(0)) = 0 \), where \( b_2(0) = \sum g_i(0)v_i \). As above, this implies that \( b_2(0) = 0 \) and so \( \xi \parallel g_i(\xi) \) for all \( i \). This is the desired contradiction. \( \square \)
Example 7.2. Suppose $f = f(\xi)$, where $\xi$ is transcendental over a field $F$, and suppose $\mathcal{B} = C \otimes_F f$, where $C$ is a central Jordan division algebra of degree 4 over $f$. Let $n$ be the generic norm on $\mathcal{B}$ and put $(\mathcal{A}, \cdot) = C D(\mathcal{B}, n, \xi)$. By Theorem 7.1, $(\mathcal{A}, \cdot)$ is a structurable division algebra. Now $\dim_F(\mathcal{C}) = 10, 16, \text{ or } 28$ and so $\dim_F(\mathcal{A}) = 20, 32, \text{ or } 56$. If $\text{char } f = 0$, the corresponding Lie algebras $\mathcal{H}(\mathcal{A}, \cdot)$ are relative rank 1 central simple Lie algebras of type $E_6, E_7, \text{ or } E_8$, respectively. In fact, one can show that the indices of these algebras are $2E_{6,1}^{35}, E_7^{66}, \text{ or } E_8^{133}$, respectively (using the notation of [19]).

8. Reduced algebras arising from the Cayley-Dickson process. Throughout this section, assume that $\mathcal{B}$ is a separable Jordan algebra of degree 4 over $f$, $n$ and $t$ are the generic norm and trace, respectively, on $\mathcal{B}$, and $\mu \in f^*$. Let $(\mathcal{A}, \cdot) = CD(\mathcal{B}, n, \mu)$. Our goal is to give necessary and sufficient conditions for $(\mathcal{A}, \cdot)$ to be reduced when $f$ is infinite.

The multiplication and involution on $\mathcal{A} = \mathcal{B} \oplus s_0 \mathcal{B}$ are given by (6.3) and (6.4) respectively, where

$$b^\theta = -b + \frac{1}{2}t(b)1$$

and hence

$$t(b^\theta, b^\theta) = t(b_1, b_2)$$

for $b, b_1, b_2 \in \mathcal{B}$. Put $\chi = \chi(\mathcal{A}, \cdot)$ and $\nu = \nu(\mathcal{A}, \cdot)$. Then, by (6.8) and (6.9),

$$\chi(b_1 + s_0 b_2, b_3 + s_0 b_4) = t(b_1, b_3) - \mu t(b_2, b_4)$$

and

$$\nu(b_1 + s_0 b_2) = n(b_1) + \mu^2 n(b_2) + \frac{\mu}{2} t(U_{b_1} b_2, b_2) - \frac{\mu}{4} t(b_1, b_2)^2.$$ 

Moreover, by Corollary 6.10, if $c \in \mathcal{B}$ is invertible, then

$$P_c(b_1 + s_0 b_2) = U_c b_1 + n(c) s_0 U_c^{-1} b_2.$$ 

Let $\lambda$ be transcendental over $f$ and put

$$m_4(\lambda) = n(\lambda 1 - b) = \sum_{i=0}^{4} m_i(b) \lambda^i$$

for $b \in \mathcal{B}$. Then, by (5.2), we have,

$$m_4(b) = 1,$$

$$m_3(b) = -t(b),$$

$$m_2(b) = \frac{1}{2} (t(b)^2 - t(b^2)),$$

$$m_1(b) = \frac{1}{6} (3t(b)t(b^2) - 2t(b^3) - t(b)^3),$$

and

$$n(b) = m_0(b) = \frac{1}{24} (3t(b^2)^2 + 8t(b)t(b^3) - 6t(b^4) - 6t(b)^2 t(b^2) + t(b)^4).$$

We require some preliminary lemmas.
Lemma 8.7. Suppose $b_1, b_2 \in \mathfrak{B}$ and $b_1b_2^2 = b_2b_1^2 = 0$ for $i = 1, 2$ and 3. Then,

$$n(b_1 + b_2) = n(b_1) + n(b_2) - t(b_1)m_1(b_2) - t(b_2)m_1(b_1) + m_2(b_1)m_2(b_2).$$

Proof. Let $b = b_1 + b_2$. Since $\mathfrak{B}$ is a Jordan algebra, we have $2(da)(dc) + d^2(ac) = a(d^2c) + 2d((da)c)$ for $a, c, d \in \mathfrak{B}$. Taking $a = c = b_2$ and $d = b_1$ gives $b_1b_2^2 = 0$. Hence, $b_i' = b_i' + b_i^2$ for $i = 1, 2, 3$, and 4. Thus, using (8.6), we can obtain expressions for both sides of (8.8) in terms of $t(b_i')$, $i = 1, 2, 3, 4, j = 1, 2$. These expressions turn out to be the same. We omit the details as they are straightforward. □

Lemma 8.9. Suppose $e \neq 0 \in \mathfrak{B}$ is an idempotent. If $U_{e\mathfrak{B}} \subseteq \mathfrak{t}e$, then $t(e) = 1$. Moreover, if $t(e) = 1$, then

$$n(\alpha e + \beta (1 - e)) = \alpha \beta^3$$

for $\alpha, \beta \in \mathfrak{t}$.

Proof. These facts are well known. For the proof, we may assume $\mathfrak{t}$ is algebraically closed. Then, the first statement follows from [4, Theorems 3.4.6(c) and 3.7.4]. For the last statement, suppose that $t(e) = 1$. Then, by (8.6), $m_i(e) = 0$ for $i = 0, 1, 2$ and $m_3(e) = 1$. Thus, for $\lambda, \delta \in \mathfrak{t}$,

$$n(\lambda 1 - \delta e) = \sum_{i=0}^{4} m_i(\delta e)\lambda^i = \lambda^4 - \delta \lambda^3.$$

Taking $\lambda = \beta$ and $\delta = \beta - \alpha$, we obtain (8.10). □

Lemma 8.11. Suppose $\mathfrak{t}$ is infinite and $b \neq 0 \in \mathfrak{B}$. Then there exists invertible $c \in \mathfrak{B}$ such that $t(U_c b) \neq 0$.

Proof. Suppose the contrary. Then, $t(U_c b) = 0$ for all $c \in \mathfrak{B}$. Thus, $t(b, c^2) = 0$ for all invertible $c \in \mathfrak{B}$. Thus, since the invertible elements of $\mathfrak{B}$ are Zariski dense in $\mathfrak{B}$ (since $\mathfrak{t}$ is infinite), $t(b, c^2) = 0$ for all $c \in \mathfrak{B}$. Linearizing gives $t(b, cd) = 0$ for all $c, d \in \mathfrak{B}$ and hence $b = 0$. □

Theorem 8.12. Suppose $\mathfrak{B}$ is a separable Jordan algebra of degree 4 over an infinite field $\mathfrak{t}$, $n$ is the generic norm on $\mathfrak{B}$, and $\mu \in \mathfrak{t}^*$. Then, $CD(\mathfrak{B}, n, \mu)$ is reduced if and only if

$$\mu = n(b)\beta^2$$

for some $b \in \mathfrak{B}$ and $\beta \in \mathfrak{t}$.

Proof. Suppose first of all that (8.13) holds for some $b \in \mathfrak{B}$ and $\beta \in \mathfrak{t}$. By (8.4), $\nu(b) = n(b)$. Thus, by Theorem 4.6, $CD(\mathfrak{B}, n, \mu)$ is reduced.

For the converse, suppose that $t(\mathfrak{t}, \cdot) = CD(\mathfrak{B}, n, \mu)$ is reduced. Thus, there exists a strictly regular element $f = b_1 + s_2 b_2 \in \mathfrak{B}$, $b_1, b_2 \in \mathfrak{B}$. Now by Theorem 4.6, $\mu \in \nu(\mathfrak{t})\mathfrak{t}^*$

Suppose first of all that $b_2 = 0$. Then, $b_1$ is a nonzero element of $\mathfrak{B}$ such that $U_{b_1} \subseteq \mathfrak{t}b_1$. Hence by Lemma 8.11, there exists $d \in \mathfrak{B}$ such that $U_{d} \subseteq \mathfrak{t} d$ and $t(d) \neq 0$. But then by [10, Theorem 4.1], $d = \alpha e$, where $\alpha \in \mathfrak{t}^*$ and $e \neq 0 \in \mathfrak{B}$ is an idempotent such that $U_{e} \subseteq \mathfrak{t} e$. By Lemma 8.9, $t(e) = 1$. Thus, if we put $b = \mu e + 1 - e$, we have $\mu = n(b)$ by (8.10). Therefore, we may assume $b_2 \neq 0$. □
On the other hand, if $b_1 = 0$ then $\mu^{-1}L_{s_0}e = b_2$ is strictly regular. Therefore, by the argument in the previous paragraph, we may assume that $b_1 \neq 0$.

By Lemma 8.11, the sets $\{ c \in \mathfrak{B} | n(c) \neq 0, t(U_c b_1) \neq 0 \}$ and $\{ c \in \mathfrak{B} | n(c) \neq 0, t(U_c^{-1} b_2) \neq 0 \}$ are nonempty. Since these are Zariski open sets in $\mathfrak{B}$ they have nonempty intersection. Thus, there exists invertible $c \in \mathfrak{B}$ such that $t(U_c b_1) \neq 0$ and $t(U_c^{-1} b_2) \neq 0$. Thus, by (8.5), we may replace $f$ by $P_c f$ and assume $t(b_1) \neq 0$ and $t(b_2) \neq 0$.

Now $U_f 1 = \delta f$ for some $\delta \in f$. But $U_f 1 = 2f^2 - \bar{f} \bar{f}$ and so a straightforward calculation using (6.3), (6.4), (8.1), and (8.2) yields

$$U_f 1 = b_1^2 + \mu (b_2^2 - t(b_2) b_2 + \frac{1}{2} (t(b_2)^2 - t(b_2^2)) 1)$$

$$+ s_0(-2b_1 b_2 + t(b_1) b_2 + \frac{1}{2} t(b_1, b_2)1).$$

Thus, by (8.6), we have

$$b_1^2 + \mu (b_2^2 - t(b_2) b_2 + m_2(b_2) 1) = \delta b_1$$

and

$$-2b_1 b_2 + t(b_1) b_2 + \frac{1}{2} t(b_1, b_2)1 = \delta b_2.$$ 

Applying $t$ to the second of these equations yields $t(b_1)t(b_2) = \delta t(b_2)$ and hence $\delta = t(b_1)$. Thus,

$$\mu (b_2^2 - t(b_2) b_2 + m_2(b_2) 1) = -b_1^2 + t(b_1) b_1$$

and

$$b_1 b_2 = \frac{1}{2} t(b_1, b_2)1.$$ 

Applying $t$ to (8.14) gives

$$m_2(b_1) = \mu m_2(b_2).$$

Now by identity (B3) on p. 34 of [10], we have

$$((ab)c)d + ((ad)c)b + a((bd)c) = (ab)(cd) + (ac)(bd) + (ad)(bc)$$

for $a, b, c, d \in \mathfrak{B}$. Putting $a = c = b_1$ and $b = d = b_2$ in this identity gives

$$2((b_1 b_2) b_1) b_2 + b_1 (b_2 b_1) = 2(b_1 b_2)^2 + b_1^2 b_2^2.$$ 

In view of (8.15), this implies that $b_1 (b_2 b_1) = b_1^2 b_2^2$. Thus, $[b_1, b_1, b_2^2] = 0$. Hence, by (8.14), $[b_1, b_1, \mu t(b_2) b_2] = 0$. Since $\mu t(b_2) \neq 0$, we obtain $[b_1, b_1, b_2] = 0$ and so, by (8.15),

$$b_1^2 b_2 = \frac{1}{4} t(b_1, b_2) b_1.$$ 

Similarly,

$$b_1 b_2^2 = \frac{1}{4} t(b_1, b_2) b_2.$$ 

Suppose next that $t(b_1, b_2) \neq 0$. Put $\gamma = \frac{1}{4} t(b_1, b_2)$. Then, (8.15) and (8.17) imply that $b_1$ is invertible and $b_2 = \gamma b_1^{-1}$. Thus, $f = b_1 + \gamma s_0 b_1^{-1}$. Now $f$ is not invertible and so $\nu(f) = 0$. But by (8.4),

$$\nu(f) = n(b_1) + \mu^2 \gamma^4 n(b_1)^{-1} + 2\mu \gamma^2 - 4\mu^2 \gamma^2 = n(b_1)^{-1}(n(b_1) - \mu \gamma^2)^2.$$
Thus, \( n(b_1) = \mu \gamma^2 \) and so \( \mu = n(b_1)(\gamma^{-1})^2 \) as required. Therefore, we may assume that \( t(b_1, b_2) = 0 \).

By (8.15), (8.17), and (8.18), we have

\[
(8.19) \quad b_1 b_2 = b_1^2 b_2 = b_1 b_2^2 = 0.
\]

Multiplying (8.14) by \( b_2 \) gives

\[
(8.20) \quad b_2^3 - t(b_2) b_2^2 + m_2(b_2) b_2 = 0.
\]

Also multiplying (8.14) by \( b_1 \) and using (8.16) gives

\[
(8.21) \quad b_1^3 - t(b_1) b_1^2 + m_2(b_1) b_1 = 0.
\]

Hence by (8.19), (8.20) and (8.21), we have

\[
(8.22) \quad b_i b_2 = b_2 b_i = 0, \quad i = 1, 2, 3.
\]

Next \( U_{b_2} b_2 = U_{b_1} b_1 = 0 \) (by (8.19)) and so \( n(b_1) = n(b_2) = 0 \). Also multiplying (8.21) by \( b_1 \) gives \( b_1^4 - t(b_1) b_1^3 + m_2(b_1) b_1^2 = 0 \). On the other hand, \( 0 = b_4^3 - t(b_1) b_1^3 + m_2(b_1) b_1^2, \) since \( m_0(b_1) = n(b_1) = 0 \). Thus, \( m_1(b_1) = 0 \) and similarly \( m_1(b_2) = 0 \). Thus, by (8.8), we have \( n(b_1 + b_2) = m_2(b_1) m_2(b_2) = \mu m_2(b_2) \). If \( m_2(b_2) \neq 0 \), this equation implies (8.13) with \( b = b_1 + b_2 \) and \( \beta = m_2(b_2)^{-1} \). Thus, we may assume that \( m_2(b_2) = 0 \). Therefore, \( t(b_2)^2 = t(b_2^2) \) and, by (8.20), \( b_2^4 = t(b_2^2) b_2^2 \). Thus, if we put \( e = t(b_2)^{-2} b_2^2 \), we have \( t(e) = 1 \) and \( e^2 = t(b_2)^{-4} b_2^2 = t(b_2)^{-2} b_2^2 = e \). Hence, by (8.10), \( n(\mu e + 1 - e) = \mu \). □

We wish next to apply Theorem 8.12 to a special case. Suppose \((\mathbb{D}, \cdot)\) is a central simple associative algebra with involution over \( \mathfrak{f} \) such that \( \dim_{\mathfrak{f}} \mathbb{D} = 4, 8, \) or 16 and \( \dim_{\mathfrak{f}} \mathbb{K}(\mathbb{D}, \cdot) = 3, 4, \) or 6, respectively. Let \( \mathbb{D}_2 \) be the associative algebra of \( 2 \times 2 \)-matrices over \( \mathbb{D} \) and define an involution \( J_1 \) on \( \mathbb{D}_2 \) by \( J_1(x) = x^\dagger \). Put \( \mathbb{C} = \mathbb{K}(\mathbb{D}, \cdot) \) and \( \mathbb{D}_1 = \mathbb{K}(\mathbb{D}_2, J_1) \). Let \( \mathfrak{f} \) denote the algebraic closure of \( \mathfrak{f} \). It follows from [10, pp. 208–209] that \((\mathbb{D}_2, \cdot)\) and \((\mathbb{D}_2, J_1)\) can be identified, respectively, with the algebras of all \( 2 \times 2 \) and \( 4 \times 4 \) matrices over a composition algebra of dimension 1, 2, or 4 over \( \mathfrak{f} \), where the involution in each case is the conjugate transpose involution. Thus, by [4, Theorems 6.1.7 and 6.3.2] and [10, §6.4], \( \mathbb{C} \) and \( \mathbb{D}_2 \) are central simple Jordan algebras of degrees 2 and 4, respectively. We denote the generic norms on \( \mathbb{D}_2, \mathbb{C} \), and \( \mathbb{B} \) by \( n_{\mathbb{D}_2}, n_{\mathbb{C}} \) and \( n_{\mathbb{B}} \), respectively.

**Theorem 8.22.** Suppose \((\mathbb{D}, \cdot)\) is a central simple associative algebra with involution over \( \mathfrak{f} \) such that \( \dim_{\mathfrak{f}} \mathbb{D} = 4, 8, \) or 16 and \( \dim_{\mathfrak{f}} \mathbb{K}(\mathbb{D}, \cdot) = 3, 4, \) or 6, respectively. Let \( \mathbb{C} = \mathbb{K}(\mathbb{D}, \cdot) \) and \( \mathbb{B} = \mathbb{K}(\mathbb{D}_2, J_1) \) and suppose \( \mu \in \mathfrak{f}^* \). Then, \( \text{CD}(\mathbb{B}, n_{\mathbb{B}}, \mu) \) is reduced if and only if there exist \( c_1, c_2 \in \mathbb{C} \) such that

\[
(8.23) \quad \mu = n_{\mathbb{C}}(c_1) n_{\mathbb{C}}(c_2).
\]

**Proof.** To avoid confusion, we denote the associative product on \( \mathbb{D} \) and \( \mathbb{D}_2 \) by \( \circ \). We require some preliminary facts. We claim that

\[
(8.24) \quad n_{\mathbb{B}} \left( \begin{bmatrix} c_1 & 0 \\ 0 & c_2 \end{bmatrix} \right) = n_{\mathbb{C}}(c_1) n_{\mathbb{C}}(c_2) \quad \text{and} \quad n_{\mathbb{D}_2} \left( \begin{bmatrix} 1 & 0 \\ d & 1 \end{bmatrix} \right) = 1
\]

for \( c_1, c_2 \in \mathbb{C} \) and \( d \in \mathbb{D} \). We also claim that

\[
(8.25) \quad n_{\mathbb{D}_2} | \mathbb{B} = n_{\mathbb{D}_2}^t,
\]
where \( l = 1 \) if \( \dim_\mathbb{F} \mathbb{O} = 4 \) and \( l = 2 \) if \( \dim_\mathbb{F} \mathbb{O} = 8 \) or 16. To prove these claims we may assume that \( \mathfrak{f} \) is algebraically closed and make the identifications described above. (8.24) and (8.25) then follow from the explicit descriptions of \( n_{\mathbb{O}} \), \( n_{\mathbb{C}} \), and \( n_{\mathbb{O}^2} \) given in [10, §6.4]. We next claim that

\[
(8.26) \quad n_{\mathbb{O}}(x \circ b \circ \bar{x}^t) = n_{\mathbb{O}^2}(x)^{2/l} n_{\mathbb{O}}(b)
\]

for \( x \in \mathbb{O}_2 \), \( b \in \mathbb{O} \). For this we may assume that \( \mathfrak{f} \) is infinite and \( b \) is invertible. Then,

\[
 n_{\mathbb{O}}(x \circ b \circ \bar{x}^t) = n_{\mathbb{O}^2}(x \circ b \circ \bar{x}^t) = n_{\mathbb{O}^2}(x) n_{\mathbb{O}^2}(b) n_{\mathbb{O}^2}(\bar{x}^t) = n_{\mathbb{O}^2}(x)^2 n_{\mathbb{O}}(b)'.
\]

Thus, \( n_{\mathbb{O}}(x \circ b \circ \bar{x}^t) = \pm n_{\mathbb{O}}(x)^{2/l} n_{\mathbb{O}}(b) \). A Zariski argument as on [10, p. 249] then completes the proof of (8.26).

We can now prove the theorem. Let \((\mathbb{O}, \cdot) = \text{CD}(\mathbb{O}, n_{\mathbb{O}}, \mu)\). Suppose first of all that (8.23) holds. Then, by (8.24), \( \mu = n_{\mathbb{O}}(b) \) for some \( b \in \mathbb{O} \). Hence, by (6.9), \( \mu = n_{(\mathbb{O}, \cdot)}(b) \). Thus, by Theorem 4.6, \((\mathbb{O}, \cdot)\) is reduced.

Conversely, suppose that \((\mathbb{O}, \cdot)\) is reduced. Suppose first of all that \( \mathbb{C} \) is not a division algebra. Then, by (8.24), \( \mu = n_{\mathbb{O}}(b) \) for some \( b \in \mathbb{O} \). Hence, by (6.9), \( \mu = n_{(\mathbb{O}, \cdot)}(b) \). Thus, by Theorem 4.6, \((\mathbb{O}, \cdot)\) is reduced.

Suppose next that \( \mathbb{C} \) is a division algebra. Thus, by [4, Lemma 6.2.3], \((\mathbb{O}, \cdot)\) is a central division algebra with involution or \((\mathbb{O}, \cdot)\) is the direct sum of a central division algebra of dimension 4 and its opposite algebra together with the exchange involution. It follows (for later use) that every nonzero element of \( \mathcal{S}(\mathbb{O}, \cdot) \) is invertible. Also it follows that \( \mathfrak{f} \) is infinite and so we may apply Theorem 8.12 to conclude that \( \mu = n(b)\beta^2 \) for some \( b \in \mathbb{O} \) and \( \beta \in \mathfrak{f} \). Then,

\[
b = \begin{bmatrix} c_1 & \bar{d}_1 \\ d_1 & c_2 \end{bmatrix},
\]

where \( c_1, c_2 \in \mathbb{C}, d_1 \in \mathbb{O} \).

Assume first the \( c_1 \neq 0 \). By (8.24) and (8.26), we may replace \( b \) by \( x \circ b \circ \bar{x}^t \), where

\[
x = \begin{bmatrix} 1 & 0 \\ -d \circ c_1^{-1} & 1 \end{bmatrix}.
\]

Hence, we may assume that \( d_1 = 0 \). Thus,

\[
\mu = n_{\mathbb{O}}(b)\beta^2 = n_\mathbb{C}(c_1)n_\mathbb{C}(c_2)\beta^2 = n_\mathbb{C}(\beta c_1)n_\mathbb{C}(c_2)
\]

as required. A similar argument works if \( c_2 \neq 0 \).

Finally, assume that \( c_1 = c_2 = 0 \). Since \( b \neq 0 \), we have \( d_1 \neq 0 \). If \( x = [d_1^n] \) and \( d \in \mathbb{O} \), then \( x \circ b \circ \bar{x}^t \) has 2,2 entry \( d_1 \circ \bar{d} + d \circ d_1 \). If this entry is nonzero for some \( d \in \mathbb{O} \), we are done by the previous paragraph. It suffices then to show that \( d_1 \circ \bar{d} + d \circ d_1 \neq 0 \) for some \( d \in \mathbb{O} \). If \( d_1 \notin \mathbb{S}(\mathbb{O}, \cdot) \), we may take \( d = 1 \). If \( d_1 \in \mathbb{S}(\mathbb{O}, \cdot) \), then \( d_1 \) is invertible and so we may take \( d = d_1 \).
Example 8.29. Suppose $f = F(\xi)$, where $\xi$ is transcendental over a field $F$. Suppose $(\mathcal{O}, \cdot) = (\mathcal{E} \otimes_F f, \cdot)$, where $(\mathcal{O}, \cdot)$ is a central simple associative algebra with involution over $F$ such that $\dim_F \mathcal{E} = 4, 8$, or 16, $\dim_F \mathcal{H}(\mathcal{O}, \cdot) = 3, 4$, or 6, respectively, and $\mathcal{H}(\mathcal{O}, \cdot)$ is a Jordan division algebra. Let $\mathcal{C} = \mathcal{H}(\mathcal{O}, \cdot)$ and $\mathcal{B} = \mathcal{H}(\mathcal{O}_2, J_1)$. It is easy to show using an argument similar to the proof of Lemma 9.1 of [10] that there do not exist $c_1, c_2 \in \mathcal{C}$ so that $\xi = n^\psi(c_1)n^\psi(c_2)$. Hence, by Theorem 8.22, $CD(\mathcal{B}, n^\psi, \xi)$ is not reduced. On the other hand $\mathcal{B}$ is not a division algebra and so, by Corollary 6.10, $CD(\mathcal{B}, n^\psi, \xi)$ is not a division algebra. Thus the Cayley-Dickson process gives examples of nonreduced algebras that are not division algebras.
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