FUCHSIAN GROUPS AND ALGEBRAIC NUMBER FIELDS
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Abstract. Given the signature of a finitely-generated Fuchsian group, we find the minimal extension of the rationals for which there is a Fuchsian group having the required signature, whose matrix entries lie in this field.

1. Let \( \Gamma \) be a Fuchsian group, i.e., a discrete subgroup of \( \text{PSL}(2, \mathbb{R}) \). If it is finitely generated and nonelementary it has a presentation of the form:

\[
\begin{align*}
\text{Generators:} & \quad a_1, b_1, \ldots, a_g, b_g, e_1, \ldots, e_r, p_1, \ldots, p_s, h_1, \ldots, h_t \\
\text{Relations:} & \quad \prod_{j=1}^{g} [a_j, b_j] \prod_{i=1}^{r} e_i \prod_{k=1}^{s} p_k \prod_{l=1}^{t} h_l = 1, \\
& \quad e_i^{m_i} = 1 \quad (i = 1, \ldots, r), m_i \geq 2,
\end{align*}
\]

with

\[
2(g - 1) + s + t + \sum_{i=1}^{r} \left(1 - \frac{1}{m_i}\right) > 0.
\]

The integers appearing in this presentation—\((g; m_1, m_2, \ldots, m_r; s; t)\)—form the signature of the group. Furthermore, for any collection of such integers, there exists a Fuchsian group with the corresponding presentation and signature. The elements of a Fuchsian group can be represented by \(2 \times 2\) matrices of determinant one up to a factor of \(\pm 1\), so the field of definition of a Fuchsian group is well defined. In this paper we examine the smallest fields of definition among groups with the same signature. For a group \( \Gamma \) with presentation at (1), it is clear that the field of definition must contain

\[
Q \left( \cos \frac{\pi}{m_1}, \cos \frac{\pi}{m_2}, \ldots, \cos \frac{\pi}{m_r} \right).
\]

It turns out (see §2) that this field is a field of definition for a group \( \Gamma \) with presentation at (1) unless \( \Gamma \) is a cocompact triangle group. In contrast, our main result (Theorem 3) is that that is not the case for all but a finite number of signatures of cocompact triangle groups.
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Since PSL(2, \( R \)) can be identified with the component PGL\(_0\)(2, \( R \)) of the identity in PGL(2, \( R \)), elements of Fuchsian groups can also be represented by \( 2 \times 2 \) matrices with nonzero determinant. Similar questions to those above are considered for fields of definition in this case in §6.

2. Let \( \sigma = (g; m_1, m_2, \ldots, m_r; s; t) \) be the signature of a nonelementary finitely-generated Fuchsian group.

**Definition.** The signature \( \sigma \) is said to have a representative in the field \( K \) if there exists a Fuchsian group \( \Gamma \) of signature \( \sigma \) such that \( \Gamma \subset \text{PSL}(2, K) \).

As noted above,
\[
K > Q\left(\cos \frac{\pi}{m_1}, \cos \frac{\pi}{m_2}, \ldots, \cos \frac{\pi}{m_r}\right).
\]

Mennicke [14] showed that \( (g; -; 0; 0) \) had a representative in \( Q(\sqrt{3}) \), and Magnus, [13] showed that it had a representative in \( Q \) by exhibiting an explicit rational \( 2 \times 2 \) presentation of a group with signature \( (1; 2; 0; 0) \). Millington [15] has observed that groups with any signature of the form \( (g; 2, 2, \ldots, 2, 3, 3, \ldots, 3; s; 0) \), where \( s > 0 \), exist as subgroups of the modular group and so such signatures have representatives in \( Q \). Similar results will follow from recent work of Kulkarni [2, 3, 4, 10] on characterising subgroups of finite index in a given Fuchsian group. Lehner and Newman [11, 12] have considered the cases \( (0; m_1, \ldots, m_r; s; t) \), where \( r + s + t = 3, r < 3 \).

More significantly, Takeuchi [16] uses a method of deforming a group \( \Gamma \) in its representation space to prove that the signature \( (g; 2, 2, \ldots, 2, 3, 3, \ldots, 3; 0; 0) \) has representatives in \( Q \). We will now sketch his method and indicate how it can be generalised to all signatures except those of cocompact triangle groups. Let \( \Gamma \) be a Fuchsian group with signature of the form \( (g; 2, 2, \ldots, 2, 3, 3, \ldots, 3; 0; 0) \). For a set of generators of \( \Gamma \), let \( \mathcal{H}(\Gamma) \) denote the space of homomorphisms \( \phi: \Gamma \to \text{PSL}(2, R) \) topologised by the images of the generators. The subspace \( \mathcal{H}_0(\Gamma) \) of all isomorphisms with discrete image group was proved by Weil [18] to be open in \( \mathcal{H}(\Gamma) \). Takeuchi showed that one can perturb \( \phi \in \mathcal{H}_0(\Gamma) \) such that the perturbed generators lie in \( \text{PSL}(2, Q) \). For small enough perturbations the result follows. A suitable generalisation of Weil's theorem [1] exists for all nonelementary finitely-generated Fuchsian groups. Further, Takeuchi's argument can be extended to study representatives of \( \sigma = (g; m_1, m_2, \ldots, m_r; s; t) \) in \( \text{PSL}(2, K) \), where
\[
K = Q\left(\cos \frac{\pi}{m_1}, \cos \frac{\pi}{m_2}, \ldots, \cos \frac{\pi}{m_r}\right),
\]
except in those cases corresponding to cocompact triangle groups, i.e., where \( g = s = t = 0 \) and \( r = 3 \). (For details see [17].) Takeuchi further modified his argument to show that the perturbation can be organised so that one element of the perturbed group has trace distinct from all traces in the original group. Now the Teichmüller space of \( \Gamma \), \( \mathcal{T}(\Gamma) \), is the quotient of \( \mathcal{H}_0(\Gamma) \) under conjugation by elements of PGL(2, \( R \)). If \( \mathcal{T}_K(\Gamma) \) represents the subspace corresponding to groups whose elements lie in \( \text{PSL}(2, K) \), then Takeuchi's trace argument shows that \( \mathcal{T}_Q(\Gamma) \)
is dense in $\mathcal{F}(\Gamma)$. This argument can also be extended to any finitely-generated Fuchsian group whose Teichmüller space has positive dimension (see [17]).

**Theorem 1.** If $\Gamma$ has signature $(g; m_1, m_2, \ldots, m_r; s; t)$ and is not a cocompact triangle group, then $\mathcal{F}_K(\Gamma)$ is dense in $\mathcal{F}(\Gamma)$, where

$$K = Q\left(\cos \frac{\pi}{m_1}, \cos \frac{\pi}{m_2}, \ldots, \cos \frac{\pi}{m_r}\right).$$

3. We now consider cocompact triangle groups, whose signatures $(0; l, m, n; 0; 0)$ we shorten to $(l, m, n)$. Denote the image of $X \in \text{SL}(2, R)$ in $\text{PSL}(2, R)$ by $\bar{X}$. It is clear from (1) that a group with signature $(l, m, n)$ can be generated by two elements, and we make use of the following result of Knapp [9] on such groups.

**Theorem.** A subgroup $\Gamma$ of $\text{PSL}(2, R)$ is a Fuchsian group of signature $(l, m, n)$ if and only if there exist elements $A, B \in \text{SL}(2, R)$ such that $\Gamma = \langle A, B \rangle$ and

$$\text{tr } A = -2 \cos \frac{\pi}{l}, \quad \text{tr } B = -2 \cos \frac{\pi}{m}, \quad \text{tr } AB = -2 \cos \frac{\pi}{n}.$$

**Theorem 2.** $\sigma = (l, m, n)$ has a representative in $K$, where

$$Q\left(\cos \frac{\pi}{l}, \cos \frac{\pi}{m}, \cos \frac{\pi}{n}\right) < K < R,$$

if and only if there is a solution in $K$ of the equation

$$\left(1 - \cos^2 \frac{\pi}{l}\right) x^2 + y^2 = -d,$$

where

$$d = 1 - \cos^2 \frac{\pi}{l} - \cos^2 \frac{\pi}{m} - \cos^2 \frac{\pi}{n} - 2 \cos \frac{\pi}{l} \cos \frac{\pi}{m} \cos \frac{\pi}{n}.$$

**Proof.** By conjugating in $\text{SL}(2, K)$, we can assume that

$$A = \begin{pmatrix} 0 & \lambda \\ -1/\lambda & -2 \cos(\pi/l) \end{pmatrix},$$

$$B = TCT^{-1} \text{ where } T = \begin{pmatrix} 1 & \alpha \\ 0 & 1 \end{pmatrix},$$

and

$$C = \begin{pmatrix} 0 & \mu \\ -1/\mu & -2 \cos(\pi/m) \end{pmatrix}$$

with $\alpha, \lambda, \mu \in K$ and $\lambda, \mu \neq 0$. The equation $\text{tr } AB = -2 \cos \frac{\pi}{n}$ becomes

$$\alpha^2 + 2\alpha \left(\lambda \cos \frac{\pi}{l} - \mu \cos \frac{\pi}{m}\right) + \left(\lambda^2 + \mu^2 - 2\lambda\mu \left(2 \cos \frac{\pi}{l} \cos \frac{\pi}{m} + \cos \frac{\pi}{n}\right)\right) = 0.$$

For a solution of this quadratic in $K$, its discriminant

$$4\left(\cos^2 \frac{\pi}{l} - 1\right)\lambda^2 + 8\left(\cos \frac{\pi}{l} \cos \frac{\pi}{m} + \cos \frac{\pi}{n}\right)\lambda\mu + 4\left(\cos^2 \frac{\pi}{m} - 1\right)\mu^2$$

must be a square in $K$. Completing the square and using the fact that $\mu \neq 0$, then gives equation (3).
From (2) it follows that \(1/l + 1/m + 1/n < 1\) and, hence, that \(d < 0\) (see (4) below). Thus

**Corollary.** \(\sigma = (l, m, n)\) has a representative in \(Q(\cos \pi/l, \cos \pi/m, \cos \pi/n, \sqrt{-d})\).

Since this field is an extension of degree at most 2 over the minimal possible field \(Q(\cos \pi/l, \cos \pi/m, \cos \pi/n)\), it remains to determine whether or not \(\sigma = (l, m, n)\) has a representative in this minimal possible field. Our main result is the following:

**Theorem 3.** Except for finitely many triples \((l, m, n)\), \(\sigma = (l, m, n)\) does not have a representative in \(Q(\cos \pi/l, \cos \pi/m, \cos \pi/n)\).

Suppose that \(\sigma = (l, m, n)\) did have a representative in the minimal field so that (3) has a solution \((x, y)\) there. Now \(Q(\cos \pi/l, \cos \pi/m, \cos \pi/n)\) is a Galois extension of \(Q\) and every Galois automorphism of it is a restriction of a Galois automorphism of the cyclotomic field \(Q(e^{i\pi/N})\), where \(N = \text{l.c.m.}(l, m, n)\). Thus every Galois automorphism \(\sigma\) of \(Q(\cos \pi/l, \cos \pi/m, \cos \pi/n)\) is determined by

\[
\begin{align*}
\sigma(\cos \pi/l) &= \cos \frac{s\pi}{l}, \\
\sigma(\cos \pi/m) &= \cos \frac{s\pi}{m}, \\
\sigma(\cos \pi/n) &= \cos \frac{s\pi}{n}
\end{align*}
\]

for some integer \(s\) with \((s, 2lmn) = 1\). Thus if

\[
d(x) = 1 - \cos^2 \frac{x\pi}{l} - \cos^2 \frac{x\pi}{m} - \cos^2 \frac{x\pi}{n} - 2 \cos \frac{x\pi}{l} \cos \frac{x\pi}{m} \cos \frac{x\pi}{n}, \quad x \in \mathbb{R}.
\]

Then \(\sigma(d) = d(s)\) for \(s\) with \((s, 2lmn) = 1\). Applying \(\sigma\) to equation (3) shows that

\[
\left(1 - \cos^2 \frac{s\pi}{l}\right)x_1^2 + y_1^2 = -d(s)
\]

has a solution in \(Q(\cos \pi/l, \cos \pi/m, \cos \pi/n)\) for all \(s\) such that \((s, 2lmn) = 1\). If \(d(s) > 0\), this clearly cannot have a solution in any real subfield. Thus Theorem 3 will follow once we have established

**Theorem 4.** Let \((l, m, n)\) be positive integers such that \(1/l + 1/m + 1/n < 1\). Then, except for finitely many triples \((l, m, n)\), there exists an integer \(s\) with \((s, 2lmn) = 1\) such that \(d(s) > 0\).

**4.** This section is devoted to the proof of Theorem 4. The general technique is to find an \(x \in \mathbb{R}\) such that \(d(x) > 0\) and then to argue that there exists an integer \(s\) with \((s, 2lmn) = 1\) sufficiently close to \(x\) so that \(d(s) > 0\). To obtain estimates of "sufficiently close" we use the following result.

**Lemma.** If \(\rho(n) = n^{1/\log \log n}\), then, for sufficiently large \(n\), and all integers \(l, \alpha\) with \((\alpha, l) = 1\) and \(0 < \alpha < l\), there exists in every interval of length \(l\rho(n)\) an integer \(s\) such that \(s \equiv \alpha \pmod{l}\) and \((s, n) = 1\).

**Proof.** For sufficiently large \(n\), \(\rho\) is an increasing function and so it suffices to prove the result in the cases where \((l, n) = 1\). For suppose it is true in these cases for all \(n \geq N_0\). Let \(N_1\) be such that \(\rho(N_1) \geq N_0\). Then we claim it will be true in general for all \(n \geq N_1\). For suppose \(l\) is given and \(n = n_1 n'\), where \((n', l) = 1\), and if a prime \(p\) divides \(n_1\) then it divides \(l\). So, if \(n' \geq N_0\), in any interval of length \(l\rho(n) \geq l\rho(n')\)
there exists an \( s \equiv a \pmod{l} \) with \( (s, n') = 1 \), and so \( (s, n) = 1 \). If \( n' < N_0 \), then in any interval of length \( lp(n) > l(N_1) > lN_0 > ln' \), there exists an \( s \equiv a \pmod{l} \) with \( (s, n') = 1 \), and so \( (s, n) = 1 \).

Thus, we assume \((l, n) = 1\). Let \( p_1, p_2, \ldots, p_r \) be the prime divisors of \( n \). Let \( m_i \) denote the least positive solution of \( m \equiv a \pmod{l} \) and \( m \equiv 0 \pmod{p_i} \). Similarly, let \( m_{i_1 i_2} \) denote the least positive solution of \( m \equiv a \pmod{l} \) and \( m \equiv 0 \pmod{p_i p_j} \). Furthermore, if \( f(a, l; n; x) \) denotes the number of positive integers \( m < x \) such that \( m \equiv a \pmod{l} \) and \( (m, n) = 1 \), then, by the Inclusion-Exclusion Theorem [8], for positive \( x \),

\[
f(a, l, n; x) = \left[ \frac{x - a}{l} + 1 \right] - \sum_{i} \left[ \frac{x - m_i}{lp_i} + 1 \right] + \sum_{p_i, p_j} \left[ \frac{x - m_{ij}}{lp_ip_j} + 1 \right] + \cdots + (-1)^r \left[ \frac{x - m_{12 \ldots r}}{lp_1p_2 \cdots p_r} + 1 \right]
\]

\[= \frac{x}{l} \left( 1 - \sum_{p_i} \frac{1}{p_i} + \sum_{p_i, p_j} \frac{1}{p_ip_j} + \cdots \right) + E = \frac{x \phi(n)}{l} + E,
\]

where \(|E| < 1 + r + r(r - 1)/2 + \cdots = 2^r < d(n)\) and, here, \(d(n)\) is the number of positive divisors of \( n \). Hence, in any interval of length \( t \) there are at least \( t\phi(n)/ln - 2d(n) \) integers \( s \equiv a \pmod{l} \) such that \((s, n) = 1\). In particular, in any interval of length exceeding \( 2l(n/\phi(n))d(n) \), there is at least one such integer. Now for any \( \epsilon > 0 \), the following two inequalities hold for large enough \( n \) (see e.g. [8]):

\[
d(n) < 2(1 + \epsilon)(\log n/\log \log n),
\]

\[
n/\phi(n) < (1 + \epsilon)e^{\gamma \log \log n} \quad (\gamma: \text{Euler's constant}).
\]

Thus, for large enough \( n \), we have

\[ (2n/\phi(n))d(n) < e^{\log n/\log \log n} = \rho(n). \]

It will be convenient to use the following factorisations of \( d(x) \) which are obtained from the double angle formulae.

\[
d(x) = -4 \cos \frac{\pi}{2} \left( -\frac{x}{l} + \frac{x}{m} + \frac{x}{n} \right) \cos \frac{\pi}{2} \left( \frac{x}{l} - \frac{x}{m} + \frac{x}{n} \right) \cdot \cos \frac{\pi}{2} \left( \frac{x}{l} + \frac{x}{m} - \frac{x}{n} \right) \cos \frac{\pi}{2} \left( \frac{x}{l} + \frac{x}{m} + \frac{x}{n} \right)
\]

\[= -\left( \cos \frac{x\pi}{l} + \cos x\pi \left( \frac{1}{m} - \frac{1}{n} \right) \right) \left( \cos \frac{x\pi}{l} + \cos x\pi \left( \frac{1}{m} + \frac{1}{n} \right) \right).
\]

**Proof of Theorem 4.** Assume that \( l \leq m \leq n \) and \( n \) is large enough to apply the above lemma. Let \( \rho = \rho(2n^3) \geq \rho(2lmn) \). The proof splits into several cases depending on the relative sizes of \( l, m, n \).

**Case I.** \((1/l + 1/m)^2 \leq 2/n\).

Let \( s \) be the largest integer relatively prime to \( 2lmn \) and satisfying

\[s(1/l + 1/m + 1/n) < 1,
\]

and let \( s' \) be the next integer \( > s \) also relatively prime to \( 2lmn \). From (4), \( d(s') > 0 \) if

\[s' \left( \frac{1}{l} + \frac{1}{m} + \frac{1}{n} \right) < 3 \quad \text{and} \quad s' \left( \frac{1}{l} + \frac{1}{m} - \frac{1}{n} \right) < 1.
\]
Now
\[
s'(\frac{1}{l} + \frac{1}{m} - \frac{1}{n}) < (s + \rho)(\frac{1}{l} + \frac{1}{m} - \frac{1}{n})
\]
\[
< \left(\left(\frac{1}{l} + \frac{1}{m} + \frac{1}{n}\right)^{-1} + \rho\right)(\frac{1}{l} + \frac{1}{m} - \frac{1}{n})
\]
\[
= \left(\frac{1}{l} + \frac{1}{m} + \frac{1}{n}\right)^{-1}\left(\frac{1}{l} + \frac{1}{m} - \frac{1}{n} + \rho\left(\frac{1}{l} + \frac{1}{m}\right)^2 - \frac{\rho}{n^2}\right)
\]
\[
< \left(\frac{1}{l} + \frac{1}{m} + \frac{1}{n}\right)^{-1}\left(\frac{1}{l} + \frac{1}{m} - \frac{1}{n} + \frac{2}{n}\right) = 1
\]
and
\[
s'(\frac{1}{l} + \frac{1}{m} + \frac{1}{n}) = s'(\frac{1}{l} + \frac{1}{m} - \frac{1}{n}) + \frac{2s'}{n}
\]
\[
< 1 + \frac{2}{n}(s + \rho) < 1 + \frac{2}{n}(\frac{n}{3} + \frac{n}{2}) < 3.
\]

Case II. \((1/l + 1/m)^2 \geq 2/n\rho, l\rho/m \geq 1/12, \rho/l \leq c (c a constant). For \(r \in \mathbb{Z}\) we deduce from (5) that
\[
d\left(\frac{r}{1/l + 1/m}\right) = \begin{cases} 
\left(1 - \cos \frac{rlm}{n(l + m)}\pi\right)\left(\cos \frac{rlm}{n(l + m)}\pi - \cos \frac{2rl}{l + m}\pi\right), & r \text{ odd;} \\
-\left(1 + \cos \frac{rlm}{n(l + m)}\pi\right)\left(\cos \frac{rlm}{n(l + m)}\pi + \cos \frac{2rl}{l + m}\pi\right), & r \text{ even.}
\end{cases}
\]

Now let
\[
r = \frac{n(l + m)}{lm} \cdot \frac{1}{3} + E,
\]
where \(E\) is chosen so that \(r\) is odd and \(|E| \leq 1\). Thus
\[
d\left(\frac{r + e}{1/l + 1/m}\right) = \left[1 - \cos \left(\frac{\pi}{3} + \frac{lm(E + e)}{n(l + m)}\pi\right)\right]
\]
\[
\cdot \left[\cos \left(\frac{\pi}{3} + \frac{lm(E + e)}{n(l + m)}\pi\right) - \cos \left(\frac{2n\pi}{3m} + \frac{2(E + e)l}{l + m}\pi\right)\right], \quad e \text{ even;}
\]
\[
d\left(\frac{r + \delta}{1/l + 1/m}\right) = -\left[1 + \cos \left(\frac{\pi}{3} + \frac{lm(E + \delta)}{n(l + m)}\pi\right)\right]
\]
\[
\cdot \left[\cos \left(\frac{\pi}{3} + \frac{lm(E + \delta)}{n(l + m)}\pi\right) + \cos \left(\frac{2n\pi}{3m} + \frac{2(E + \delta)l}{l + m}\pi\right)\right], \quad \delta = \pm 1;
\]
\[
d\left(\frac{2r}{1/l + 1/m}\right) = -\left[1 + \cos \left(\frac{2\pi}{3} + \frac{2lmE}{n(l + m)}\pi\right)\right]
\]
\[
\cdot \left[\cos \left(\frac{2\pi}{3} + \frac{2lmE}{n(l + m)}\pi\right) + \cos \left(\frac{4n\pi}{3m} + \frac{4El}{l + m}\pi\right)\right].
\]
The proof of Case II now splits into several subcases and we use the notation \( y_{\text{mod } 2} \) for that unique number congruent to \( y \) (mod 2) and lying in the interval \((-1, 1]\).

(I) \[
\left| \left( \frac{2n}{3m} + \frac{2El}{l + m} - 1 \right)_{\text{mod } 2} \right| \leq \frac{5}{8} \quad \text{and} \quad \frac{lm}{n(l + m)} \leq \frac{1}{48}.
\]

Then
\[
d \left( \frac{r}{1/l + 1/m} \right) \geq \left[ 1 - \cos \pi \left( \frac{1}{3} - \frac{1}{48} \right) \right] \left[ \cos \pi \left( \frac{1}{3} + \frac{1}{48} \right) - \cos \left( 1 + \frac{5}{8} \pi \right) \right]
\]
\[
= \left( 1 - \cos \frac{5\pi}{16} \right) \left( \cos \frac{17\pi}{48} - \cos \frac{18\pi}{48} \right) = d_1 > 0,
\]

(II) \[
\frac{3}{16} \leq \left| \left( \frac{2n}{3m} + \frac{2El}{l + m} \right)_{\text{mod } 2} \right| \leq \frac{3}{8} \quad \text{and} \quad \frac{lm}{n(l + m)} \leq \frac{1}{96}.
\]

Then
\[
d \left( \frac{2r}{1/l + 1/m} \right) \geq \left[ 1 + \cos \pi \left( \frac{2}{3} + \frac{1}{48} \right) \right] \left[ -\cos \pi \left( \frac{2}{3} - \frac{1}{48} \right) - \cos \frac{3\pi}{8} \right]
\]
\[
= d_1 > 0.
\]

(III) \[
\left| \left( \frac{2n}{3m} + \frac{2El}{l + m} \right)_{\text{mod } 2} \right| \leq \frac{3}{16}, \quad \frac{lm}{n(l + m)} \leq \frac{1}{96}, \quad \frac{2l}{l + m} \geq \frac{17}{24}.
\]

Choose \( \delta = \pm 1 \) so that
\[
d \left( \frac{r + \delta}{1/l + 1/m} \right) \geq \left[ 1 + \cos \pi \left( \frac{1}{3} + \frac{1}{48} \right) \right] \left[ \cos \pi \left( \frac{1}{3} - \frac{1}{48} \right) + \cos \frac{17\pi}{24} \right]
\]
\[
= \left[ 1 + \cos \frac{17\pi}{48} \right] \left[ \cos \frac{14\pi}{48} - \cos \frac{15\pi}{48} \right] = d_2 > 0.
\]

(IV) \[
\left| \left( \frac{2n}{3m} + \frac{2El}{l + m} \right)_{\text{mod } 2} \right| \leq \frac{3}{16}, \quad \frac{lm}{n(l + m)} \leq \frac{1}{9(17 + 12\rho)},
\]
\[
\frac{2l}{l + m} \leq \frac{17}{24}, \quad \frac{\rho}{m} \geq \frac{1}{12}.
\]

Thus
\[
\frac{2}{1 + 12\rho} \leq \frac{2l}{l + m} \leq \frac{17}{24}.
\]

Hence, for some even \( e \), with \( |e| \leq \frac{3}{16}(1 + 12\rho) + 2 \), we have
\[
\left| \left( \frac{2n}{3m} + \frac{2El}{l + m} + \frac{2el}{l + m} - 1 \right)_{\text{mod } 2} \right| \leq \frac{5}{8}.
\]

Further,
\[
\left| \frac{lm(E + e)}{n(l + m)} \right| < \frac{1}{9(17 + 12\rho)} \left[ \frac{3}{16} (1 + 12\rho) + 3 \right] = \frac{1}{48},
\]

so
\[
d \left( \frac{r + e}{1/l + 1/m} \right) \geq \left[ 1 - \cos \pi \left( \frac{1}{3} - \frac{1}{48} \right) \right] \left[ \cos \pi \left( \frac{1}{3} + \frac{1}{48} \right) - \cos \frac{3\pi}{8} \right] = d_1 > 0.
Thus, in (I)--(IV) we have shown that, if
\[
\frac{\ell p}{m} \geq \frac{1}{12} \quad \text{and} \quad \frac{\ell m}{n(l + m)} < \frac{1}{9(17 + 12\rho)},
\]
there exists \( x \in R \) such that \( d(x) \geq \min(d_1, d_2) = d_3 > 0 \). Now from
\[
|\cos(x + \delta x) - \cos x| = 2\left|\sin\left(\frac{x + \delta x}{2}\right)\sin\frac{\delta x}{2}\right| \leq |\delta x|,
\]
we deduce that
\[
|d(x + \delta x) - d(x)| \leq 12\pi|\delta x|/l.
\]
Since we may find \( s, (s, 2lnm) = 1 \) within \( \rho/2 \) of \( x \), it follows that \( d(s) > 0 \) if
\[
6\pi\rho/l < d_3 \quad \text{and} \quad \text{the above conditions are satisfied. Using the initial conditions, we have, for sufficiently large } n,
\]
\[
\frac{\ell m}{n(l + m)} \leq \sqrt{\frac{\rho}{2n}} < \frac{1}{9(17 + 12\rho)}.
\]
Thus the proof of Case II is completed if \( c = d_3/6\pi \).

Case III. \( lm^2p < n \).

If \( s \equiv 1 \pmod{2lm} \) then, from (4),
\[
d(s) = -4\cos\frac{\pi}{2}\left(\frac{1}{l} + \frac{1}{m} + \frac{s}{n}\right)\cos\frac{\pi}{2}\left(\frac{1}{l} - \frac{1}{m} - \frac{s}{n}\right)
\]
\[
\cdot \cos\frac{\pi}{2}\left(\frac{1}{l} + \frac{1}{m} - \frac{s}{n}\right)\cos\frac{\pi}{2}\left(\frac{1}{l} + \frac{1}{m} + \frac{s}{n}\right).
\]
Let \( s \) be the largest such integer which is relatively prime to \( n \) and for which \( 1/l + 1/m + s/n < 1 \), and let \( s' \) be the next largest such integer. Then \( d(s') > 0 \) if
\[
\frac{1}{l} + \frac{1}{m} - \frac{s + 2lm\rho}{n} > \left(\frac{1}{l} + \frac{1}{m} + \frac{s}{n}\right), \quad \frac{1}{l} - \frac{1}{m} + \frac{s + 2lm\rho}{n} < \frac{1}{l} + \frac{1}{m} + \frac{s}{n}.
\]
Since both of these are implied by \( lm^2\rho < n \), the result follows.

Case IV. \( lp/m < 1/12 \).

Let \( (m, n) = r, m = m'r, n = n'r \). By the Chinese Remainder Theorem there are rational solutions to:

(I) \( x/m \equiv \frac{1}{2} \pmod{2}, x/n \equiv \frac{1}{2} \pmod{2} \) if \( m' \equiv n' \pmod{4} \).

(II) \( x/m \equiv \frac{1}{2} \pmod{2}, x/n \equiv -\frac{1}{2} \pmod{2} \) if \( m' \equiv n' + 2 \pmod{4} \).

(III) \( x/m \equiv \frac{1}{2} \pm \epsilon/m' \pmod{2}, x/n \equiv \frac{1}{2} \pm \delta/n' \pmod{2} \) for any \( \epsilon, \delta \in Q \) such that \( \epsilon + \delta = \frac{1}{2} \) if \( m' \equiv n' \pm 1 \pmod{4} \).

The proof now splits into subcases depending on the congruence class of \( l \pmod{4} \).

(a) \( l \equiv 1 \pmod{4} \).

Now \((l + 1)/2, 2l) = 1\) and so we can choose \( s \equiv (l + 1)/2 \pmod{2l}, (s, 2lnm) = 1 \) within \( lp \) of \( x \), where \( x \) is a solution of the equations in (I), (II) or (III). For (I), \( d(s) > 0 \) if
\[
lp\left(\frac{1}{m} + \frac{1}{n}\right) < \frac{1}{2} + \frac{1}{2l} \quad \text{and} \quad lp\left(\frac{1}{m} - \frac{1}{n}\right) < \frac{1}{2} - \frac{1}{2l},
\]
by (5), and these hold if \( lp/m < 1/4 \). Likewise for (II), \( d(s) > 0 \) if
\[
lp\left(\frac{1}{m} + \frac{1}{n}\right) < \frac{1}{2} - \frac{1}{2l},
\]
which holds for \( lp/m < 1/5 \). In (III) take \( \varepsilon = 0, \delta = \frac{1}{l} \), so that \( d(s) > 0 \) if
\[
\frac{1}{2n'} + lp\left(\frac{1}{m} - \frac{1}{n}\right) < \frac{1}{2} - \frac{1}{2l} \quad \text{and} \quad \frac{1}{2n'} + lp\left(\frac{1}{m} + \frac{1}{n}\right) < \frac{1}{2} + \frac{1}{2l}.
\]
Since \( n' > 2 \), these are both satisfied for \( lp/m < 1/8 \).

(b) \( l \equiv 2 \pmod{4} \).

For \( l \neq 2 \) in Cases (I) and (II), choose \( s \equiv l/2 + 2 \pmod{2l} \), \((s, 2lmn) = 1\) within \( lp \) of \( x \), and the result follows as in (a). In Case (III) let \( \varepsilon = m'/2(m' + n') \), \( \delta = n'/2(m' + n') \) and choose \( s \equiv l/2 - 2 \pmod{2l} \), \((s, 2lmn) = 1\) within \( lp \) of \( x \), in which case \( d(s) > 0 \) if
\[
\frac{1}{m' + n'} + lp\left(\frac{1}{m} - \frac{1}{n}\right) < \frac{1}{2} + \frac{2}{l} \quad \text{and} \quad lp\left(\frac{1}{m} + \frac{1}{n}\right) < \frac{1}{2} - \frac{2}{l},
\]
which are valid if \( lp/m < 1/12 \). For \( l = 2 \) we can find an \( s \), \((s, 2mn) = 1\) within \( p/2 \) of any given \( x \), and the result follows as above.

(c) \( l = -1 \pmod{4} \).

Choosing \( s \equiv (l - 1)/2 \pmod{2l} \), \((s, 2lmn) = 1\) within \( lp \) of \( x \) a solution of (I)-(III), with, in Case (III), \( \varepsilon = m'/2(m' + n'), \delta = n'/2(m' + n') \), the result follows as before by checking the relevant inequalities.

(d) \( l \equiv 0 \pmod{4} \).

The same method works with \( \varepsilon, \delta \) as in (c) and \( s \equiv l/2 - 1 \pmod{2l} \). Case IV is thus completed.

It remains to show that Cases I–IV are sufficient to prove our theorem. Cases I, II and IV suffice unless \( l < p/c \) and \( m < 12p \cdot (p/c) \), in which case
\[
lm^2p < \frac{p}{c}\left(12p^2/c\right)^2 \rho = 144p^6/c^3 < n
\]
for sufficiently large \( n \). Thus Case III completes the proof.

5. The proof of Theorem 4 can provide explicit bounds for the number of exceptional triples \((l, m, n)\) but, because of the slow rate of growth of \( \log \log x \), these bounds are hopelessly large. The best we can do is determine all exceptional triples within certain special families of triples.

**Theorem 5.** \( \alpha = (2, m, n) \) has a representative in \( Q(\cos \frac{\pi}{m}, \cos \frac{\pi}{n}) \) if and only if \((m, n) = (4, 6), (6, 6), (6, 10) \).

**Proof.** Let \( m = 2^{k_1}m', n = 2^{k_1+k_2}n' \), where \( m', n' \) are odd and \( k_1, k_2 > 0 \).

We consider various cases:

A. \( k_2 = 0 \).

Let \( s = 2^{k_1-1}m'n' + \varepsilon \), when \( \varepsilon \in Q \) is chosen so that \((s, 2mn) = 1\). So
\[
d(s) = \sin^2 \pi \left(\frac{n'}{2} + \frac{\varepsilon}{m}\right) - \cos^2 \pi \left(\frac{m'}{2} + \frac{\varepsilon}{n}\right) = \cos^2 \frac{\varepsilon \pi}{m} - \sin^2 \frac{\varepsilon \pi}{n}.
\]

(a) \( k_1 = 0 \). Let \( \varepsilon = \pm \frac{1}{l} \). Then \( d(s) > 0 \).

(b) \( k_1 = 1 \). Let \( \varepsilon = 2 \). Then \( d(s) > 0 \) unless \((m, n) = (6, 6) \) or \((6, 10) \).

(c) \( k_1 > 1 \). Let \( \varepsilon = +1 \). Then \( d(s) > 0 \).
B. \( k_2 > 0 \).

Choose \( t \in \mathbb{Z} \) such that \( \lfloor t \rfloor = 2^{k_2 - 1} \pmod{2^{k_2 + 2}} \) and let \( s = t 2^{k_1 - 1} m'n' + \delta' \) to give

\[
d(s) = \sin^2 \pi \left( \frac{t n' + \delta'}{2m} \right) - \cos^2 \pi \left( \frac{1}{2} - \frac{1}{2^{k_2+1}} + \frac{\delta'}{n} \right) \\
= \cos^2 \frac{\delta' \pi}{m} - \cos^2 \pi \left( \frac{1}{2} - \frac{1}{2^{k_2+1}} + \frac{\delta'}{n} \right).
\]

(a) \( k_1 = 0, \delta' = \pm \frac{1}{2} \). Then \( d(s) > 0 \) if \( 1/2m < 1/2 - 1/2^{k_2+1} - 1/2n \), which holds since \( 1/m + 1/n < 1/2 \).

(b) \( k_1 = 1, \delta' = 2 \). Then \( d(s) > 0 \) if \( 2/m < 1/2 - |1/2^{k_2+1} - 2/n| \), which holds for \( m > 6 \).

For \( m = 6 \) let \( s = 3n/2 + 1 \) so that \( d(s) = \sin^2 \pi - \sin^2 \pi > 0 \) unless \( n = 4 \).

(c) \( k_1 > 1, \delta' = 1 \). Then \( d(s) > 0 \).

It remains to show that the exceptions \((2,4,6), (2,6,6), (2,6,10)\) do indeed have representatives in the minimal field. From Theorem 2 we must consider the equation \( x^2 + y^2 = -d \). For \((2,4,6)\) and \((2,6,6)\), \( d = -\frac{1}{4} \) and \( -\frac{1}{2} \), respectively, and the equations have solutions in \( \mathbb{Q} \). For \((2,6,10)\),

\[
d = -\left( \cos^2 \frac{\pi}{10} - \frac{1}{4} \right) = -\left( \frac{1 + \sqrt{5}}{4} \right)^2,
\]

so the equation has a solution in \( \mathbb{Q}(\sqrt{5}) < \mathbb{Q}\left( \cos \frac{\pi}{6}, \cos \frac{\pi}{10} \right) \).

**Theorem 6.** If \( \sigma = (l, m, n) \) with \( l, m, n \) odd, then \( \sigma \) does not have a representative in \( \mathbb{Q}(\cos \frac{\pi}{l}, \cos \frac{\pi}{m}, \cos \frac{\pi}{n}) \).

**Proof.** Let \( s = (l mn \pm 1)/2 \), where the sign is chosen so that \( (s, 2lmn) = 1 \); then

\[
d(s) \geq 1 - \sin^2 \frac{\pi}{2l} - \sin^2 \frac{\pi}{2m} - \sin^2 \frac{\pi}{2n} - 2 \sin \frac{\pi}{2l} \sin \frac{\pi}{2m} \sin \frac{\pi}{2n} \\
> 1 - 3 \sin^2 \frac{\pi}{6} - 2 \sin^3 \frac{\pi}{6} = 0.
\]

**Remark.** A more complicated argument yields that if \( \sigma = (l, m, n) \), where \( l = 2^a l' \), \( m = 2^a m' \), \( n = 2^a n' \) with \( l', m', n' \) odd and \( l, m, n > 2 \), then \( \sigma \) does not have a representative in \( \mathbb{Q}(\cos \frac{\pi}{l}, \cos \frac{\pi}{m}, \cos \frac{\pi}{n}) \) (see [17]).

Finally, for this section, we list the known "exceptional triples", i.e. triples \((l, m, n)\) for which there does not exist a Galois automorphism \( \sigma \) of \( \mathbb{Q}(\cos \frac{\pi}{l}, \cos \frac{\pi}{m}, \cos \frac{\pi}{n}) \) with \( \sigma(d) > 0 \):

\[
(2,4,6) \quad (2,6,6) \quad (2,6,10) \\
(3,4,4) \quad (3,6,6) \quad (3,10,10) \\
(4,6,12) \\
(5,6,6) \\
(6,9,18) \quad (6,10,15) \\
(14,21,42)
\]
6. As mentioned in §1, $\text{PSL}(2, R)$ can be identified with $\text{PGL}_0(2, R)$. Extending the definition of §2, the signature $\sigma$ is said to have a $\text{PGL}$-representative in $F$ if there exists a Fuchsian group $\Gamma$ with signature $\sigma$ such that $\Gamma < \text{PGL}_0(2, F) = \text{PGL}(2, F) \cap \text{PGL}_0(2, R)$. Let $P$ denote the natural map: $\text{GL}(2, R) \rightarrow \text{PGL}(2, R)$.

Any element of $\text{PGL}_0(2, F)$ is $\text{PGL}_0(2, F)$ conjugate to

$$P\begin{pmatrix} 0 & \lambda \\ -1/\lambda & \tau \end{pmatrix}.$$ 

Thus there is an $x \in R - \{0\}$ such that $\lambda x, -x/\lambda, \tau x \in F$, so $\lambda \tau, \tau^2, \lambda^2$ must lie in $F$. Thus if $\sigma = (g; m_1, m_2, \ldots, m_r; s; t)$ then $F$ must contain

$$\left\{ \cos \frac{\pi}{m_1}, \cos \frac{\pi}{m_2}, \ldots, \cos \frac{\pi}{m_r} \right\}.$$

If $\tau = 2\cos(\pi/m_i)$ then $x = 2\cos(\pi/m_i)x_i$, where $x_i \in F$. Note that any parabolic element of $\Gamma$ lying in $\text{PGL}(2, F)$ actually lies in $\text{PSL}(2, F)$, and the commutator of two elements of $\text{PGL}(2, F)$ also lies in $\text{PSL}(2, F)$. Thus if $t = 0$ in the signature $\sigma$ and $\Gamma < \text{PGL}(2, F)$, then from the long relation in (1), the product of the elliptic elements must lie in $\text{PSL}(2, F)$. Thus, with notation as above,

$$\prod_{i=1}^r \cos^2 \left( \frac{\pi}{m_i} \right)x_i^2 = 1,$$

so $\cos(\pi/m_1), \cos(\pi/m_2), \ldots, \cos(\pi/m_r)$ must also lie in the minimal field. If $\mathcal{F}_T^*(\Gamma)$ denotes the subset of $\mathcal{F}(\Gamma)$ corresponding to groups whose elements lie in $\text{PGL}_0(2, F)$, then a variation of Takeuchi’s argument gives

**Theorem 7.** If $\Gamma$ has signature $\sigma = (g; m_1, m_2, \ldots, m_r; s; t)$ and is not a cocompact triangle group, then $\mathcal{F}_T^*(\Gamma)$ is dense in $(\Gamma)$ when

$$F = \begin{cases} Q \left( \cos^2 \frac{\pi}{m_1}, \ldots, \cos^2 \frac{\pi}{m_r} \right), & t > 0, \\ Q \left( \cos^2 \frac{\pi}{m_1}, \ldots, \cos^2 \frac{\pi}{m_2}, \cos \frac{\pi}{m_1} \cdots \cos \frac{\pi}{m_r} \right), & t = 0. \end{cases}$$

Likewise, extending Theorem 2, we obtain

**Theorem 8.** $\sigma = (l, m, n)$ has a $\text{PGL}$-representative in $F$ where

$$Q \left( \cos^2 \frac{\pi}{l}, \cos^2 \frac{\pi}{m}, \cos^2 \frac{\pi}{n}, \cos \frac{\pi}{l} \cos \frac{\pi}{m} \cos \frac{\pi}{n} \right) < F < R$$

if and only if there is a solution in $F$ of the equation

$$x^2 \cos^2 \frac{\pi}{m} \left( 1 - \cos^2 \frac{\pi}{n} \right) + y^2 \cos^2 \frac{\pi}{m} \cos^2 \frac{\pi}{n} = -d,$$

where $l \leq m \leq n$.

From this it follows that we can always find a $\text{PGL}$-representative at least in a quadratic extension of the minimal $\text{PGL}$ field described in Theorem 8. Furthermore, since this minimal $\text{PGL}$ field is a subfield of the minimal $\text{PSL}$ field, Theorems 8 and 4 yield

**Theorem 9.** Except for finitely many triples $(l, m, n), \sigma = (l, m, n)$ does not have a $\text{PGL}$-representative in

$$Q \left( \cos^2 \frac{\pi}{l}, \cos^2 \frac{\pi}{m}, \cos^2 \frac{\pi}{n}, \cos \frac{\pi}{l} \cos \frac{\pi}{m} \cos \frac{\pi}{n} \right).$$
Remark 1. Theorems 5 and 8 show that for the special family of signature \( \sigma = (2, m, n) \) only \((2, 4, 6)\), \((2, 6, 6)\) \((2, 6, 10)\) could have PGL-representatives in the minimal field. However, in all three cases it can be shown, using Theorem 8, that they do not have PGL-representatives in the minimal field.

Remark 2. In [5–7] Greenberg investigated homomorphisms of triangle groups into \( \text{PSL}(2, \mathbb{C}) \) and showed that if there was a Galois automorphism \( \sigma \) of \( \mathbb{Q}(\cos \frac{\pi}{7}, \cos \frac{\pi}{m}, \cos \frac{\pi}{n}) \) such that \( \sigma(d) > 0 \), then there was an embedding of an \((l, m, n)\) triangle group into \( \text{PSU}(2, \mathbb{C}) \). Thus from Theorem 4, we deduce

**Theorem 10.** For all but a finite number of exceptions, every \((l, m, n)\) triangle group can be embedded in \( \text{PSU}(2, \mathbb{C}) \).
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