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ABSTRACT. We determine the Lie algebras of all simply transitive groups of automorphisms of a homogeneous Siegel domain $D$ as modifications of standard normal $j$-algebras. We show that the Lie algebra of all automorphisms of $D$ is a "complete isometry algebra in standard position". This implies that $D$ carries a riemannian metric $\tilde{g}$ with nonpositive sectional curvature satisfying $\text{Lie Iso}(D, \tilde{g}) = \text{Lie Aut } D$. We determine all Kähler metrics $f$ on $D$ for which the group $\text{Aut}(D, f)$ of holomorphic isometries acts transitively. We prove that in this case $\text{Aut}(D, f)$ contains a simply transitive split solvable subgroup.

The results of this paper are used to prove the fundamental conjecture for homogeneous Kähler manifolds admitting a solvable transitive group of automorphisms.

This paper is a continuation of [4]. We determine the Lie algebras of all simply transitive groups of automorphisms of a homogeneous Siegel domain $D$ and all Kähler metrics on $D$ for which the group of holomorphic isometries acts transitively.

This paper is organized as follows. In §1 we prove that the standard normal $j$-algebras of [4] are NC algebras [2] and that the Lie algebra of all automorphisms of $D$ is a complete isometry algebra in standard position in the sense of [2]. This implies that $D$ carries a riemannian metric $\tilde{g}$ with nonpositive sectional curvature satisfying $\text{Lie Iso}(D, \tilde{g}) = \text{Lie Aut } D$. In §2 we apply these results to prove that the Lie algebra of any simply transitive group of automorphisms of $D$ is a modification of a standard normal $j$-algebra. We also prove several technical results which are used in [10] to prove the fundamental conjecture of [13] for homogeneous Kähler manifolds admitting a solvable transitive group of automorphisms. In §3 we describe all homogeneous Kähler metrics on $D$. In particular we prove that each solvable Kähler algebra $(s, \{\cdot, \cdot\})$ generating a transitive group of automorphisms of a Siegel domain is a $j$-algebra and $\{x, y\} = w([jx, y])$. If $\{\cdot, \cdot\}$ is derived from the Bergman metric, this result has been proven by Koszul [17]. Moreover, for any homogeneous Kähler metric $f$ on $D$ we get a simply transitive split solvable subgroup $S$ of $\text{Aut}(D, f)$.

I would like to thank J. E. D'Attri for various helpful discussions and comments.

1. NC algebras and complete isometry algebras.

1.1. In this section we consider the normal $j$-algebra $s$ defined in [4, 12] and compare it to NC algebras in the sense of [2, 3.4]. We would like to point out that the inner product $\langle \cdot, \cdot \rangle$ on $s$ is induced from the Bergman metric.
LEMMA. $s$ is an NC algebra without flat part. The inner product on $s$ associated with the Kähler structure is admissible for the NC algebra structure.

PROOF. As usual we put $n = [s, s]$ and $a = n^\perp$. From [4, 14] we get that $a$ is abelian and acts selfadjointly on $s$ relative to the inner product $\langle \cdot, \cdot \rangle$ induced on $s$ from [4, 8]. This shows (i) and (ii) of [2, 3.4]. We choose $d_1, \ldots, d_r$ to be a complete set of primitive orthogonal idempotents as in [4, 1]. We choose real numbers $\beta_1 > \beta_2 > \cdots > \beta_r$ and set $h_0 = \sum_{i=1}^r \beta_i d_i$. Then $h_0 \in L$ and $X_{-1}[h_0] \in s_{-1}$; hence $H_0 = jX_{-1}[h_0] \in a$ by [4, 13, 14]. From (15) and (16) of [4] we get $\alpha(H_0) > 0$ for all roots $\alpha$. This proves (iii) of [2, 3.4]. The condition (iv) of loc. cit. is void because $a$ has not the root $0$ on $n$. To verify the last condition (v) of loc. cit. we note that $\eta_0^\perp$ is clearly $a$-invariant. Therefore the orthogonal complement $n_0^\perp$ of $\eta_0$ in $n_0$ is also $a$-invariant. This shows that $s$ is an NC algebra. Moreover, from the above it also follows immediately that $\langle \cdot, \cdot \rangle$ is admissible in the sense of [2, 3.7]. Finally, from their definition it follows here that $a_0$ and $n_0$ of [2, 4.3] vanish. This shows that $s$ has no flat part.

1.2. Next we consider a basic isometry algebra in the sense of [2, 5.2]. The Lie algebras $\mathfrak{h}_{ss}$ and $s_r$ are defined in [4, 21].

LEMMA. $\mathfrak{h}_{ss} + s_r$ is a basic isometry algebra.

PROOF. We define $s_{ss}$ as in [4, 21] and have from [4, 31] that $s_{ss}$ is an Iwasawa subalgebra of $\mathfrak{h}_{ss}$. From the remark after [4, 21] we get that $\mathfrak{h}_{ss}$ is semisimple and has no compact ideal. This verifies [2, 5.2(i)]. From [4, 23] we know $s = s_{ss} + s_r$ and the Lemma in §1.1 shows that $s$ is an NC algebra without flat part. This verifies [2, 5.2(ii)]. It now suffices to show that $\mathfrak{h}_{ss} + s_r$ is a Lie algebra with radical $s_r$. We only have to prove $[\mathfrak{h}_{ss}, s_r] \subset s_r$. Now [8, I, Corollary 8.3] shows that it suffices to prove $[\mathfrak{h}_{ss}, L(\text{center}(X \oplus P))] = 0$. This follows from the fact that $L(\text{center}(X \oplus P)) \subset Z_1$ by [8, I, Theorem 4.12] and $[g, g] \cap \text{rad } g \subset n^\perp + \tau_{-1} + \tau_{-1/2} \subset s_r$ by standard results about Lie algebras [3, §5.3], where $g$ is defined at the beginning of [4, §1]. This proves the assertion.

1.3. Eventually we will prove that $g$ is a complete isometry algebra in standard position. One of the conditions that has to be verified is

LEMMA. $\mathfrak{h}_{ss} + s_r$ is a nonexceptional basic isometry algebra.

PROOF. Assume the algebra would be exceptional. Then by [2, 7.6] we have $[\mathfrak{h}_{ss}, s_r] = 0$, $[s_r, s_r]$ has codimension 1 in $s_r$, and there is $H_0 \in s_r$ satisfying $\text{ad } H_0|_{[s_r, s_r]} = \text{Id}$. In particular we have $[g''', s_r] = 0$, where $g'''$ is defined in [4, 17]. We know $e' \in L' = P_1$, where $X_{-1}[e'] \in g''''_1$ and $jX_{-1}[e'] = (T(e'), T(e')) \in g''''_1$. Hence $[jX_{-1}[e'], n^\perp] = 0$ implies $e' \mathfrak{L}_{ij} = 0$ for $j \neq 1$. This implies that the homogeneous Siegel domain $D$ is the product of the symmetric domain $D'$ introduced before (17) of [4] and a homogeneous Siegel domain $D^*$ having only affine infinitesimal automorphisms. Next we consider $q$ as defined after [4, 19]. We know $q \subset \mathfrak{h}_{ss}$ by the definition of $\mathfrak{h}_{ss}$. Hence $[q, s_r] = 0$. We know $L(x), \frac{1}{2} \phi(x) \in q$ for all $x \in L_{11} + \cdots + L_{0q}^0 = \hat{L}$ which are orthogonal to the center of $\hat{L}$. This follows from [8, Theorem 4.12]. Our condition implies $x_{ii} \mathfrak{L}_{ij} = 0$ for all $i \neq j$ and $x_{ii}$ as above because $[(L(x)), \frac{1}{2} \phi(x_{ii})], X_{-1}[y_{ij}] = 0$ and $X_{-1}[y_{ij}] \in \tau_{-1}$ by [8, Theorem 8.1]. Let $\mathcal{D}_i$ denote the simple summands of $\hat{L}$. If $\mathcal{D}_i \subset L_{ii}$ and $\mathcal{D}_i \mathfrak{L}_{ij} = 0$ for all $j \neq i$, then $\mathcal{D}_i$ is a direct summand of $\mathcal{L}$ and, by the definition of $\mathfrak{L}_{ij}$, would
be contained in $L_{qq}$. It would even be a part of $L'$. Hence such a $D$ does not exist in $\hat{L}$. On the other hand $\{x_{ii} \in L_{ii}; x_{ii} = 0 \text{ for } i \neq j\}$ is an ideal of $L_{ii}$. This proves that this ideal is 0. In particular, there does not exist an element in $\hat{L}$ orthogonal to its center. Therefore $\hat{L}$ is associative. Next we exploit the assumption that $[s_r, s_r]$ has codimension 1 in $s_r$. From the definition of $s_r$ in [8, 21] we derive that the center of $X \oplus P_i$ has codimension 1. This implies $q = 1$ and $\hat{L} = L_{qq}^0 \cong \mathbb{R}$ or $q = 2$ and $\hat{L} = L_{11} \cong \mathbb{R}$. The second case is impossible because we have shown above $c' L_{12} = 0$. But in the first case we see that $D^*$ is quasi-symmetric because the corresponding algebra is $L_{11}^0 \cong \mathbb{R}$. Moreover, because this algebra is one dimensional, $D^*$ is even symmetric (note that [8, II, Theorem 3.3(3)] is obviously satisfied). Therefore $D$ is symmetric and $s_r = s \cap \text{rad } g = 0$. This is a contradiction and the lemma is proven.

1.4. In this section we show that the theory of bounded homogeneous domains fits into the larger frame of homogeneous riemannian manifolds with nonpositive curvature.

**Theorem.** $g = h_{ss} + t_a + s_r$ is a complete isometry algebra in standard position.

**Proof.** By [2, 7.6] $g$ is a complete isometry algebra if $g$ has a stabilizer presentation for $(h_{ss}, t_a, s_r, \langle \cdot, \cdot \rangle)$ with $h_{ss} + s_r$ a nonexceptional basic isometry algebra. The last condition was just verified. Hence it suffices to prove the stabilizer presentation property. We have to verify the conditions (i)-(iv) of [2, 7.4]. We know that $h_{ss} + s_r$ is a basic isometry algebra. Hence it suffices to prove that $s_r$ is an ideal in $g$. We only have to show $[t_a, s_r] \subset s_r$. But this is clear because $t_a$ acts linearly on $L$, leaves all $L_{ij}$ invariant and annihilates $X$. Hence (i). To verify (ii) we have to show that $\langle \cdot, \cdot \rangle$ on $s_r$ is $(h_{ss}, \Theta)$-admissible for some Cartan involution $\Theta$ of $h_{ss}$. But (19) and (24) of [4] define a Cartan involution $\Theta$ of $h_{ss}$. We have to verify the conditions of [2, 7.2]. The first condition is satisfied because of [4, 29] and the fact that $L(\text{center}(X \oplus P_i))$ commutes with $h_{ss} = g'' + q$. The second condition is just the lemma of [4, §1]. The third condition is in our case equivalent to $[h_{ss} + a_r, n] \subset n$. But for $a_r \subset a$ this is clear and for $h_{ss}$ it follows from the fact $[h_{ss}, n] \subset n$ which has been mentioned in [2, 7.2].

To verify the last condition we only have to note that $a_r$ acts selfadjointly relative to $\langle \cdot, \cdot \rangle$ on $s_r$. Hence $\langle \cdot, \cdot \rangle$ is $(h_{ss}, \Theta)$-admissible.

We continue by considering (iii) of [2, 7.4]. We have to prove that $t_a$ equals the set $u$ of skew-adjoint derivations of $s_r$ which commute with $ad h_{ss}|s_r$. From the definition of $t_a$ it is clear that it acts on $s_r$ by skew-adjoint derivations. Also from the definition of $t_a$ one easily derives that $t_a$ commutes with $g''$ and $q$. Hence $t_a \subset u$. Now let $X \in u$. We know that each element of $a$ is the sum of an element of $h_{ss}$ and an element of $a_r$. By assumption, $X$ commutes with $ad h_{ss}|s_r$. It is easy to see that $s_r$ is an NC algebra without flat part. Hence we can apply [2, Lemma 5.5] and see that $X a_r = 0$. Hence $X$ commutes with the action of $a_r$ on $s_r$. Altogether $X$ commutes with the action of $a$ on $s_r$. Therefore $X$ leaves invariant the root spaces of $a$ in $s_r$. In particular, $X$ leaves invariant each of the subspaces $B_{ij}$ contained in $r_{-1}$ and each of the subspaces $\phi(d_j) U$, $d_j \notin P_i$. We define an endomorphism $(Y, Y')$ on $L \oplus U$ via the action of $X$ on $g_{-1} \oplus g_{-1/2}$, where we extend $X$ from $r_{-1} \oplus r_{-1/2}$ by setting it equal to 0 on the orthogonal complement. It is easy to see that $(Y, Y')$ leaves $L$ and $U$ invariant, is skew-adjoint
on $L \oplus \mathcal{U}$ and annihilates $P_1 \oplus P_{1/2}$. Moreover, from $[\text{ad}(h_{ss} + a_r)|s_r, X] = 0$ one gets $[\{Y, \hat{Y}\}, (L(x), \frac{1}{2}\phi(x))] = 0$ for all $x \in \mathcal{X}$. In particular, we have $0 = [Y, L(X)]$ for all $x \in \mathcal{X}$. Applying this to the identity $e \in \mathcal{X}$ we get $0 = Yx - xYe$ for all $x \in \mathcal{X}$. One knows that $RX_{-1}(d_l)$ is a root space for $a$ in $g_{-1}$. Hence $Yd_l \in R_{d_l}$ for all $l$. But $Y$ is skew-adjoint, whence $Yd_l = 0$. We know that $e$ is the sum of all $d_l$. Hence $Ye = 0$ and $Y \mathcal{X} = 0$ follows. Let $b \in \mathcal{X}^+; \text{ then } X_{-1}[b] \in \tau_1$ and $jX_{-1}[b] = (T(b), \hat{T}(b)) \in s_r$. Hence we also have $XjX_{-1}[b] \in s_r$. Because $X$ leaves invariant $g_0 \cap s_r$ and annihilates $a_r$ we get $XjX_{-1}[b] = jX_{-1}[f]$ with some $f \in L$ such that $X_{-1}[f] \in \tau_1$. Therefore

$$-X_{-1}[f] = [jX_{-1}[f]], X_{-1}[e]] = [XjX_{-1}[b], X_{-1}[e]]$$

$$= X[jX_{-1}[b], X_{-1}[e]] - [jX_{-1}[b], XX_{-1}[e]]$$

$$= -XX_{-1}[b] - [jX_{-1}[b], X_{-1}[Ye]] = -XX_{-1}[b].$$

This shows $Xjz = jXz$ for all $z \in \tau_1$. Next we want to prove $Yiu = iYu$ for all $u \in \mathcal{U}$. It suffices to verify this for $u \in \mathcal{U}_i = \phi(d_i)\mathcal{U}$. We write $\hat{Y} = A + B$, where $A$ is $C$-linear and $B$ is $C$-antilinear. For $u, w \in \mathcal{U}_i$ we know $[X_{-1/2}[u], X_{-1/2}[w]] = -4X_{-1} \text{Im } F(u, w)$, where $F(u, w) \in Cd_i$. Therefore $X$ annihilates this commutator. Evaluating the fact that $X$ is a derivative yields $\text{Im } F(\hat{Y}u, w) + \text{Im } F(u, \hat{Y}w) = 0$. Replacing $u$ by $iu$ gives $0 = \text{Re } F(Au, w) - \text{Re } F(Bu, w) + \text{Re } F(u, \hat{Y}w)$. On the other hand, substituting $iw$ for $w$ we get $0 = -\text{Re } F(\hat{Y}u, w) - \text{Re } F(u, Aw) + \text{Re } F(Bu, w)$. By a comparison of the last two equations we obtain $\text{Re } F(Bu, w) = -\text{Im } F(u, \hat{Y}w)$. Multiplying an argument with $i$ yields $\text{Im } F(Bu, w) = -\text{Im } F(u, \hat{Y}w)$. Hence $F(Bu, w) = F(u, \hat{Y}w) = F(Bw, u)$. We use $\rho$ as defined in [4] preceding (1) and get $\rho(Bu, w) = \sigma(F(Bu, w), e) = \sigma(F(Bw, u)) = \rho(Bw, u)$. We know that $\hat{Y}$ is skew-adjoint relative to $\rho$, therefore $B$ is skew-adjoint relative to $\rho$ and we get $\rho(Bu, w) = -\rho(w, Bu) = -\rho(Bu, w)$. Hence $\text{Re } \rho(Bu, w) = -\text{Re } \rho(Bu, w)$ whence $\rho(Bu, w) = 0$. This implies $B = 0$ and $\hat{Y}$ is $C$-linear. A straightforward evaluation of $X[F_{-1/2}, G_{-1/2}] = [XF_{-1/2}, G_{-1/2}] + [F_{-1/2}, XG_{-1/2}]$ yields $YF(u, w) = F(\hat{Y}u, w) + F(u, \hat{Y}w)$ for all $u, w \in \mathcal{U}_i$. To prove $(Y, \hat{Y}) \in t_{\mathcal{E}}$ it now suffices to show that $Y$ is an infinitesimal automorphism of the cone $\Omega$ associated with $D$. Using the inductive construction of cones [5, 6, 7] we see that, because $Y \mathcal{X} = 0$, it suffices to show that $Y$ is a derivation of each of the algebras $L(r)$, where this is the mutation of the algebra $L(r)$ of the algebra $L(r)$, where this is the mutation of the algebra $L(r)$, where this is the mutation of the algebra $L(r)$, where this is the mutation of the algebra $L(r)$, where this is the mutation of the algebra $L(r)$. We have only to consider expressions of type $L_e, (x_{rn})y_{rm}$, where $n, m < r$, because $Y$ commutes with $L(\mathcal{X})$. We note that $L_e, (x_{rn})$ is the $L$-component of $fX_{-1}[x_{rn}]$. Hence

$$X_{-1}[YLe, (x_{rn})y_{rm}] = XX_{-1}[L_e, (x_{rn})y_{rm}] = X[jX_{-1}[x_{rn}], X_{-1}[y_{rm}]]$$

where we have used that all vector fields are contained in $s_r$ and that $X$ is a derivation of $s_r$ which commutes with $j$. Rewriting the right-hand side shows that $Y$ is a derivation of the algebras under consideration. This finishes the proof that $X$ is contained in $t_\mathcal{E}$. Hence we have verified (iii) of [2, 7.4]. The last remaining condition there is $[h_{ss}, t_\mathcal{A}] = 0$ and that the sum $h_{ss} + t_\mathcal{A} + s_r$ is a direct sum of vector spaces.

Using the definitions of the summands both properties are easily verified. This finishes the proof that $(h_{ss}, t_\mathcal{A}, s_r, \langle \cdot, \cdot \rangle)$ is a stabilizer presentation of $g$. Finally, we
have to prove that the complete isometry algebra \( g \) is in standard position. But \( \text{trace}_{a_r}(D \text{ad} a) = 0 \) for all skew-symmetric derivations \( D \) of \( s_r \) and \( a \in a_r \) because \( \text{ad} a|s_r \) is selfadjoint.

1.5. In this section we check \( (\cdot, \cdot) \) for the various properties discussed in [2, 8.2, pp. 74, 75].

We note that \( s = s_{ss} + s_r \) and \( s_{ss} \) and \( s_r \) are orthogonal. Thus (i) is satisfied. We have shown in the proof of the theorem in §1.4 that \( (\cdot, \cdot) \) is \((\Theta, s_{ss})\)-admissible. Hence (iii) and (iii)' are satisfied. We can also verify (iv)'. Because \( \text{ad} a_r|s_r \) is selfadjoint it suffices to prove that \( N(H) \) as defined in [2, 8.2(8)] is positive semidefinite for all \( H \in a_r \). We have \( N(H) = (\text{ad} H|s_r)^2 \) whence \( N(H) \geq 0 \).

From this it also follows that \( \sigma(H) \) and \( N(H) \) are in general not positive definite. One can also check that the roots of \( a_r \) in \( s_r \) are not acute (only satisfy \( \geq 0 \)). Hence (iv) is not satisfied. We also note that (ii) is not satisfied in general. However, splitting \( h_{ss} \) into simple summands and decomposing \( s_{ss} \) accordingly we get that \( (\cdot, \cdot) \) coincides—up to a positive factor—on each summand with \( B_1(\frac{1}{2}(X-\Theta X), \frac{1}{2}(Y-\Theta Y)) \), where \( B_1 \) denotes the Killing form of \( h_{ss} \). By a remark in [2, 8.2] the use of such an inner product induces "only trivial modifications" in the results of [2, §8]. So [2, Lemma 8.4] is still true (see the remark at the end of [4, §2] and the remark after the proof of Theorem 1 of [4]). It is unclear, however, how far Proposition 8.5 of [2] still holds.

This means that there is no simple constructive way to deform \( (\cdot, \cdot) \) to yield a metric with nonpositive sectional curvature. However, as shown in [1] and also in [2, §9], there is some way to obtain such a metric.

2. Simply transitive groups on bounded homogeneous domains. We retain the notation of §1. In particular \( D \) is a homogeneous Siegel domain (= h.S.d.) and \( s \) a standard normal \( j \)-algebra. Let \( \tilde{g} \) denote any riemannian metric on \( D \); then \( \text{Iso}(D, \tilde{g}) \) denotes the group of isometries of \( D \) relative to \( \tilde{g} \). For a group \( G \), by \( G^0 \) we denote its connected component. By \( g \) we denote, as in [4], the Lie algebra of all infinitesimal automorphisms of \( D \).

2.1. The following result is fundamental for later proofs.

**Theorem 1.** There exists a riemannian metric \( \tilde{g} \) on \( D \) which yields nonpositive sectional curvature and satisfies \( \text{Lie} \text{Iso}(D, \tilde{g}) = g \).

**Proof.** We know that \( (h_{ss}, t_a, s_r, (\cdot, \cdot)) \) is a standard position stabilizer presentation of the complete isometry algebra \( g \) by the results of §1. Now the proof of [2, Theorem 9.3] shows that one can change \( (\cdot, \cdot) \) on \( s_r \) and extend it to \( s_{ss} \) so that for the resulting riemannian metric \( \tilde{g} \) on \( D \) we have \( \text{Lie} \text{Iso}(D, \tilde{g}) = g \). Because we started with a Lie algebra of complete vector fields on \( D \) we even have equality.

**Lemma 2.** Let \( D \) be a h.S.d. and \( S \) a connected and transitive Lie group of automorphisms of \( D \). Then \( S \) contains a connected solvable and simply transitive subgroup \( S' \) which is closed in \( S \) and the isotropy subgroup \( K_p \) of \( S \) is maximal compact in \( S \) for any point \( p \in D \). If \( S \) is solvable, then \( K_p \) is commutative.

**Proof.** We choose \( \tilde{g} \) as in the theorem above. Then \( S \subset \text{Iso}(D, \tilde{g}) \). Now the assertion follows from [1, Proposition 2.5].

A Kähler metric \( f \) on a complex manifold \( M \) is called homogeneous if the group \( \text{Aut}(M, f) \) of biholomorphic isometries acts transitively on \( M \).
Lemma 3. Let $D$ be a h.S.d. and $f$ a homogeneous Kähler metric on $D$. Then there exists a connected, closed solvable subgroup $\tilde{S} \subset \text{Aut}(D, f)$ which acts simply transitive on $D$.

Proof. We choose $\tilde{g}$ as in the theorem. Then $[\text{Aut}(D, f)]^0 \subset [\text{Aut}D]^0 = [\text{Iso}(D, \tilde{g})]^0$ and the assertion follows by Lemma 2.

Remark. Let $\mathfrak{s}$ be our standard normal j-algebra as above. By Theorem 1, $(D, \tilde{g})$ is a “solvmanifold with negative curvature.” From [2, 6.4] we get the notion of “standard position” of $S = \exp \mathfrak{s}$. By [2, 6.12] $S$ is in standard position iff $\text{trac}(E \text{ad}_s H) = 0$ for all $H \in \mathfrak{a}$ and all skew-adjoint derivations $E$ of $\mathfrak{s}$. Because $\text{ad}_s H$ is semisimple with real eigenvalues and commutes with $E$ this condition is satisfied for $S$. Hence $S$ is in standard position.

We would like to point out that in the proof of [2, 6.12] the sentence “From Corollary 2.13, (14) is equivalent to (15) $B(\mathfrak{m}, \mathfrak{a}) = 0$.” seems to be inconclusive to us. However, it is not hard to fill this gap.

2.2. The following results are mostly consequences of the theorem in 1.4. They will be used in [10].

We will call a solvable Lie algebra $s$ together with an inner product $\{\cdot, \cdot\}$ and an orthogonal endomorphism $J$ a solvable Kähler algebra if

\begin{align}
(2.1) & \quad J^2 = -\text{Id}, \\
(2.2) & \quad [Jx, Jy] = J[Jx, y] + J[x, Jy] + [x, y], \quad x, y \in \tilde{\mathfrak{s}}; \\
(2.3) & \quad \{[x, y], Jz\} + \{[y, z], Jx\} + \{[z, x], Jy\} = 0, \quad x, y, z \in \tilde{\mathfrak{s}}.
\end{align}

These axioms are what remains of the axioms of [14, part II, §1] when the isotropy algebra vanishes (see also [14, part II, §4]).

For the notion of a normal j-algebra we refer to [16].

Lemma 1. Let $(\tilde{s}, \{\cdot, \cdot\}, J)$ be a solvable Kähler algebra which generates a simply transitive group of automorphisms of a h.S.d. Then $\tilde{s}$ is the modification in the sense of [2, 6.2] of a normal j-algebra.

Proof. We choose $\tilde{g}$ as in Theorem 1 in §2.1. and denote by $\tilde{S}$ the connected simply transitive group on $D$ generated by $\tilde{s}$. Then $\tilde{S} \subset G^0$, where $G = \text{Iso}(D, \tilde{g})$. Moreover, $\tilde{S}$ is closed in $G^0$: let $g_n \in \tilde{S}$ converge to $g \in G$. We fix a point $p \in D$ and find $h \in \tilde{S}$ so that $g(p) = h(p)$. Then $h^{-1}g_n$ converges to $h^{-1}g$ which fixes $p$. But this implies that $h^{-1}g_n(p)$ converges to $p$. Using the canonical isomorphism from $\tilde{S}$ to $D$ we get that $h^{-1}g_n$ converges to $\text{id} \in \tilde{S}$. Hence $g_n$ converges to $h$ and $h = g \in \tilde{S}$. Now we can apply [2, Theorem 6.7] and get a unique subgroup $\tilde{S}^\prime$ of $G^0$ in standard position so that $\tilde{S}$ is a modification of $\tilde{S}^\prime$ (in the sense of [2]).

We use [2, Corollary 6.10] and see that $\tilde{S}^\prime$ is conjugate to $S$, the simply transitive Lie group on $D$ which is generated by our standard normal j-algebra, by an inner automorphism of $G^0$. Hence $\tilde{s}^\prime = \text{Lie} \tilde{S}^\prime$ is a normal j-algebra and the assertion is proven.

We continue to use the notation of the proof above. We may assume $\tilde{s}^\prime = S$, whence $\tilde{s}^\prime = \mathfrak{s}$. Hence $\tilde{S}$ is a modification of $S$. By [2, 6.2] this is equivalent to $\tilde{s} = \text{Lie} \tilde{S} = \{x + \psi(x); x \in \mathfrak{s}\}$, where $\psi: \mathfrak{s} \to (\text{norm}_\mathfrak{s}) \cap \mathfrak{t}$ is a homomorphism of
Lie algebras. Here \( \text{norm}_g s \) is the normalizer of \( s \) in \( g \) and \( \mathfrak{k} \) is the Lie algebra of any maximal compact subgroup of \( G \). We will assume that this group is the stabilizer of the point \( ie \), where \( e \) is the identity of \( \mathcal{L} \) as in §1.

Under these assumptions we prove

**Lemma 2.** \( \text{norm}_g s \cap \mathfrak{k}_{ie} = \mathfrak{k}_a + \{(T, \hat{T}) \in \mathfrak{h}_{ss}; Td_r = 0 \text{ for all } r\} \).

**Proof.** Let \( X \in \mathfrak{w} = \text{norm}_g s \cap \mathfrak{k}_{ie} \). We write \( X = X_{-1} + X_{-1/2} + X_0 + X_{1/2} + X_1 \) according to the splitting of \( g \). We know that \( g_{-1} \) and \( g_{-1/2} \) are contained in \( s \). Hence we can assume \( X_\lambda = 0 \) for \( \lambda = -1, -\frac{1}{2} \). On the other hand \( (L(e), \frac{1}{2} \phi(e)) \in s \cap \mathfrak{g}_0 \); now a straightforward computation shows \( X_{1/2} = 0 \) and \( X_1 = 0 \). Hence we get \( X \in \mathfrak{g}_0 \). From \( s = s_{ss} + s_r \) an easy computation shows \( \mathfrak{t}_a \subset \mathfrak{w} \). Therefore we only have to consider \( X = (T, \hat{T}) \in \mathfrak{h}_{ss} \cap \mathfrak{w} \). Because \( X \in \mathfrak{k}_{ie} \) we know that \( X \) is skew-adjoint as an endomorphism on \( \mathcal{L} \oplus \mathcal{U} \). Now it is easy to verify that \( X \) is a skew-adjoint derivation of \( s \). Because \( s \) is, by the lemma in §1.1, an NC algebra without flat part we can apply [2, Lemma 5.5] and obtain that \( X \) annihilates \( \mathfrak{a} \). But this implies \( Td_r = 0 \) for all \( r \). This proves that \( \mathfrak{w} \) is contained in the right-hand side of the assertion. The opposite inclusion follows by a straightforward computation. We reformulate the above results so that they can be applied in [10].

**Lemma 3.** The map \( D: s \to \text{Der } s, x \mapsto \text{ad } \psi(x)|s \) has the following properties:

\[
D(x) \text{ is skew-adjoint relative to } \langle \cdot, \cdot \rangle,
\]

\[
[D(x), j] = 0, \quad x \in s,
\]

\[
[D(x), D(y)] = 0, \quad x, y \in s,
\]

\[
D(x)\mathfrak{a} = 0, \quad x \in s.
\]

**Proof.** It is clear that \( \text{ad } \psi(x)|s \) is a derivation of \( s \). In the proof of Lemma 2 we have mentioned that it acts skew-adjoint on \( s \). From [2, 6.1] we know that \( \psi \) is a homomorphism from \( s \) into \( \text{norm}_g s \cap \mathfrak{k}_{ie} \). Hence \( \{\text{ad } \psi(x)|s; x \in s\} \) is a solvable Lie algebra. On the other hand this Lie algebra consists of skew-adjoint endomorphisms. This proves (2.6). Because \( \psi \) is a homomorphism, (2.7) follows from (2.6). Finally, (2.8) was shown in the proof of Lemma 2. Hence it remains to prove (2.5). But \( \psi(x) = (T, \hat{T}) \in \{(R, \hat{R}) \in \mathfrak{g}_0; Rd_r = 0 \text{ for all } r\} \). We know that \( \psi(x) \) commutes with \( (0, \text{Id}) \in \mathfrak{g}_0 \); this implies that \( D(x) \) commutes with \( j \) on \( s_{-1/2} \). For \( x_{nm} \in \mathcal{L}_{nm} \) we have \( jx_{nm} = (T(x_{nm}), \hat{T}(x_{nm})) \) by [4, 13], where the right-hand side is defined in [4, 10]. Now a straightforward calculation shows \( \text{ad } \psi(x)_jx_{nm} = jTx_{nm} = j \text{ad } \psi(x)x_{nm} \). This proves (2.5).

**Remarks.** (1) Note that (2.8) implies \( D(x)s \subset [s, s] \) whence \( D(D(x)y) = 0 \) for all \( x, y \in s \).

(2) Lemmas 1 and 3 show that \( (\tilde{s}, \langle \cdot, \cdot \rangle, j) \) is a modification of \( (s, \langle \cdot, \cdot \rangle, j) \) in the sense of [10, 3.1].

(3) We will continue our study of solvable Kähler algebras in §3. First we determine the possible inner products \( \langle \cdot, \cdot \rangle \) on \( \tilde{s} \).
3. Homogeneous Kähler metrics.

3.1. Let $\tilde{f}$ be a homogeneous Kähler metric on a h.s.d. $D$. Then there exists a group $\tilde{\mathcal{S}} \subset \text{Aut}(D, f)$ which acts simply transitive on $D$ by Lemma 3 of §2.1. We choose a base point $i \epsilon \in D$ and induce the inner product $\langle \cdot, \cdot \rangle$ on $\tilde{s} = \text{Lie} \tilde{\mathcal{S}}$ from $f$ via the canonical isomorphism. Analogously we define the operator $j$ on $\tilde{s}$. Thus we get a solvable Kähler algebra $(\tilde{s}, \langle \cdot, \cdot \rangle, j)$. The Lie product in $\tilde{s}$ is denoted by $\langle \cdot, \cdot \rangle$. By Lemma 1 of §2.2 we know that $\tilde{s}$ is a modification of a normal $j$-algebra $s$. We will show below that the endomorphisms $D(x)$ of Lemma 3 of §2.2 are also skew-adjoint relative to $\langle \cdot, \cdot \rangle$. Let $a$ be the orthogonal complement of $[s, s]$ in $s$ relative to $\langle \cdot, \cdot \rangle$ (as usual). We consider the adjoint action of $a$ in the Lie algebra $\tilde{s}$. Because $D(x)a = 0$ we see that $a \subset \tilde{s}$ leaves the weight spaces of $a \subset s$ in $s$ invariant. By [4, §1] we know that the weights in $s$ are $0, \varepsilon_k, \frac{1}{2}(\varepsilon_k - \varepsilon_l)$ and $\frac{1}{2}(\varepsilon_k + \varepsilon_l)$. Moreover, $j$ acts on the weights and maps $\varepsilon_k$ to $0, \frac{1}{2}\varepsilon_k$ to $\frac{1}{2}\varepsilon_k$ and $\frac{1}{2}(\varepsilon_k - \varepsilon_l)$ to $\frac{1}{2}(\varepsilon_k + \varepsilon_l)$. We put $\tilde{s}_{kl} = \tilde{s}(\varepsilon_k + \varepsilon_l)/2$, $k < l$, $\tilde{s}_{kk} = \tilde{s}_{\varepsilon_k/2}$, $j\tilde{s}_{kl} = \tilde{s}(\varepsilon_k - \varepsilon_l)/2$, $\tilde{s}_{0k} = \tilde{s}_{\varepsilon_k/2}$ and $\tilde{s}_{00} = a$. We consider the skew form $\rho(x, y) = \{x, jy\}$ on $\tilde{s}$. From [14, part III, Lemma 9] we know

\[
\frac{d}{dt} \rho(e^{t \text{ad} a}u, e^{t \text{ad} a}v) = \rho(a, e^{t \text{ad} a}(u, v)) \quad \text{for } a, u, v \in \tilde{s}.
\]

Here $\text{ad}$ denotes the left multiplication in $\tilde{s}$.

3.2. We retain the notation of §3.1 and prove the following important technical result.

THEOREM. The weight spaces of $a$ in $\tilde{s}$ are orthogonal relative to $\langle \cdot, \cdot \rangle$ and all $D(x)$ are skew-adjoint relative to $\langle \cdot, \cdot \rangle$.

PROOF. We note that $\tilde{s}_{kk}$ is one dimensional and for some generator $c_k$ we have $[j c_k, c_k] = c_k$ in $s$. But $D(x)$ is skew-adjoint relative to $\langle \cdot, \cdot \rangle$ and leaves $\tilde{s}_{\varepsilon_k}$ invariant. Hence $D(x)c_k = 0$ for all $k$ and $x$.

Let $s = \sum_k c_k$ be the principal idempotent of $s$. Then $\text{ad} j s$ has eigenvalues with real part $0, \frac{1}{2}, 1$. We put $\tilde{s} = \tilde{s}_0 + \tilde{s}_{1/2} + \tilde{s}_1$. Then $j\tilde{s}_\lambda = \tilde{s}_{1-\lambda}$ and we claim

1. $\tilde{s}_\lambda$ and $\tilde{s}_\mu$ are orthogonal relative to $\langle \cdot, \cdot \rangle$ if $\lambda \neq \mu$.

We use $\langle \cdot, \cdot \rangle$ for $u \in \tilde{s}_1$ and $v \in \tilde{s}_{1/2} + \tilde{s}_1$. Then $(u, v) = [u, v] = 0$ whence $\rho(e^{t \text{ad} j s}u, e^{t \text{ad} j s}v) = \rho(u, v)$. However, the left-hand side grows in $t$ at least like $e^t$, therefore $\rho(u, v) = 0$. This implies $\{\tilde{s}_1, j(\tilde{s}_{1/2} + \tilde{s}_1)\} = 0$. From this (1) easily follows.

Because $\langle \cdot, \cdot \rangle$ is invariant under $j$ we only have to consider the weight spaces contained in $\tilde{s}_{1/2}$ and in $\tilde{s}_1$.

2. $\tilde{s}_{kk}$ is orthogonal to $\tilde{s}_{nm}$ relative to $\langle \cdot, \cdot \rangle$ if $n \neq m$ or $n = m \neq k$.

In case $k \neq n$, $k \neq m$ we have $(c_k, j x_{nm}) = -D(j x_{nm})c_k = 0$. Now the left-hand side of $\langle \cdot, \cdot \rangle$ grows exponentially like $e^t$ if $a = j c_k$, $u = c_k$, $v = j x_{nm}$; arguing as above we see that $\tilde{s}_{kk}$ and $\tilde{s}_{nm}$ are orthogonal. Next we consider $k = n < m$. Here $(c_k, j x_{km}) = [c_k, j x_{km}] = 0$, because $\varepsilon_k + \frac{1}{2}(\varepsilon_k - \varepsilon_m)$ is not a weight. The same argument as above shows that $\tilde{s}_{kk}$ is orthogonal to $\tilde{s}_{km}$ relative to $\langle \cdot, \cdot \rangle$ if $k < m$.

The last remaining case is $n < m = k$. 
Here we have
\[
\rho(c_k, jx_{nk}) = \rho(jc_k, c_k, jx_{nk}) = -\rho((c_k, jx_{nk}, jc_k), c_k) - \rho((jx_{nk}, jc_k), c_k)
\]
\[
= -\rho([c_k, jx_{nk}], jc_k) - \rho(j(jx_{nk}, c_k) + j(x_{nk}, jc_k), c_k)
\]
\[
= 2\rho([jx_{nk}, c_k], jc_k) - \rho((jx_{nk}, x_{nk}), jx_{nk})
\]
\[
= 2\rho(x_{nk}, jc_k) - \frac{1}{2}\rho(x_{nk}, jc_k) - \rho(D(jc_k)x_{nk}, jc_k).
\]
Therefore \(\frac{1}{2}\rho(x_{nk}, jc_k) = \rho(D(jc_k)x_{nk}, jc_k).\) Hence \(\rho(e^{tD(jc_k)}x_{nk}, jc_k) = e^{t/2}\rho(x_{nk}, jc_k).\) But the left-hand side is bounded whence \(\rho(x_{nk}, jc_k) = 0.\) This finishes the proof of (2).

(3) \(\tilde{s}_{ok}\) and \(\tilde{s}_{om}\) are orthogonal relative to \(\{\cdot, \cdot\}\) if \(k \neq m.\)

We know \((u_{0k}, v_{0m}) = [u_{0k}, v_{0m}] \in \tilde{s}_{km}.)\) Hence \(\rho(jse_{ad}j_s(u_{0k}, v_{0m})) = 0\) by (2). From (*) we get \(\rho(e^{tad}j_{s_k}u_{0k}, e^{tad}j_{s_m}v_{0m}) = \rho(u_{0k}, v_{0m}).\) But the left-hand side of this equation grows like \(e^t,\) whence the assertion.

(4) \(\tilde{s}_{kl}\) and \(\tilde{s}_{mn}\) are pairwise orthogonal relative to \(\{\cdot, \cdot\}.\)

By (2) we can assume \(k < l\) and \(m \neq n.\) But then it is easy to check that \((jx_{kl}, y_{mn}) = [jx_{kl}, y_{mn}]\) does not vanish only if \(l = m\) or \(l = n.\) In this case the product lies in \(\tilde{s}_{kn}\) (resp. \(\tilde{s}_{km}\)) and because we consider different weight spaces we have \(k \neq n\) (resp. \(k \neq m\)). Therefore \(\rho(jc_k, e^{tad}j_{s_k}(\tilde{s}_{kl}, \tilde{s}_{mn})) = 0\) and from (*) we get
\[
\rho(e^{tad}jc_k, jx_{kl}, e^{tad}jc_k, y_{mn}) = \rho(jx_{kl}, y_{mn}).
\]

We know that the real part of \(JC_k\) on \(\tilde{s}_{mn}\) is \(0\) or \(\frac{1}{2}.\) Also
\[
(jc_k, jx_{kl}) = j(jc_k, x_{kl}) + j(c_k, jx_{kl}) = \frac{1}{2}jx_{kl} + jD(jc_k)x_{kl}
\]
because \((c_k, jx_{kl}) = [c_k, jx_{kl}] = 0.\) Therefore the left-hand side of the equation above grows at least like \(e^{t/2}.\) As a consequence \(\rho(jc_k, jx_{kl}) = \rho(jc_k, y_{mn}) = 0\) and we have verified that the weight spaces relative to \(\alpha\) in \(s\) are pairwise orthogonal relative to \(\{\cdot, \cdot\}.\)

Now we want to prove that all \(D(x)\) are skew-adjoint relative to \(\{\cdot, \cdot\}.\) We note that, by Lemma 3 in §2.2, \(D(x)\) commutes with \(j.\) It therefore suffices to consider \(D(x)\) on \(\tilde{s}_{nm}\) and on \(\tilde{s}_{0k}.\) Here we may assume \(n < m\) as mentioned above. For \(u_{nm}, v_{nm} \in \tilde{s}_{nm}\) we have \((j^u_{nm}, v_{nm}) \in \tilde{s}_{nm}.)\) Hence \(\text{ad } jc_k(ju_{nm}, v_{nm}) = \delta_{kn}(ju_{nm}, v_{nm}).\) Therefore from (*) we get
\[
\frac{d}{dt}\rho(e^{tad}jc_n, ju_{nm}, e^{tad}jc_n, v_{nm}) = e^t\rho(ju_{nm}, v_{nm}).
\]
An integration yields \(\rho(e^{tad}jc_n, ju_{nm}, e^{tad}jc_n, v_{nm}) = e^t\rho(ju_{nm}, v_{nm}) + b,\) where \(b\) is a constant. Above we have shown \((jc_n, ju_{nm}) = \frac{1}{2}ju_{nm} + D(jc_n)u_{nm};\) we also know \(jc_n, v_{nm}) = \frac{1}{2}v_{nm} + D(jc_n)v_{nm}.\) Hence
\[
\rho(e^{tD(jc_n)}ju_{nm}, e^{tD(jc_n)}v_{nm}) = e^t\rho(ju_{nm}, v_{nm}) + b.
\]
This implies \(b = 0.\) We note again that \(D(jc_n)\) commutes with \(j.\) We obtain that \(e^{tD(jc_n)}\) is orthogonal on \(\tilde{s}_{nm}.\) Assume now \(k \neq n.\) Then \(\rho(jc_k, e^{tad}jc_k(ju_{nm}, v_{nm})) = 0\) and (*) yields \(\rho(e^{tad}jc_kju_{nm}, e^{tad}jc_kv_{nm}) = \rho(ju_{nm}, v_{nm})\) after integration. We know
\[
(jc_k, v_{nm}) = \frac{1}{2}\delta_{km}v_{nm} + D(jc_k)v_{nm}
\]
and
\[ (jc_k, ju_{nm}) = j(jc_k, u_{nm}) + j(c_k, ju_{nm}) = \frac{1}{2} \delta_{mk} j u_{nm} + jD(jc_k)u_{nm} - \delta_{mk} ju_{nm} = -\frac{1}{2} \delta_{mk} j u_{nm} + jD(jc_k)u_{nm}. \]

As above we obtain that \( e^{tD(jc_k)} \) is orthogonal.

3.3. We keep the notation of the previous sections.

**Theorem 1.** There exists a linear form \( \omega \) on \( \hat{s} \) so that
\[ \{x, y\} = \omega((jx, y)) \quad \text{for all } x, y \in \hat{s}. \]

**Proof.** From the theorem in §3.2 we derive \( D(x) \in \text{Lie Aut}(D, f) \). Hence \( s \subset \text{Lie Aut}(D, f) \). Clearly, \( (s, \langle \cdot, \cdot \rangle, j) \) is a normal Kähler algebra in the sense of [14, part II, §4]. Moreover, because \( (s, \langle \cdot, \cdot \rangle, j) \) is a normal \( j \)-algebra we have the principal idempotent \( s \in s \) which satisfies (1), (2) and (3) of the Fundamental Theorem of [14, part III, §1]. We obtain now the assertion from [14, part III, Lemma 1]. We rephrase our results in

**Theorem 2.** Let \( f \) be a homogeneous Kähler metric on a h.S.d. \( D \).
(a) There exists a simply transitive solvable subgroup \( \hat{S} \subset \text{Aut}(D, f) \).
(b) Let \( \hat{S} \subset \text{Aut}(D, f) \) be any simply transitive solvable Lie group on \( D \) and \( (\hat{s}, \langle \cdot, \cdot \rangle, j) \) the corresponding Kähler algebra, where \( \hat{s} = \text{Lie} \hat{S} \) and \( \langle \cdot, \cdot \rangle \) is induced from \( f \). Then \( (\hat{s}, \langle \cdot, \cdot \rangle, j) \) is a modification of a normal \( j \)-algebra \( (s, \langle \cdot, \cdot \rangle, j) \), where \( S = \exp s \subset \text{Aut}(D, f) \).
(c) There exists a simply transitive split solvable subgroup \( S \subset \text{Aut}(D, f) \).

**Proof.** (a) See Lemma 2 in §2.1,
(b) see Lemma 1 in §2.2 and Theorem 1 above,
(c) see (b).

3.4. We want to determine all possible \( \omega \)'s. Here we consider the normal \( j \)-algebra \( s \) with inner product \( \{x, y\} = \omega([jx, y]) \). We put \( a = s \oplus [s, s] \) as usual. If \( x \in s \) is orthogonal to \( a + ja \), then there exists \( a \in a \) so that \( [a, x] = \lambda x, \lambda \neq 0 \). This implies \( \omega(x) = 0 \) if \( \{x, a + ja\} = 0 \). The values of \( \omega \) on \( a \) are undetermined and on \( ja \) we have \( \{dk, dk\} = \omega(dk) \), where \( dk \in ja \) satisfies \( [jd_k, dk] = dk \). (Here \( d_k \) is as in [4, §1].) Because \( \omega \) is never evaluated on \( a \) we may assume \( \omega(a) = 0 \).

Hence \( \omega \) is determined by \( \tau = (-\tau_1, \ldots, -\tau_r) \), where \( \tau_m = \omega(d_m) \).

Next we start with any tuple \( \tau_1, \ldots, \tau_r \) of negative real numbers and consider the positive "compound power function" \( \eta(x) = x^\tau = \prod_{k=1}^r x_k^{\tau_k} \) in the sense of [12, §2] on the cone \( \Omega \) which is associated with the h.S.d. \( D = D(\Omega, F) \). We know that \( \eta \) is a homogeneous function and considering \( \Omega \) as a subset of \( \mathcal{L} \) we have \( \eta(e^{t \text{ad} d_k x}) = e^{-\tau k} \eta(x) \) and \( \eta(\text{ad} u x) = \eta(x) \) for all \( u \in [s, s] \).

We put
\[ \eta'_x(u) = -d_x \log \eta(u) = -\frac{d}{dt} \log \eta(x + tu)|_{t=0} \]
and \( \eta''_u(u, v) = d_x^2 \log \eta(u, v) \).

From [12, Proposition 2.3] we obtain that a certain power \( \eta(x)^\beta \) of \( \eta \) can be represented as
\[ \eta(x)^\beta = \gamma \int_\Omega e^{-\langle x, y \rangle} \eta(y)^\beta d\mu(y), \]
where $\gamma > 0$ and $\Omega^*$ denotes the dual cone for $\Omega$. From this it follows that $\eta^*\beta$ is “matrix positive” in the sense of [11, §5]. In particular, $\eta^*\beta$ can be extended holomorphically to $\Omega + i\mathcal{L}$ and $\eta''_\beta$ is a positive definite bilinear form on $\mathcal{L}$ (this last statement can be shown directly; then [11, Theorem 9.2] applies and $\eta^*\beta$ is matrix positive for some $\beta > 0$).

We set $\psi(z_1, z_2; w_1, w_2) = \frac{1}{2i} (z_1 - \bar{w}_1) - F(z_2, w_2)$ for $(z_1, z_2), (w_1, w_2) \in D$ and consider the function $Q(z; w) = \eta(\psi(z; w))$. We put
$$\tilde{f}_w(u, v) = \frac{d}{dt} \frac{d}{ds} \beta^{-1} \text{Re} \log Q(w + tu, w + sv)|_{t=s=0}.$$  

We note that we use here
$$\frac{d}{dt} \log Q(w + tu, z) = \frac{d}{dt} Q(w + tu, z).$$

A direct computation shows
$$(3.1) \quad \tilde{f}_w(u, v) = \text{Re}(\eta''_\psi(w, w)((\frac{1}{2}i)u_1 - F(u_2, w_2), (\frac{1}{2}i)v_1 - F(v_2, w_2)) - \eta''_\psi(w, w)(F(u_2, v_2))).$$

In particular for the point $w = ie \in D$ we have $\psi(ie, ie) = \epsilon$ and
$$(3.2) \quad \tilde{f}_{ie}(u, v) = \text{Re}(\epsilon \eta''_\psi(u_1, \bar{v}_1) - \eta''_\psi(F(u_2, v_2))).$$

We note that from the above we know that $\tilde{f}$ is a Kähler metric on $D$. Using the explicit expressions for the transformations on $D$ corresponding to elements of $s_0, s_1, s_{1/2}$, where $s_\lambda = s \cap g_{-\lambda}$, we see $\psi(\mathcal{U}_0 z; \mathcal{U}_0 w) = \mathcal{U}_0 \psi(z; w)$ for $\mathcal{U}_0 \in \exp s_0$ and $\psi(\mathcal{U} z; \mathcal{U} w) = \psi(z; w)$ for $\mathcal{U} \in \exp(s_{1/2} + s_1)$. Hence $Q(\mathcal{U} z; \mathcal{U} w) = \psi(\mathcal{U}) Q(z; w)$ with some positive homomorphism $\alpha: S \to \mathbb{R}^+$. From this it follows that $S$ consists of isometries relative to $\tilde{f}$.

We consider the inner product induced from $\tilde{f}$ on $s$ relative to $ie$
$$\{x, y\}_0 = \tilde{f}_{ie}(x(ie), y(ie))$$
$$= \text{Re}(\epsilon \eta''_\psi(x(ie)_1, y(ie)_1) - \eta''_\psi(F(x(ie)_2, y(ie)_2))).$$

It is easy to see that $j$ is orthogonal relative to $\{\cdot, \cdot\}_0$.

We define $\omega_0(x) = -\frac{1}{\epsilon} \text{Re} \eta''_\psi(x(ie))$. We claim
$$(3.4) \quad \{x, y\}_0 = \omega_0([jx, y]).$$

First we note that the elements of $s_1$ map to $\mathcal{L}$, the elements of $s_{1/2}$ map to $\mathcal{U}$ and those of $s_0$ map to $i\mathcal{L}$. Hence from (3.3) it is clear that the spaces $s_\lambda$ are pairwise orthogonal relative to $\{\cdot, \cdot\}_0$. We use the explicit formulas for the vector fields corresponding to the elements of $s$ and compute their Lie brackets. Then we get
$$[jX_1/2[d_1/2], X_1/2[w_1/2]]^+ = 4X_1[\text{Im} F(id_1/2, w_1/2)]^+, \quad [jX_1[a_1], X_1[b_1]]^+ = X_1[T(a_1)b_1].$$

Therefore
$$\omega_0([jd_1/2, w_1/2]) = -\eta''_\psi(\text{Re} F(d_1/2, w_1/2)) = \{d_1/2, w_1/2\}_0$$
and
$$\omega_0([ja_1, b_1]) = -\frac{1}{\epsilon} \eta''_\psi(T(a_1)b_1).$$
From the transformation property of \( \eta \) relative to \( S \) we get

\[
-\eta'_z(u) = \frac{d}{dt} \log \eta(x + tu)|_{t=0} = \frac{d}{dt} \log \eta(\mathcal{U}_0 x + t\mathcal{U}_0 u)|_{t=0} = -\eta'_z(\mathcal{U}_0 u).
\]

We substitute \( \mathcal{U}_0 = \exp tT \), differentiate for \( t \) at \( t = 0 \) and obtain \( \eta''_z(Te, u) = -\eta''_z(Te, u) \). Hence \( \omega_0([ja_1, b_1]) = \frac{1}{4} \eta''_z(a_1, b_1) = \{a_1, b_1\}_0 \). Finally \( \omega_0([ja_0, b_0]) = \omega_0([jb_0, ja_0]) = \{ja_0, b_0\}_0 = \{a_0, b_0\}_0 \).

(3.5) \( \omega_0(d_k) = \frac{1}{4} r_k \).

We compute

\[
-\eta'_e(d_k) = \frac{d}{dt} \log \eta(\exp tT(d_k)e)|_{t=0} = \frac{d}{dt} \log(e^{-t\kappa}\eta(e))|_{t=0} = -\kappa.
\]

Hence the assertion.

Summing up we get

**Theorem 1.** There is a canonical bijection between the set of all homogeneous Kähler metrics \( f \) on \( D \) with \( \exp s \subset \text{Aut}(D, f) \) and \( (\mathbb{R}^+)^r \). Each homogeneous Kähler metric on \( D \) can be derived from a function \( \eta \) on \( \Omega \).

**Remark.** It would be interesting to know which of the homogeneous Kähler metrics on \( D \) have nonpositive sectional curvature. We hope to pursue this topic in a separate publication.

Finally, comparing the above results with the definition [15, §1] we have

**Theorem 2.** Each solvable Kähler algebra on a h.S.d. is a simple \( j \)-algebra.

3.5. Let \((\tilde{s}, \{\cdot, \cdot\}, J)\) be a solvable Kähler algebra generating a (simply) transitive group of automorphisms on a h.S.d. The Lie product in \( \tilde{s} \) is denoted by \( \{\cdot, \cdot\} \). We know from Lemma 1 in §2.2 that on the vector space \( \tilde{s} \) we can define a normal \( j \)-algebra (with Lie product \( \{\cdot, \cdot\} \)) so that \( (x, y) = [x, y] + D(x)y - D(y)x \) holds, where \( D \) is a map having the properties stated in Lemma 3 in §2.1. We may assume that the normal \( j \)-algebra is our standard normal \( j \)-algebra \( s \). We note however, that the inner product here is \( \{\cdot, \cdot\} \). From the properties of \( J \) on \( \tilde{s} \) and \( j \) on \( s \) we see that \( J = j \) holds.

**Lemma.** Let \( \tilde{s}, s, \{\cdot, \cdot\} \) and \( j \) be as above. Then we have

1. Each skew-adjoint derivation of \( \tilde{s} \) which commutes with \( j \) is also a skew-adjoint derivation for \( s \). In particular we have for such a derivation \( D: D\tilde{s} \subset (\tilde{s}, \tilde{s}) \) and \( Da = D(\tilde{s} \oplus (\tilde{s}, \tilde{s})) = 0 \).

2. Let \( x \in \tilde{s} \) satisfy \( (jx, x) = 0 \). Then \( x = 0 \).

**Proof.** (1) We know that \( s \) and \( \tilde{s} \) have the same weight spaces relative to \( a \). Hence \( Da = 0 \) and also \( Da = 0 \). Therefore \( D \) commutes with the adjoint action of \( a \) in \( \tilde{s} \). This implies that \( D \) commutes with the selfadjoint and the skew-adjoint part of \( ada \) in \( \tilde{s} \). This implies the assertion because \( s \) and \( \tilde{s} \) have the same Lie products in \( (\tilde{s}, \tilde{s}) = [s, s] \).

(2) We choose \( \omega \) as in Theorem 1 in §3.3. Then for any skew-adjoint derivation \( D \) of \( s \) we get \( 0 = \{Ds, y\} + \{s, Dy\} = \{s, Dy\} = \omega((js, Dy)) = \omega(Dy) \), where \( s \) is the principal idempotent of \( s \) and where we have used that \( D\tilde{s} \subset (\tilde{s}, \tilde{s}) \) and \( \omega(\tilde{s}_1/2) = 0 \) holds. Hence \( (jx, x) = 0 \) implies \( 0 = \omega((jx, x)) = \{x, x\} \). Therefore \( x = 0 \).
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