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Abstract. Let

\[(*) \quad u_t + F(u)_x = 0\]

be any $2 \times 2$ system of conservation laws satisfying certain generic assumptions on $F$ in a neighborhood $\mathcal{N}$ of $u$-space. We prove that for every nondegenerate metric $D$ on $u$-space there exists states $u_1$ and $u_2$ in $\mathcal{N}$ such that $\int_{-\infty}^{\infty} D(u(x, t), u(x)) \, dx$ is a strictly increasing function of $t$ in a neighborhood of $t = 0$, where $u$ is the admissible solution of $(*)$ with initial data

\[u(x, 0) = \begin{cases} u_1, & x \leq 0, \\ u_2, & 0 < x < 1, \\ u_1, & x \geq 1. \end{cases}\]

This contrasts with the case of a scalar equation in which $\int_{-\infty}^{\infty} D(u(x, t), v(x, t)) \, dx$ is a decreasing function of $t$ for all admissible solution pairs $u$ and $v$ when $D$ is taken to be the absolute value norm.

1. Introduction. Let

\[(1) \quad u_t + F(u)_x = 0, \quad u = u(x, t),\]

be any $2 \times 2$ system of conservation laws which is strictly hyperbolic and genuinely nonlinear (cf. [8]) in both characteristic fields in some open neighborhood $\mathcal{N}_0$ of a state $u_0 \in \mathbb{R}^2$. Assume also that the shock and rarefaction curves do not coincide in at least one characteristic family, say the first (cf. [14]). (By [14] this is equivalent to assuming that each integral curve to the first eigenvector of $dF$ is not a straight line in any open subset of $\mathcal{N}_0$; i.e., $(r \cdot \nabla)r \neq 0$ in $\mathcal{N}_0$ is sufficient, where $r$ is an eigenvector field, $|r| = 1$.) We prove that for such systems there does not exist a metric $D$ compatible with state space such that

\[\int_{-\infty}^{+\infty} D(u(x, t), v(x, t)) \, dx\]

is a decreasing function of time for all physical weak solutions $u$ and $v$ that agree off a compact set.

More precisely we prove the stronger statement that there does not exist a metric that is $L^1$-contractive relative to a constant state for a simple class of noninteracting solutions. In particular, let $dF$ denote the matrix derivative of $F$ with respect to $u$, let
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\[ \lambda_1 \equiv \lambda_1(u) < \lambda_2(u) \equiv \lambda_2 \text{ denote the eigenvalues of } dF, \text{ and let} \\
\Lambda = \sup \left\{ |\lambda_2(u) - \lambda_1(v)|, u, v \in \mathcal{N}_0 \right\}. \]

Let
\[
(1') \\
u_0(e, u_1, u_2; x) = \begin{cases} 
  u_1 & \text{for } -\infty \leq x \leq 0, \\
  u_2 & \text{for } 0 < x \leq e, \\
  u_1 & \text{for } e < x \leq +\infty.
\end{cases}
\]

The Riemann problems posed in (1) and (1') can be solved and are noninteracting for times \( t \leq \Lambda^{-1}e \) (cf. \[8\]). Let \( u(e, u_1, u_2; x, t) \) denote this solution, \( 0 \leq t \leq \Lambda e \). We prove the following theorem.

**Theorem 1.** Let \( u \) be any weak solution of the form
\[ u(x, t) = u(e, u_1, u_2; x, t). \]

Then there does not exist a metric \( D \) compatible with \( u \)-space such that
\[ \int_{-\infty}^{\infty} D(u(x, t), u_1) \, dx \]
is a decreasing function of time for all \( u_1, u_2 \in \mathcal{N}_0, 0 \leq e \leq \Lambda, 0 \leq t \leq \Lambda^{-1}e. \)

By a metric compatible with \( u \)-space we mean any symmetric function
\[ D : \mathcal{N}_0 \times \mathcal{N}_0 \to \mathbb{R} \]
such that, for all \( u, v \) and \( w \) in \( \mathcal{N}_0 \),
\[ (\text{triangle inequality}) \quad D(u, v) + D(v, w) \geq D(u, w) \]
and
\[ (\text{compatibility}) \quad C_0^{-1}|u - v| \leq D(u, v) \leq C_0|u - v| \]
for some uniform constant \( C_0 > 0. \)

Because of the scale invariance of (1), the following corollary is a direct consequence of Theorem 1 (see the Appendix).

**Corollary 1.** There does not exist a constant \( \omega \) and a metric \( D \) compatible with \( u \)-space such that either of the following Gronwall-type inequalities holds for all weak solutions
\[ u(x, t) \equiv u(e, u_1, u_2; x, t), \]
where \( u_1, u_2 \in \mathcal{N}_0, 0 \leq e \leq \Lambda \) and \( 0 \leq t \leq \Lambda^{-1}e: \)
\[ \frac{d}{dt} \int_{-\infty}^{\infty} D(u(x, t), u_1) \, dx \leq \omega \int_{-\infty}^{\infty} D(u(x, t), u_1) \, dx, \]
\[ \int_{-\infty}^{\infty} D(u(x, t), u_1) \, dx \leq e^{\omega t} \int_{-\infty}^{\infty} D(u(x, 0), u_1) \, dx. \]

Moreover, because the class of functions given in (7) contains only noninteracting solutions, we can also conclude from Theorem 1 that there does not exist a metric such that (2) will decrease during each iteration of the random choice method of Glimm (cf. \[3\]).
This result for systems contrasts with the case of a scalar conservation law for which the integral (2) is decreasing when $D$ is taken to be the usual absolute value norm (cf. [6, 15]). In particular, Theorem 1 implies that such a result for systems will fail when $D$ is taken to be the absolute value norm in any variables which are obtained by a regular transformation of the conserved variables.

We remark that the class of systems for which the shock and rarefaction curves do not coincide in one family includes the equations of elasticity and gas dynamics, but excludes certain equations that arise in chemical engineering (cf. [1, 4, 5, 7, 10, 13, 14]). Restricting to this class ensures that the system does not uncouple, in which case an $L_1$-contractive metric does exist by results on scalar equations.

We prove Theorem 1 by contradiction, i.e., we obtain a set of inequalities by assuming that (3) decreases for certain solutions of form (7). These inequalities are then shown to be inconsistent with our other assumptions.

2. Proof of the theorem. To prove Theorem 1, assume that $D$ is an $L_1$-contractive metric for a $2 \times 2$ system (1) that satisfies our other assumptions. The four lemmas to follow are used to obtain a contradiction, and thus a proof of Theorem 1.

We adopt the following notation. Let $r_i = r_i(u)$, $i = 1, 2$, denote the eigenvectors of the matrix $dF(u)$ for corresponding eigenvalues $\lambda_i(u)$, $i = 1, 2$. Let $R_i(u)$ denote the integral curve of $r_i(u)$ in $\mathcal{N}_0$, and for $v \in R_i(u)$, let $R_i(u, v)$ denote the set of points on $R_i(u)$ that lie strictly between $u$ and $v$. Let $S_i(u)$ denote the 1-shock curve in $\mathcal{N}_0$ associated with the left-hand state $u$. Such curves exist locally in $\mathcal{N}_0$, and for $v \in S_i(u)$, $\lambda_i(v) \leq \lambda_i(u)$ (cf. [8]). Our assumption that the shock and rarefaction curves do not coincide in the first family states that $S_i(u) \cap R_i(u)$ for any $u \in \mathcal{N}_0$. By taking $\mathcal{N}_0$ sufficiently small we can, without loss of generality, assume that (cf. [14]) $\mathcal{N}_0 \cap S_i(u) \cap R_i(u) = \{u\}$.

We now let $u, \bar{u}, v, \bar{v}$ denote any states in $\mathcal{N}_0$ related in the following way (see Figure 1):

\begin{equation}
\bar{v} \in S_i(u), \quad \{v\} = R_1(u) \cap R_2(\bar{v}), \quad \{\bar{u}\} = R_2(u) \cap R_1(\bar{v}),
\end{equation}

and such that all states on the various shock and integral curves of $r_i$ that connect these points pairwise also lie in $\mathcal{N}_0$. In this case we say that $u, \bar{u}, v, \bar{v}$ have the configuration of Figure 1. For example, by our assumptions, in any neighborhood of $u \in \mathcal{N}_0$ there exist states $\bar{u}, v$ and $\bar{v}$ such that $u, \bar{u}, v, \bar{v}$ have the configuration of Figure 1.

![Figure 1](https://example.com/figure1.png)
If $u$, $\bar{u}$, $v$, $\bar{v}$ have the configuration of Figure 1, then by strict hyperbolicity and genuine nonlinearity, $\lambda_1$ increases monotonically from $v$ to $u$ and from $\bar{v}$ to $\bar{u}$ along $R_1(v, u)$ and $R_1(\bar{v}, \bar{u})$, respectively. Without loss of generality assume further that $\lambda_2$ increases monotonically from $\bar{v}$ to $v$ and from $\bar{u}$ to $u$ along $R_2(\bar{v}, v)$ and $R_2(\bar{u}, u)$, respectively. (If $\lambda_2$ decreases on $R_2(\bar{v}, v)$ and $R_2(\bar{u}, u)$, then the following argument goes through with straightforward modifications. By our assumptions of strict hyperbolicity and genuine nonlinearity, one of these two monotonicity assumptions must occur for all $u$, $\bar{u}$, $v$, and $\bar{v}$ in $\mathcal{N}_0$ if $\mathcal{N}_0$ is sufficiently small.) Let $\mu(\lambda)$ (resp. $\bar{\mu}(\lambda)$) denote the parametrization of $R_1(v, u)$ (resp. $\bar{R}_1(\bar{v}, \bar{u})$) with respect to $\lambda_1$, and let $\nu(\lambda)$ (resp. $\bar{\nu}(\lambda)$) denote the parametrization of $R_2(v, v)$ (resp. $\bar{R}_2(\bar{u}, \bar{u})$) with respect to $\lambda_2$. Finally, let $s$ denote the speed of the 1-shock that connects $u$ to $\bar{v}$.

**Lemma 1.** The following inequalities hold for any states $u$, $\bar{u}$, $v$, $\bar{v}$ which have the configuration of Figure 1:

\begin{align}
(10a) & \int_{\lambda_1(v)}^{\lambda_1(u)} \left[ D(\mu(\lambda), u) + D(\mu(\lambda), v) \right] d\lambda - (\lambda_1(u) - \lambda_1(v)) D(u, v) \geq 0, \\
(10b) & \int_{\lambda_1(\bar{v})}^{\lambda_1(\bar{u})} \left[ D(\bar{\mu}(\lambda), u) + D(\bar{\mu}(\lambda), \bar{v}) \right] d\lambda - (\lambda_1(\bar{u}) - \lambda_1(\bar{v})) D(u, \bar{v}) \geq 0.
\end{align}

**Proof.** By the triangle inequality,

\begin{equation}
D(\mu(\lambda), u) + D(\mu(\lambda), v) \geq D(u, v)
\end{equation}

for all $\mu(\lambda) \in R_1(v, u)$. Integrating (11) from $\lambda_1(v)$ to $\lambda_1(u)$ verifies (10a). Statement (10b) is derived similarly.

**Lemma 2.** There exists a neighborhood $\mathcal{N}_1$ of $u_0$ and a constant $C_1 > 0$, $\mathcal{N}_1 \subset \mathcal{N}_0$, such that, if $u$, $\bar{u}$, $v$, $\bar{v}$ are states in $\mathcal{N}_1$ and have the configuration of Figure 1, then

\begin{equation}
D(\bar{v}, u) - D(v, u) \leq -C_1|u - \bar{u}|.
\end{equation}

**Proof.** Consider first the following solution $U$ defined for $0 \leq t \leq 1$:

\begin{equation}
U(x, 0) = \begin{cases} u & \text{for } x \in [0, \lambda_1(u) - s], \\ v & \text{otherwise}. \end{cases}
\end{equation}

Let

\begin{equation}
I_1(t) = \int_{-\infty}^{\infty} D(u(x, t), v) \, dx.
\end{equation}

Then

\begin{align}
(15) & I_1(1) = \int_{\lambda_1(v)}^{\lambda_1(u)} D(\mu(\lambda), v) \, d\lambda + (\lambda_2(\bar{v}) - \lambda_1(v)) D(\bar{v}, v) \\
& \quad + \int_{\lambda_2(\bar{v})}^{\lambda_2(v)} D(\bar{\mu}(\lambda), v) \, d\lambda.
\end{align}
and

\( I_1(0) = (\lambda_1(u) - s)D(u, v), \)

But by our assumption, \( I_1(1) - I_1(0) \leq 0 \), so we have

\[
\int_{\lambda_1(v)}^{\lambda_1(u)} D(\mu(\lambda), v) d\lambda \leq (\lambda_1(u) - s)D(u, v) - (\lambda_2(\bar{v}) - \lambda_1(\bar{v}))D(\bar{v}, v).
\]

We now obtain a similar estimate for a complementary solution \( V \) defined for \( 0 \leq t \leq 1 \):

\[
V(x, 0) = \begin{cases} v & \text{for } x \in [0, \lambda_2(v) - \lambda_1(v)], \\ u & \text{otherwise}. \end{cases}
\]

Let

\[
I_2(t) = \int_{-\infty}^{\infty} D(V(x, t), u) dx,
\]

\[
I_2(1) = (\lambda_2(\bar{v}) - s)D(\bar{v}, u) + \int_{\lambda_2(\bar{v})}^{\lambda_1(u)} D(\nu(\lambda), u) d\lambda + \int_{\lambda_1(v)}^{\lambda_1(u)} D(\mu(\lambda), u) d\lambda
\]

and

\[
I_2(0) = (\lambda_2(v) - \lambda_1(v))D(v, u)
\]

\[
= \left[ (s - \lambda_1(v)) + (\lambda_2(\bar{v}) - s) + (\lambda_2(v) - \lambda_2(\bar{v})) \right]D(v, u).
\]

Thus \( I_2(1) - I_2(0) \leq 0 \) implies

\[
\int_{\lambda_1(v)}^{\lambda_1(u)} D(\mu(\lambda), u) d\lambda
\]

\[
\leq (s - \lambda_1(v))D(v, u) + (\lambda_2(\bar{v}) - s)\left[ D(v, u) - D(\bar{v}, u) \right] + \left\{ (\lambda_2(v) - \lambda_2(\bar{v}))D(v, u) - \int_{\lambda_2(\bar{v})}^{\lambda_1(v)} D(\nu(\lambda), u) d\lambda \right\}.
\]

Adding (17) to (22) gives

\[
\left\{ \int_{\lambda_1(v)}^{\lambda_1(u)} \left[ D(\mu(\lambda), u) + D(\mu(\lambda), \nu) \right] d\lambda - (\lambda_1(u) - \lambda_1(v))D(u, v) \right\}
\]

\[
\leq (s - \lambda_2(\bar{v})D(\bar{v}, u) - D(v, u)) - (\lambda_2(\bar{v}) - \lambda_1(\bar{v}))D(\bar{v}, v)
\]

\[
+ \left\{ (\lambda_2(v) - \lambda_2(\bar{v}))D(v, u) - \int_{\lambda_2(\bar{v})}^{\lambda_1(v)} D(\nu(\lambda), u) d\lambda \right\}.
\]

But by (10a) of Lemma 1, the left-hand side of (23) is positive, so we obtain

\[
(\lambda_2(\bar{v}) - s)\left[ D(\bar{v}, u) - D(v, u) \right] \leq -(\lambda_2(\bar{v}) - \lambda_1(\bar{v}))D(\bar{v}, v)
\]

\[
+ \left\{ (\lambda_2(v) - \lambda_2(\bar{v}))D(v, u) - \int_{\lambda_2(\bar{v})}^{\lambda_1(v)} D(\nu(\lambda), u) d\lambda \right\}.
\]
Now since $D$ is continuous (a consequence of the compatibility assumption), it is uniformly continuous in a neighborhood of $u_0$. Thus for $\tilde{v} = v(\lambda)$, $\lambda_2(\tilde{v}) \leq \lambda \leq \lambda_2(\bar{v})$, we can write

$$D(\tilde{v}, u) \geq D(v, u) - \epsilon(\delta),$$

where $\epsilon(\delta) \to 0$ as $\delta \to 0$ when we restrict the states $u, \bar{u}, v, \tilde{v}$ to lie in a neighborhood $\mathcal{N}(\delta)$ of $u_0$,

(25) $\mathcal{N}(\delta) \equiv \{ W: |w - u_0| < \delta \}$.

Therefore,

(26) $$-\int_{\lambda_2(\bar{v})}^{\lambda_2(v)} D(v(\lambda), u) \, d\lambda \leq -(\lambda_2(v) - \lambda_2(\tilde{v}))D(u, v) + \epsilon(\delta)(\lambda_2(v) - \lambda_2(\bar{v}))$$

and we can rewrite (24) as

(27) $$D(\tilde{v}, u) - D(v, u) \leq -\frac{\lambda_2(\tilde{v}) - \lambda_1(\tilde{v})}{\lambda_2(\bar{v}) - s} D(\bar{v}, v) + C_3\epsilon(\delta)|v - \tilde{v}|,$$

where we have used the fact that

(28) $$0 \leq \frac{\lambda_2(v) - \lambda_2(\bar{v})}{\lambda_2(\bar{v}) - s} \leq C_3|v - \bar{v}|,$$

a consequence of the assumptions of strict hyperbolicity and genuine nonlinearity. Also as consequences of these assumptions, we have

(29) $$\frac{\lambda_2(\bar{v}) - \lambda_1(\bar{v})}{\lambda_2(\bar{v}) - s} > C_4 > 0$$

and

(30) $$C_5^{-1}|\bar{u} - u| \geq |\tilde{v} - v| \geq C_5|\bar{u} - u|,$$

where $C_i$ are uniform in $\mathcal{N}_0$. Moreover, by the compatibility assumption,

(31) $$D(\tilde{v}, v) \geq C_0^{-1}|\tilde{v} - v|,$$

so substituting (20)--(31) into (27) yields

(32) $$D(\tilde{v}, u) - D(v, u) \leq -C_4C_5C_0^{-1}|\bar{u} - u| + C_5C_5^{-1}\epsilon(\delta)|\bar{u} - u|.$$

Thus there is a $\delta_1 > 0$ and a constant $C_1 > 0$ such that

(33) $$D(\tilde{v}, u) - D(v, u) \leq -C_1|\bar{u} - u|$$

whenever $u, v, \bar{u}, \tilde{v}$ have the configuration of Figure 1 and also lie in $\mathcal{N}(\delta_1) \equiv \mathcal{N}_1$. This completes the proof of Lemma 2.
Lemma 3. There exists a neighborhood $\mathcal{N}_2$ of $u_0$ and a constant $C_2 > 0$, $\mathcal{N}_2 \subset \mathcal{N}_0$, such that, if $u$, $\bar{u}$, $v$ and $\bar{v}$ are states in $\mathcal{N}_2$ and have the configuration of Figure 1, then

$$D(\bar{u}, \bar{v}) - D(u, \bar{v}) \leq -C_2|\bar{u} - u|.$$  

Proof. As in the proof of Lemma 2, consider first the following solution $W$ defined for $0 \leq t \leq 1$:

$$W(x,0) = \begin{cases} \bar{v} & \text{for } x \in [0, s - \lambda_1(\bar{v})], \\ u & \text{otherwise.} \end{cases}$$

Let

$$I_3(t) = \int_{-\infty}^{\infty} D(W(x,t), u) \, dx.$$  

Then

$$I_3(1) = \int_{\lambda_1(\bar{v})}^{\lambda_2(\bar{u})} D(\bar{u}(\lambda), u) \, d\lambda + (\lambda_2(\bar{u}) - \lambda_1(\bar{u})) D(\bar{u}, u) + \int_{\lambda_2(\bar{u})}^{\lambda_2(u)} D(\bar{v}(\lambda), u) \, d\lambda,$$

$$I_3(0) = (s - \lambda_1(\bar{v})) D(\bar{v}, u).$$

By our assumption $I_3(1) - I_3(0) \leq 0$, so

$$\int_{\lambda_1(\bar{v})}^{\lambda_2(\bar{u})} D(\bar{u}(\lambda), u) \, d\lambda - (s - \lambda_1(\bar{v})) D(\bar{v}, u) \leq - (\lambda_2(\bar{u}) - \lambda_1(\bar{u})) D(\bar{u}, u).$$

We now obtain a similar estimate for a complementary solution $X$ defined for $0 \leq t \leq 1$:

$$X(x,0) = \begin{cases} u & \text{for } x \in [0, \lambda_2(u) - s], \\ \bar{v} & \text{otherwise.} \end{cases}$$

Let

$$I_4(t) = \int_{-\infty}^{\infty} D(X(x,t), \bar{v}) \, dx.$$  

Then

$$I_4(1) = \int_{\lambda_1(\bar{v})}^{\lambda_2(u)} D(\bar{u}(\lambda), \bar{v}) \, d\lambda + (\lambda_2(u) - \lambda_1(u)) D(\bar{u}, \bar{v}) + \int_{\lambda_2(\bar{u})}^{\lambda_2(u)} D(\bar{v}(\lambda), \bar{v}) \, d\lambda,$$

$$I_4(0) = (\lambda_2(u) - s) D(u, \bar{v})$$

$$= \left[ (\lambda_1(u) - s) + (\lambda_2(u) - \lambda_1(u)) \right] D(u, \bar{v}).$$
Thus $I_d(1) - I_d(0) \leq 0$ implies

$$
\int_{A_1(\bar{u})}^{A_1(\bar{v})} D(\bar{\mu}(\lambda), \bar{v}) \, d\lambda - (\lambda_1(\bar{u}) - s) D(u, \bar{v})
$$

(44)

$$
\leq \left( \lambda_2(\bar{u}) - \lambda_1(\bar{u}) \right) \left[ D(\bar{u}, \bar{v}) - D(u, \bar{v}) \right] + \left\{ (\lambda_2(u) - \lambda_2(\bar{u})) D(u, \bar{v}) - \int_{A_2(\bar{u})}^{A_2(u)} D(\bar{\nu}(\lambda), \bar{v}) \, d\lambda \right\}.
$$

Adding (39) to (44) and dividing by $\lambda_2(\bar{u}) - \lambda_1(\bar{u})$ gives

(45)

$$
\frac{1}{\lambda_2(\bar{u}) - \lambda_1(\bar{u})} \left\{ \int_{A_1(\bar{u})}^{A_1(\bar{v})} D(\bar{\mu}(\lambda), u) \, d\lambda + \int_{A_1(\bar{v})}^{A_1(u)} D(\bar{\mu}(\lambda), \bar{v}) \, d\lambda \right\}
$$

$$
\leq D(u, \bar{v}) - D(\bar{u}, \bar{v}) - D(u, \bar{u})
$$

$$
+ \frac{1}{\lambda_2(\bar{u}) - \lambda_1(\bar{u})} \left\{ (\lambda_2(u) - \lambda_2(\bar{u})) D(u, \bar{v}) - \int_{A_2(\bar{u})}^{A_2(u)} D(\bar{\nu}(\lambda), \bar{v}) \, d\lambda \right\}.
$$

The left-hand side of (45) is positive by (10b) of Lemma 1, so we obtain

(46)

$$
D(u, \bar{v}) - D(u, \bar{u}) \leq -D(u, \bar{u}) + \frac{1}{\lambda_2(\bar{u}) - \lambda_1(\bar{u})}
$$

$$
\times \left\{ (\lambda_2(u) - \lambda_2(\bar{u})) D(u, \bar{v}) - \int_{A_2(\bar{u})}^{A_2(u)} D(\bar{\nu}(\lambda), \bar{v}) \, d\lambda \right\}.
$$

But by uniform continuity, $D(\bar{\nu}(\lambda), \bar{v}) = D(u, \bar{v}) + \epsilon(\delta)$, so the last term in (46) can be estimated as $O(1)\epsilon(\delta)|u - \bar{u}|$ as in the proof of Lemma 2. This term is dominated by $-D(u, \bar{u})$ in (46) for $\delta$ sufficiently small, so the proof of Lemma 3 is complete.

**Lemma 4.** There exists a constant $C > 0$ such that, if $u, \bar{u}, v, \bar{v}$ are states in $\mathcal{N} = \bigcap_{\nu=0}^{\nu=1} \mathcal{N}_{\nu}$ and have the configuration of Figure 1, then

(47)

$$
D(u, \bar{v}) - D(v, u) \leq -C|u - \bar{u}|.
$$

**Proof.** This follows immediately from Lemmas 2 and 3.

**Proof of Theorem 1.** We use Lemma 4 to obtain a contradiction. Let $u_0, u_1, v_0, v_1$ in $\mathcal{N}$ have the configuration of Figure 1 in the order $u, \bar{u}, v, \bar{v}$. Assume that $|u_0 - v_0|$ is sufficiently small so that there is a point $\bar{u} \in \mathcal{N} \cap R_2(u_0)$ on the same side of $u_0$ as $u_1$, such that

(48)

$$
|u_0 - \bar{u}| > (C_0/C)|u_0 - v_0|
$$

(see (6) for definition of the constants $C, C_0$). Let $\{ \bar{v} \} = R_2(v_0) \cap R_1(\bar{u})$. By choosing $|u_0 - v_0|$ sufficiently small, we can assume that the closure of the region bounded by the curves $R_1(v_0, u_0), R_1(\bar{v}, \bar{u}), R_2(v_0, \bar{v}), R_2(u_0, \bar{u})$ lies in $\mathcal{N}$. Now construct the sequence of points $\{ u_i, v_i \}$ in $\mathcal{N}$ such that

(49)

$$
\{ v_i \} = S_1(u_{i-1}) \cap R_2(v_{i-1}),
$$

$$
\{ u_i \} = R_1(v_i) \cap R_2(u_{i-1}).
$$
Thus for each \(i, u_{i-1}, u_i, v_{i-1}, v_i\) have the configuration of Figure 1. Moreover, by our assumption that the shock and rarefaction curves diverge in the first family, we can assume (by taking \(|u_0 - v_0|\) sufficiently small if necessary) that there is an integer \(N > 0\) such that \(u_i \in R_2(u_{i-1}, \tilde{u})\) for \(i < N\), and

\[
\tilde{u} \in R_2(u_0, u_N).
\]

Now we can apply Lemma 4 as follows:

\[
D(u_i, v_i) - D(u_{i-1}, v_{i-1}) \leq -C|u_i - u_{i-1}|, \tag{51}
\]

so, summing from 1 to \(N\),

\[
\sum_{i=1}^{N} D(u_i, v_i) - D(u_{i-1}, v_{i-1}) = D(u_N, v_N) - D(u_0, v_0) \leq -C \sum_{i=1}^{N} |u_i - u_{i-1}| \leq -C \cdot \frac{C_0}{C} |u_0 - v_0| \tag{52}
\]

or

\[
D(u_N, v_N) \leq D(u_0, v_0) - C_0|u_0 - v_0| \
\leq C_0|u_0 - v_0| - C_0|u_0 - v_0| \leq 0. \tag{53}
\]

Thus \(u_N = v_N\) by the compatibility assumption. But this is a contradiction, since \(u_N \in R_2(u_0)\) and \(v_N \in R_2(v_0)\), and \(R_2(u_0) \cap R_2(v_0) \cap \mathcal{N} = \emptyset\) by the assumption of strict hyperbolicity. This completes the proof of Theorem 1.

It is interesting to note that the only use of the triangle inequality is in Lemma 1. Moreover, (10a) follows without the triangle inequality by using the fact that smooth solutions can be run backwards, and thus (2) must be constant in time for smooth solutions, in order for Theorem 1 to fail. Similar methods do not seem to apply to estimate (11b).

Note also that we need not assume that \(D\) is symmetric, since if (2) decreases for \(\tilde{D}\) not symmetric, then (2) decreases for \(D(u, v) = \tilde{D}(u, v) + \tilde{D}(v, u)\), where \(D\) is symmetric.
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Appendix. We show that Corollary 1 follows directly from Theorem 1. Let \(D\) be any metric compatible with \(u\)-space. Assume that \(u\) and \(v\) are weak solutions of (1) that agree off a compact set in \(x\) at \(t = 0\), such that

\[
\int_{-\infty}^{\infty} D(u(x, T), v(x, T)) \, dx - \int_{-\infty}^{\infty} D(u(x, 0), v(x, 0)) \, dx = d > 0\tag{A1}
\]

for some \(T > 0\). Let \(U_c(x, t) = u(cx, ct)\), \(V_c(x, t) = v(cx, ct)\) and define

\[
I_c(t) = \int_{-\infty}^{\infty} D(U_c(x, t), V_c(x, t)) \, dx. \tag{A2}
\]

Then

\[
I_c(t/c) = I_1(t)/c. \tag{A3}
\]
Moreover, (A1) reads
\[ I_1(T) - I_1(0) = d > 0, \]
and so by (A3)
\[ I_c(T/c) - I_c(0) = (1/c)\left[I_1(T) - I_1(0)\right] = d/c. \]
Thus
\[ I_c(T/c) = I_c(0) + d/c = (1/c)\left[I_1(0) + d\right]. \]

Now let \( u \) be a solution of form (7), let \( v(x, t) = u_1 \) and assume there exists \( \omega > 0 \) such that (8) holds for all such \( u \). Then since \( U_c(x, t) \) is also of form (7) with a rescaled value of \( \epsilon \), we must have
\[ I_c(T/c) \leq e^{\omega T/c} I_c(0) \]
for all \( c > 1 \), and by (A6)
\[ \frac{1}{c} \left[I_1(0) + d\right] \leq e^{\omega T/c} I_c(0) = e^{\omega T/c} \frac{1}{c} I_1(0) \]
or
\[ d \leq \left(e^{\omega T/c} - 1\right) I_1(0). \]
But for \( c \) sufficiently large, (A9) fails, thus proving the corollary.
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