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Abstract. A characterization of weakly compact subsets of a Hilbert space, when
they are considered as subsets of $B$-spaces with an unconditional basis, is given. We
apply this result to renorm a class of reflexive $B$-spaces by defining a norm
uniformly convex in every direction. We also prove certain results related to the
factorization of operators. Finally, we investigate the structure of weakly compact
subsets of $L^1(\mu)$.

Introduction. A compact set is said to be uniformly Eberlein compact (U.E.C.) if it
is homeomorphic to a weakly compact subset of a Hilbert space.

The class of U.E.C. sets has been introduced by Benyamini and Starbird in [4].
That paper contains an example of an Eberlein compact set (i.e. a weakly compact
subset of $c_0(\Gamma)$) which is not U.E.C. Later Benyamini, Rudin and Wage [5] proved
interesting stability properties for U.E.C. sets such as: The continuous Hausdorff
image of a U.E.C. set is also U.E.C., and for any U.E.C. set $K$ the set $M_1^+(K)$ is also
U.E.C. in the $w^*$-topology. In the same paper an internal topological characteriza-
tion for U.E.C. sets was given. This result plays an important role in the proof of our
results and its statement is given in the section of preliminaries (Proposition 0.3).

The present paper continues the study of U.E.C. sets. We prove a structure
property for U.E.C. sets which are considered as subsets of $B$-spaces with an
unconditional basis. This property, which also characterizes the U.E.C. sets, is,
roughly speaking, a summability condition for the elements of the set. The statement
of the result is as follows:

Theorem A (1.8). Let $X$ be a $B$-space with an unconditional basis $\{x_\gamma; \gamma \in \Gamma\}$ and
let $K$ be a weakly compact subset of $X$. Then the following are equivalent.

(1) The set $K$ is U.E.C.

(2) For every $\varepsilon > 0$ there exists a decomposition $\{\Gamma_m^{(x)}; m \in \mathbb{N}\}$ of $\Gamma$ and a sequence
$\{k(m); m \in \mathbb{N}\}$ of natural members such that for any $x \in K$

\[\text{card}\{\gamma \in \Gamma_m^{(x)}; \left|x_\gamma^*(x)\right| \geq \varepsilon\} < k(m)\]
The result is immediate when $K$ is considered as a weakly compact subset of a Hilbert space.

The proof of this theorem is given in the first section of the paper. We prove it for the special case $X = c_0(\Gamma)$ (Theorem 1.7). The proof strongly depends on the set $\mathfrak{e}(K)$ introduced by Definition 1.1 and proceeds with the following two main steps. First, we show that, for any U.E.C. subset of $c_0(\Gamma)$, the set $\overline{\operatorname{co}(\mathfrak{e}(K))}$ is also U.E.C. Second, we work with this set which has richer structure than the original $K$ and we obtain the desired result. The proof of the general case can be easily obtained by using the above result. Applying Theorem 1.7 we get a simplification of the example of Benyamini and Starbird [4] mentioned above (Example 1.10). This simplification also has been derived by an earlier unpublished work of the first named author in cooperation with S. Merkourakis.

In the second section we study the relation of U.E.C. sets with certain renormings of $B$-spaces. The main result proved here is Theorem 2.3 which states:

**Theorem B.** Every reflexive $B$-space $X$, with its unit ball $S_X$ a U.E.C. set, admits an equivalent norm uniformly convex in every direction.

The definition of U.C.E.D. norm is given in the section of the preliminaries while certain results related to such norms, due to Troyanski, are given in the beginning of the second section.

The precise relation between $B$-spaces, containing only U.E.C. weakly compact subsets and possible renormings of them by an equivalent uniformly convex in every direction norm, is not yet clear. Besides Theorem B we investigate this relation by using an example (Example 2.7) and we state some related questions.

In the third section we introduce the class of uniformly weakly compact operators and we prove that any such operator can be factorized through a reflexive $B$-space admitting an equivalent uniformly convex in every direction norm. We also improve certain results of Davis, Figiel, Johnson and Pelczynski [6].

Finally, in the fourth section we show that every weakly compact subset of $L^1(\mu)$ is U.E.C.

**Preliminaries.** If $\Gamma$ is a set we denote its cardinality by $\operatorname{card}(\Gamma)$ or $|\Gamma|$. For a subset $A$ of $\Gamma$ we denote the indicator or characteristic function corresponding to the set $A$ by $I_A$. Below we state two combinatorial lemmas. They are both used in the proof of the main result of this paper.

0.1. **Lemma [17].** Let $\{A_i : i \in I\}$ be an uncountable family of finite sets. Then there exists an uncountable subset $I'$ of $I$ and a finite set $A$ such that for any two $i_1 \neq i_2$ elements of $I'$ we have $A_{i_1} \cap A_{i_2} = A$.

0.2. **Lemma [3].** For any two natural numbers $k$, $\lambda$ and any family $\{A_i : i = 1, \ldots, k^\lambda\}$ of sets with $\operatorname{card}(A_i) \leq \lambda$, there exists a subset $I$ of $\{1, \ldots, k^\lambda\}$ with $\operatorname{card} I = k$ so that for $i_1 \neq i_2$ elements of $I$ we have $i_1 \notin A_{i_2}$.

The following proposition is an internal characterization of the U.E.C. sets and it is similar to the corresponding characterization for Eberlein compact sets proved by
Rosenthal in [16]. Before the statement of the proposition we give some related definitions.

A family of sets \( \{V_\delta: \delta \in \Delta\} \) separates the points of a given set \( K \) if, for any \( x, y \in K, x \neq y \), there exists \( \delta \in \Delta \) so that \( I_{V_\delta}(x) \neq I_{V_\delta}(y) \). The family \( \{V_\delta: \delta \in \Delta\} \) is pointwise countable (finite) if every \( x \) belongs to countably (finitely) many elements of the family. The family \( \{V_\delta: \delta \in \Delta\} \) is \( k \)-finite for, a given natural number \( k \), if any \( x \) belongs to at most \( k \) elements of the family.

0.3. Proposition [5]. A compact set \( K \) is U.E.C. iff there exists a family \( \{V_\delta: \delta \in \Delta\} \) of open \( F_\sigma \) subsets of \( K \) so that:

(i) The family \( \{V_\delta: \delta \in \Delta\} \) separates the points of \( K \).

(ii) There exists a decomposition of \( \Delta \) into a sequence \( \{\Delta_n\}_{n=1}^\infty \) and natural numbers \( \{k(n)\}_{n=1}^\infty \) so that \( \Delta_n \) is \( k(n) \)-finite.

For a set \( \Gamma \) we denote by \( c_0(\Gamma) \) the \( \ell^1 \)-space of all functions \( f \) on \( \Gamma \) such that for all \( \varepsilon > 0 \) the set \( \{\gamma \in \Gamma: |f(\gamma)| \geq \varepsilon\} \) is finite. The norm on \( c_0(\Gamma) \) is the sup norm. Also, \( l^2(\Gamma) \) denotes the Hilbert space of all functions \( f \) on \( \Gamma \) such that \( \|f\| = (\sum_{\gamma \in \Gamma}|f(\gamma)|^2)^{1/2} < \infty \). In the sequel we denote the function \( I_{\{\gamma\}} \) by \( e_\gamma \). A family \( \{x_\gamma: \gamma \in \Gamma\} \) in a \( B \)-space \( X \) is an unconditional basis provided that it generates the space \( X \) and, for any \( \{x_1, \ldots, x_n\} \) finite subset of \( \Gamma \), \( \{a_i\}_{i=1}^n \) real numbers and \( \{\varepsilon_i\}_{i=1}^n \subseteq \{-1,1\} \),

\[
\left| \sum_{i=1}^n a_i x_i \right| \leq \left| \sum_{i=1}^n \varepsilon_i a_i x_i \right|.
\]

Our notation and terminology for \( B \)-spaces and operators defined on them are those of [14].

0.4. Definition. A \( B \)-space \( X \) is said to be uniformly convex in every direction (U.C.E.D.) iff, for all sequences \( \{x_n\}_{n=1}^\infty, \{y_n\}_{n=1}^\infty \) such that \( \|x_n\| \leq 1, \|y_n\| \leq 1, \|x_n + y_n\| \to 2 \) and \( x_n - y_n = \lambda_n z \), it follows that \( \lambda_n \to 0 \).

U.C.E.D. \( B \)-spaces were introduced by Garkavi [11]. Their structure has been studied by Day, James, and Swaminathan [7], Zizler [20], and Troyanski [18, 19]. Every separable \( B \)-space admits an equivalent U.C.E.D. norm [7], but Kutzarova and Troyanski in [13] gave an example of a reflexive \( B \)-space not admitting an equivalent U.C.E.D. norm. Also, any \( B \)-space which is U.C.E.D. satisfies the fixed point property [20].

1.1. Definition. In the sequel for any subset \( K \) of \( c_0(\Gamma) \) we will denote by \( \mathcal{E}(K) \) the set

\[
\mathcal{E}(K) = \{ x \in c_0(\Gamma): \exists y \in K, \text{ such that } |x| = |y| \}
\]

and by \( \mathcal{E}_1(K) \) the set

\[
\mathcal{E}_1(K) = \{ x \in c_0(\Gamma): \exists y \in K, \text{ such that } |x| \leq |y| \}.
\]

Here \( |x| \) denotes the element of \( c_0(\Gamma) \) with \( |x| = |x(\gamma)| \) and \( x \leq y \) denotes coordinatewise order.

Clearly, the definitions of \( \mathcal{E}(K), \mathcal{E}_1(K) \) can be extended in the case of \( B \)-spaces with an unconditional basis.
The following result is due to Abramovich [1].

1.2. PROPOSITION. For any weakly compact subset $K$ of a $B$-space with an unconditional basis, the sets $\delta(K), \delta_1(K)$ are also weakly compact.

One of our purposes is to prove a corresponding result when $K$ is a U.E.C. subset of $c^0(\Gamma)$.

1.3. PROPOSITION. Let $K$ be a weakly compact subset of $c_0(\Gamma)$. If $K$ is U.E.C., then the set $\delta(K)$ is also U.E.C.

In order to prove it we use the following lemma.

1.4. LEMMA. Consider $K$, a weakly compact subset of $l^2(\Lambda)$, and $\{V_t\}_{t \in T}$, a pointwise countable family of open $F_\sigma$ subsets of $K$, so that $0 \notin V_t$ for all $t \in T$.

Then there exists a family $\{U_\delta\}_{\delta \in \Delta}$ of open $F_\sigma$ subsets of $K$ such that:

1. For each $\delta$ in $\Delta$ there exists $t \in T$ so that the set $V_t$ contains the set $U_\delta$.
2. For each $t$ in $T$ there exists a countable subset $A_t$ of $A$ such that $V_t = \bigcup\{U_\delta: \delta \in A_t\}$.
3. $A = \bigcup_{k=1}^{\infty} \Delta_k$, where for each $k \in \mathbb{N}$ the family $\{U_\delta\}_{\delta \in \Delta_k}$ is $n(k)$-finite for some $n(k) \in \mathbb{N}$.

PROOF. We assume $\|x\| \leq 1$ for all $x \in K$. For every $x$ in $V_t$ we choose a basic open neighborhood $W_x$ of $x$ contained in $V_t$. With no loss of generality we may assume that $W_x$ has the form

$$W_x = \{ y \in K: |y(\lambda_i^x) - x(\lambda_i^x)| < \varepsilon_x, i = 1, \ldots, n_x \},$$

where $n_x \in \mathbb{N}$, $\Lambda_x = \{\lambda_i^x\}_{i=1}^{n_x}$ is a finite subset of $\Lambda$, and $\varepsilon_x$ is a rational number. Furthermore, setting $M_x = \{\lambda_i^x: |x(\lambda_i^x)| > 0\}$, we assume that $\varepsilon_x$ has been chosen so that $|x(\lambda)| > \varepsilon_x/2$ for all $\lambda \in M_x$. We notice that because of the property $0 \notin W_x$ the set $M_x$ is nonempty.

Each $V_t$ is Lindelöf; hence, there exist countably many elements of it, say $\{x_n\}_{n=1}^{\infty}$, so that

$$V_t = \bigcup_{n=1}^{\infty} W_{x_n}. $$

CLAIM. For a fixed finite subset $M$ of $\Lambda$ and a fixed $k \in \mathbb{N}$, the set

$$L = \{ t \in T: M_{x_t^k} = M \}$$

is at most countable.

PROOF OF THE CLAIM. Suppose on the contrary that there exist $k, M$ such that the corresponding set $L$ is uncountable. For each $t \in L$ we set $D_t = \Lambda_{x_t^k} \setminus M$. Applying Lemma 0.1 to the family $\{D_t\}_{t \in L}$, we get an uncountable subset $I_0$ of $L$ and a subset $D$ of $\Lambda$ with $D_t \cap D_{t'} = D$ for any distinct elements $t_1, t_2$ of $I$. We also assume that, for any $t, t' \in I$, $\varepsilon_{x_{t}^k} = \varepsilon_{x_{t'}^k} = \varepsilon$, and that $|x_t(\lambda) - x_{t'}(\lambda)| < \varepsilon/2$ for each $\lambda \in M$. Fix $t_0 \in I$ and consider the set

$$\Gamma_0 = \{ \lambda \in \Lambda: x_t^k(\lambda) \neq 0 \}$$
which clearly is at most countable. Hence there is an uncountable \( I_1 \subset I \) with 
\( D_i \cap \Gamma_0 \subset D \) for any \( t \in I_1 \). We can easily see that the element \( x_k^t \) belongs to the set 
\( W_{x_k^t} \) for all \( t \in I_1 \). Hence there are uncountably many \( V_i \) with nonempty intersection. 
This contradicts our assumptions and the proof of the Claim is complete.

Consequently, for each finite subset \( M \) of \( \Lambda \) and any \( k \in \mathbb{N} \), the set 
\[ \{ W_{x_k^t} : M_{x_k^t} = M \} \]
is at most countable. We enumerate this as 
\[ \{ W(M, r) : r \in \mathbb{N} \} \].

Define \( \Delta = T \times \mathbb{N} \) and \( U_\delta = W_{x_k^t} \) where \( \delta = (t, k) \). It is easy to see that the family 
\( \{ U_\delta : \delta \in \Delta \} \) satisfies the desired properties (1) and (2) of the statement of the 
lemma. It remains to show the last one. For this purpose, define 
\[ \Delta(k, m, l, r) = \{ \delta = (t, k) : e_{x_k^t} > 1/m, |M_{x_k^t}| = l, W_{x_k^t} = W(M, r) \} \].

Obviously, 
\[ \Delta = \bigcup \{ \Delta(k, m, l, r) : (k, m, l, r) \in \mathbb{N}^4 \} \].

For any \( m, l \in \mathbb{N} \), we denote by \( s(m, l) \) the cardinality of the set 
\[ \{ A \subset \{1, \ldots, m^2 + 1\} : |A| = l \} \].

We claim that the family \( \{ U_\delta : \delta \in \Delta(k, m, l, r) \} \) is \( s(m, l) \)-finite.

To see this we choose, whenever it exists, element \( y \) of \( K \) with 
\[ y = \bigcap_{i=1}^{s(m, l)} U_{\delta_i} \quad \text{for} \{ \delta_1, \ldots, \delta_{s(m, l)} \} \subset \Delta(k, m, l, r). \]

Then there exists \( \{ \lambda_1, \ldots, \lambda_{m^2 + 1} \} \subset \bigcup_{i=1}^{s(m, l)} M_{x_k^t} \), where \( \delta_i = (t_i, k_i) \). Also \( |y(\lambda_i)| > 1/m \) for all \( i = 1, \ldots, m^2 + 1 \); hence, we get 
\[ \|y\| = \left( \sum_{\lambda \in \Lambda} |y(\lambda)|^2 \right)^{1/2} \leq \left( \sum_{i=1}^{m^2 + 1} |y(\lambda_i)|^2 \right)^{1/2} > 1. \]

This is a contradiction and the proof of the lemma is complete.

Before the proof of Proposition 1.3 we introduce some more notation for the sake of 
simplicity.

**Notation.** We fix an enumeration \( \{(a_n, b_n) : n \in \mathbb{N} \} \) of the open intervals with 
rational ends such that \( 0 \notin [a_n, b_n] \). Let \( K \) be a subset of \( c_0(\Gamma) \).

For any \( (\gamma, n) \) in \( \gamma \times \mathbb{N} \), we set 
\[ V_{(\gamma, n)} = \{ x \in K : x(\gamma) \in (a_n, b_n) \} \].

The family \( \{ V_{(\gamma, n)} : (\gamma, n) \in \Gamma \times \mathbb{N} \} \) satisfies the following properties.

(i) Each \( V_{(\gamma, n)} \) is an open \( F_\sigma \) subset of \( K \) and does not contain the zero element.
(ii) It separates the points of \( K \).
(iii) It is pointwise countable.

**Proof of Proposition 1.3.** We may assume that the set \( K \) satisfies \( x(\gamma) \geq 0 \) for 
any \( x \in K \), \( \gamma \in \Gamma \). (Otherwise we consider the mapping \( G : K \to K_1 \), defined by
\( G(x) = |x| \), which is continuous, and by [5] the set \( K_1 = G[K] \) is U.E.C. It is clear that \( \mathcal{E}(K) = \mathcal{E}(K_1) \).

Consider a homeomorphism \( f: K \to l^2(\Lambda) \) so that \( \|f(x)\| \leq 1 \) for any \( x \in K \) and \( f(0) = 0 \). In the sequel, \( V_{(y, n)} \) are subsets of \( K \) as in the previous notation. The family \( \{ f(V_{(y, n)}): (y, n) \in \Gamma \times \mathbb{N} \} \) is pointwise countable and separates the points of the set \( f[K] \). Hence this family satisfies the assumptions of Lemma 1.4, so there exists another family \( \{ A_\delta \}_{\delta \in \Delta} \) of open \( F_\sigma \) subsets of \( f[K] \) which satisfies the conclusions of Lemma 1.4.

Set \( U_\delta = f^{-1}[A_\delta] \). It is clear that the families \( \{ V_{(y, n)}: (y, n) \in \Gamma \times \mathbb{N} \} \) and \( \{ U_\delta \}_{\delta \in \Delta} \) satisfy properties (1), (2) and (3) of the conclusion of Lemma 1.4.

For any \( x \in U_\delta \), \( \delta \in \Delta \), we choose an open neighborhood \( U_x \) of \( x \) contained in \( U_\delta \) which, furthermore, has the form

\[ V_x = \{ y \in K: \gamma(y, n) \in (c^y_i, d^y_i), i = 1, \ldots, n_x \}, \]

where, for \( 1 \leq i \leq n_x \) and \( y \in \Gamma \), \( c^y_i \) and \( d^y_i \) are rational numbers such that they are both positive in the case \( x \gamma_n > 0 \) and \( c^y_i = -d^y_i \) otherwise.

Each \( U_\delta \) is contained in some of the sets \( V_{(y, n)} \); therefore, for each \( \delta \in \Delta \) and \( x \in U_\delta \), there exists \( (\gamma, n) \) so that \( \gamma^x_n = \gamma \) for some \( 1 \leq i \leq n_x \), and \( (c^y_i, d^y_i) \) is a subset of \( (a^y_n, b^y_n) \).

For each \( \delta \in \Delta \), the set \( U_\delta \) is Lindelöf so there exists a countable subset \( \{ x(\delta, \mu): \mu \in \mathbb{N} \} \) of \( U_\delta \) so that \( U_\delta = \bigcup_{\mu \in \mathbb{N}} V_{x(\delta, \mu)} \).

For \( x \in K \) and \( s \in \{-1, 1\}^{n_x} \), we define

\[ V_x^s = \{ \psi \in \mathcal{E}(K): \psi(y, n) \in (s(i)c^y_i, s(i)d^y_i), i = 1, \ldots, n_x \}. \]

We set

\[ E = \{ V_{x(\delta, \mu)}^s: \delta \in \Delta, \mu \in \mathbb{N}, s \in \{-1, 1\}^{n_x(\delta, \mu)} \} \]

and we claim that \( E \) separates the points of \( \mathcal{E}(K) \). Indeed, for \( x_1, x_2 \) in \( \mathcal{E}(K) \) with \( x_1 \neq x_2 \) we distinguish two cases.

Case 1. \( |x_1| \neq |x_2| \).

Then there exists a set of the form \( V_{(y, n)} \) so that \( I_{V_{(y, n)}}(|x_1|) \neq I_{V_{(y, n)}}(|x_2|) \). Hence, there is \( x(\delta, \mu) \) so that \( I_{V_{x(\delta, \mu)}}(|x_1|) \neq I_{V_{x(\delta, \mu)}}(|x_2|) \) and, choosing a suitable \( s \in \{-1, 1\}^{n_x(\delta, \mu)} \), we conclude that

\[ I_{V_{x(\delta, \mu)}}(x_1) \neq I_{V_{x(\delta, \mu)}}(x_2). \]

Case 2. \( |x_1| = |x_2| \).

In this case there exists \( \gamma \in \Gamma \) with \( x_1(\gamma) = -x_2(\gamma) \). We may assume that \( x_1(\gamma) > 0 \). Hence there is, for \( n \in \mathbb{N}, x_1(\gamma) \in (a^y_n, b^y_n) \), equivalently \( x_1 \in V_{(y, n)} \) while \( x_2 \notin V_{(y, n)} \). It is immediate that there is \( (\delta, \mu) \in \Delta \times \mathbb{N} \) such that \( x_1 \in V_{x(\delta, \mu)} \) and \( x_2 \notin V_{x(\delta, \mu)} \).

We define a decomposition of \( E \) as follows:

For \( (k, \mu, l) \in \mathbb{N}^3 \) and \( s \in \{-1, 1\}^l \) we set

\[ E(k, \mu, l, s) = \{ V_{x(\delta, \mu)}^s: \delta \in \Delta_k, s \in \{-1, 1\}^l \}. \]
Recall that the family \( \{ U_\delta : \delta \in \Delta_k \} \) is \( n(k) \)-finite. We claim that the family \( E(k, \mu, l, s) \) is also \( n(k) \)-finite.

Indeed if there exists \( y \in \bigcap_{i=1}^{n(k)} V_{x(\delta_i, \mu)} \) then there also exists an \( x \in K \) with \( |y| = x \) and \( x \in \bigcap_{i=1}^{n(k)} V_{x(\delta_i, \mu)} \). The last implies that \( \bigcap_{i=1}^{n(k)} U_{\delta_i} \neq \emptyset \). This contradiction establishes the Claim.

Using now the topological characterization of U.E.C. (Proposition 0.3) we get that the set \( \mathscr{E}(K) \) is U.E.C. The proof of the proposition is complete.

1.5. PROPOSITION. Let \( K \) be a weakly compact subset of a B-space \( X \) which is U.E.C. Then the set \( K_1 = \text{co}(K) \) is also U.E.C.

PROOF. We denote, as usual, the set of all regular probability measures defined on the space \( K \) endowed with the \( w^* \) topology by \( M_1^+(K) \). As it has been proved in [5] for \( K \) a U.E.C. set, the set \( M_1^+(K) \) is also U.E.C. Consider now the map \( F: M_1^+(K) \rightarrow \text{co}(K) \) which sends the measure \( \mu \) to its barycenter. It is well known that \( F \) is \( w^* - w \) continuous and onto [15]. Therefore, \( \text{co}(K) \) is U.E.C. since it is the continuous image of \( M_1^+(K) \) [5].

1.6. LEMMA. Let \( K \) be a subset of \( c_0(\Gamma) \) and let \( L_1, L_2, \ldots, L_n \) be pairwise disjoint finite subsets of \( \Gamma \). We assume that \( p_1I_{L_1} + \cdots + p_nI_{L_n} \in \text{co}(\mathscr{E}(K)) \). If \( a \) satisfies \( 0 < a \leq \min \{ p_1, \ldots, p_n \} \), then

\[
a(I_{L_1} + \cdots + I_{L_n}) \in \text{co}(\mathscr{E}(K)).
\]

PROOF. First notice that, for \( x \in \text{co}(\mathscr{E}(K)) \) and a subset \( A \) of \( \Gamma \),

\[
x|_A = \left( (x|_A + x|_A^c) + (x|_A - x|_A^c) \right)/2 \in \text{co}(\mathscr{E}(K)).
\]

Subsequently, suppose \( x = p_1I_{L_1} + \cdots + p_nI_{L_n} \) belongs to \( \text{co}(\mathscr{E}(K)) \) and \( a \in R \) satisfies \( a \leq p_1 \leq \cdots \leq p_{n+1} \). Observe that the element

\[
y = \frac{p_1}{p_2}x + \frac{p_2 - p_1}{p_2}(p_1I_{L_1}) = p_1I_{L_1 \cup L_2} + \frac{p_1}{p_2}(p_3I_{L_3} + \cdots + p_{n+1}I_{L_{n+1}})
\]

also belongs to \( \text{co}(\mathscr{E}(K)) \). Hence the lemma follows by induction.

1.7. THEOREM. Let \( K \) be a weakly compact subset of \( c_0(\Gamma) \). The following are equivalent.

(1) The set \( K \) is U.E.C.

(2) For every \( \epsilon > 0 \) there exists a decomposition \( \{ \Gamma_m^{(\epsilon)} : m \in \mathbb{N} \} \) of the set \( \Gamma \) and a sequence \( \{ k(m, \epsilon) : m \in \mathbb{N} \} \) of natural numbers so that for every \( x \) in \( K \) and \( m \in \mathbb{N} \)

\[
\text{card}\{ \gamma \in \Gamma_m^{(\epsilon)} : |x(\gamma)| > \epsilon \} < k(m, \epsilon).
\]

PROOF. We may assume that \( \|x\| \leq 1 \) for all \( x \in K \).

(2) \Rightarrow (1). For \( n \in \mathbb{N} \) we set \( A_n = \{ j \in \mathbb{Z} : -(n + 1) \leq j \leq n + 1, j \neq 0, -1 \} \) and for \( \gamma \in \Gamma \) and \( j \in A_n \) we define

\[
V_{\gamma,j}^n = \{ x \in K : j/n < x(\gamma) < (j + 1)/n \}.
\]

It is easy to see that the family of open \( F_\delta \) sets

\[
\mathscr{H} = \{ V_{\gamma,j}^n \gamma \in \Gamma, n \in \mathbb{N}, j \in A_n \}
\]
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separates the points of the set \( K \). For \((n, m) \in \mathbb{N}^2\) we set

\[
\mathcal{H}(n, m) = \left\{ V_{\gamma,j}^m : \gamma \in \Gamma_m^{(1/n)} \text{ and } j \in A_n \right\}.
\]

Obviously, \( \{ \mathcal{H}(n, m) \}_{(n, m) \in \mathbb{N}^2} \) defines a decomposition of the family \( \mathcal{H} \) and each \( \mathcal{H}(n, m) \) is \((k(m, 1/n) \cdot \text{card} \, A_n)\)-finite. Proposition 0.3 now implies that the set \( K \) is U.E.C.

\((1) \Rightarrow (2)\). Consider the set \( K_1 = \overline{\mathcal{E}}(K \cup \{ e_y : \gamma \in \Gamma \}) \). Propositions 1.3 and 1.5 imply that the set \( K_1 \) is U.E.C. Hence there exists a homeomorphism \( f : K_1 \to l^2(\Lambda) \) satisfying \( f(0) = 0 \) and \( \| f(x) \| \leq 1 \) for every \( x \in K_1 \).

For a fixed number \( \varepsilon, 0 < \varepsilon < 1 \), and any \( \gamma \in \Gamma \), we set \( V_{\gamma} = \{ x \in K_1 : |x(\gamma)| > \varepsilon \} \) and \( d_{\gamma} = \varepsilon e_{\gamma}/2 \). Choose an open neighborhood \( W_{\gamma} \) of \( f(d_{\gamma}) \) contained in the set \( f[V_{\gamma}] \) with the form

\[
W_{\gamma} = \left\{ y \in f[K_1] : \left| f(d_{\gamma})(\lambda_{\gamma}^i) - y(\lambda_{\gamma}^i) \right| < \varepsilon_{\gamma}, i = 1, \ldots, n_{\gamma} \right\},
\]

where \( \lambda_{\gamma}^1, \ldots, \lambda_{\gamma}^{n_{\gamma}} \in \Lambda \) and \( \varepsilon_{\gamma} > 0 \). Notice that \( 0 \notin W_{\gamma} \). Hence, for at least one \( i_0 \in \{1, \ldots, n_{\gamma}\}, f(d_{\gamma})(\lambda_{i_0}^\gamma) \neq 0 \). Therefore we may choose \( \varepsilon_{\gamma} \) so that, setting \( \lambda_{i_0}^\gamma = \lambda_{\gamma}^i, 0 < \varepsilon_{\gamma} < |f(d_{\gamma})(\lambda_{\gamma}^i)|/2 \).

So for any \( y \in W_{\gamma} \) we have

\[ |y(\lambda_{\gamma}^i)| > |f(d_{\gamma})(\lambda_{\gamma}^i)|/2. \]

For each \( \gamma \in \Gamma \) choose \( U_{\gamma} \) an open basic neighborhood of \( d_{\gamma} \) so that \( U_{\gamma} \subset f^{-1}(W_{\gamma}) \subset V_{\gamma} \) and with the form

\[
U_{\gamma} = \left\{ x \in K_1 : |x(\gamma)| < \varepsilon_{\gamma}^1 \text{ for } \gamma, \gamma' \in S_{\gamma} \setminus \{ \gamma \} \left( \varepsilon - \varepsilon_{\gamma}^1 \right) / 2 < x(\gamma) < \left( \varepsilon + \varepsilon_{\gamma}^1 \right) / 2 \right\},
\]

where \( S_{\gamma} \) is a finite subset of \( \Gamma \) containing \( \gamma \) and \( 0 < \varepsilon_{\gamma}^1 < \varepsilon / 2 \).

Notice that the set \( \{ f(d_{\gamma}) : \gamma \in \Gamma \} \) is a weakly discrete subset of \( l^2(\Lambda) \) and \( \{ f(d_{\gamma}) : \gamma \in \Gamma \} \cup \{ 0 \} \) is weakly compact. Therefore, for any \( \gamma \in \Gamma \) the set

\[
A_{\gamma} = \left\{ \delta \in \Gamma : f(d_{\delta})(\lambda_{\gamma}^\delta) > 2\varepsilon_{\gamma} \right\}
\]

is finite.

For \( n, m \) natural numbers, set

\[
\Gamma_{(n, m)}^{(r)} = \left\{ \gamma \in \Gamma : |f(d_{\gamma})(\lambda_{\gamma})| > 1/n, \text{card}(S_{\gamma} \cup A_{\gamma}) < m \right\}.
\]

It is obvious that

\[
\Gamma = \bigcup_{(n, m) \in \mathbb{N}^2} \Gamma_{(n, m)}^{(r)}.
\]

CLAIM. For any \( x \in K_1 \)

\[
\text{card} \left\{ \gamma \in \Gamma_{(n, m)}^{(r)} : |x(\gamma)| > \varepsilon \right\} < (2n)^{2m}.
\]

PROOF OF THE CLAIM. Suppose on the contrary that the Claim fails for a pair \((n, m)\). This means that there exists \( x \in K_1 \) such that for the set \( A = \{ \gamma \in \Gamma_{(n, m)}^{(r)} : |x(\gamma)| > \varepsilon \} \) we have card \( A > (2n)^{2m} \). We apply Lemma 0.2 to the family \( \{ S_{\gamma} \cup A_{\gamma} : \gamma \in A \} \) and we get a subset \( B \) of \( A \) with card \( B = (2n)^{2} \) such that \( \gamma_1 \notin S_{\gamma_2} \cup A_{\gamma_2} \) for \( \gamma_1 \neq \gamma_2 \in B \).
We show that $\bigcap_{\gamma \in B} U_{\gamma} \neq \emptyset$. Indeed, let $x_1 = |x|$. Clearly $x_1 \in K_1$ and hence (Lemma 1.6) $x_1 |_{B} \in K_1$; from this we get that the element $y = \epsilon I_{B}/2 \in K_1$. It is easy to see that $y \in \bigcap_{\gamma \in B} U_{\gamma}$ and from this we have that $f(y) \in \bigcap_{\gamma \in B} W_{\gamma}$. Consequently, by (\ast), $|f(y)(\lambda_\gamma)| > 1/2n$ holds for all $\gamma \in B$. We also notice that for any $\gamma_1 \neq \gamma_2 \in B$ we have $\lambda_{\gamma_1} \neq \lambda_{\gamma_2}$. Hence

$$1 \geq |f(y)| \geq \left( \sum_{\gamma \in B} (f(y)(\lambda_\gamma))^2 \right)^{1/2} > \left( \text{card} \frac{1}{(2n)^2} \right)^{1/2} = 1.$$ 

This contradiction proves the Claim and the proof of the theorem is complete.

The following theorem extends Theorem 1.7.

1.8. Theorem. Let $X$ be a $B$-space with an unconditional basis $\{x_\gamma; \gamma \in \Gamma\}$ and let $K$ be a weakly compact subset of $X$. The following are equivalent.

1. The set $K$ is U.E.C.

2. For every $\epsilon > 0$ there exists a decomposition $\{\Gamma_m^{(\gamma)}; m \in \mathbb{N}\}$ of $\Gamma$ and a sequence $\{k(m); m \in \mathbb{N}\}$ of natural numbers such that for any $x \in K$

$$\text{card} \left\{ \gamma \in \Gamma_m^{(\gamma)} : |x_\gamma^*(x)| \geq \epsilon \right\} < k(m).$$

Proof. We define a bounded linear one-to-one operator $T: X \to c_0(\Gamma)$ with the rule $Tx(\gamma) = x_\gamma^*(x)$. Applying Theorem 1.7 to the set $T[K]$ which is homeomorphic to the set $K$ we get the desired result.

Restricting our interest to the class of U.E.C. sets containing only indicator functions, Theorem 1.8 can be formulated as

1.9. Corollary. Consider a weakly compact subset $K$ of a $B$-space $X$ with an unconditional basis $\{x_\gamma; \gamma \in \Gamma\}$ that has the form $\{I_S; S \in \mathcal{A}\}$, for a family $\mathcal{A}$ of subsets of the set $\Gamma$. The set $K$ is a U.E.C. set iff there exists a decomposition $\{\Gamma_m; m \in \mathbb{N}\}$ of $\Gamma$ and a sequence $\{k(m); m \in \mathbb{N}\}$ of natural numbers satisfying

$$\text{card}(S \cap \Gamma_m) < k(m) \quad (S \in \mathcal{A}).$$

Applying Corollary 1.9 we simplify the example in [4] of a set $K$ which is Eberlein compact but not U.E.C.

1.10. Example. We denote by $Y$ the set $\bigoplus_{i=1}^{n} \{1, \ldots, n\}$. A subset of $Y$ is said to be admissible if it satisfies the following condition.

There exists a natural number $n = n(A)$ so that for any $x, y \in A$ with $x \neq y$ we have $x(j) = y(j)$ for $j < n - 1$ and $x(n) \neq y(n)$.

Consider the set $K = \{I_A; A \subseteq \Gamma, A$ is admissible$\}$. We show that $K$ is a weakly compact subset of $c_0(\Gamma)$. To see this, we first notice that if $A$ is not admissible, there exist $\gamma_1, \gamma_2, \gamma_3$ elements of $A$ so that the set $\{\gamma_1, \gamma_2, \gamma_3\}$ also is not admissible. Therefore the set $K$ is a closed subset of the space $(0, 1)^\Gamma$ endowed with the product topology, and since the weak topology of $c_0(\Gamma)$ coincides with the pointwise convergent topology we get that $K$ is indeed weakly compact.
It remains to show that $K$ is not U.E.C. Assume that $K$ is U.E.C. From Corollary 1.9 there exists a decomposition \( \{ \Gamma_m^r: m \in \mathbb{N} \} \) of $\Gamma$ and natural numbers \( \{ k(m) \}_{n=1}^{\infty} \) so that \( \text{card} (A \cap \Gamma_m^r) < k(m) \) for any admissible set $A$ and $m \in \mathbb{N}$. On the other hand, by Baire's theorem there exists an $m_0 \in \mathbb{N}$ and a basic open subset $V = (n_1, \ldots, n_k) \times \Pi_{n=k+1}^{\infty} (1, \ldots, n)$ of $\Gamma$ so that $\Gamma_{m_0} \cap V$ is dense in $V$. Hence we easily see that the set $\Gamma_{m_0}^r$ contains arbitrarily large admissible sets. This is a contradiction and the proof is complete.

2. We are now going to apply Theorems 1.7 and 1.8 in order to get equivalent U.C.E.D. norms on $B$-spaces. The results of this section also depend on two lemmas of Troyanski [18]. For the sake of completeness we state them below.

2.1. **Lemma [18].** If a $B$-space $X$ admits a bounded linear one-to-one operator $T$: $X \to l^\infty(\Gamma)$ so that:

For any $\varepsilon > 0$ there exists a decomposition \( \{ \Gamma_m^r: m \in \mathbb{N} \} \) of $\Gamma$ with the property:

For any $x \in X$, card\( \{ \gamma \in \Gamma_m^r: \| T(x(\gamma)) \| > \varepsilon \| T \| \| x \| \} < m \).

Then $X$ admits an equivalent U.C.E.D. norm.

2.2. **Lemma [18].** A $B$-space with an unconditional basis \( \{ x_\gamma: \gamma \in \Gamma \} \) admits an equivalent U.C.E.D. norm iff:

For any $\varepsilon > 0$ there exists a decomposition

\[ \{ \Gamma_m^r: m \in \mathbb{N} \} \] of $\Gamma$ such that

\[ \left\| \sum_{k=1}^{m} x_{\gamma_k} \right\| > \frac{1}{\varepsilon} \]

for every $m \in \mathbb{N}$ and subset \( \{ \gamma_1, \ldots, \gamma_m \} \) of $\Gamma_m^r$.

2.3. **Theorem.** Any reflexive $B$-space $X$ whose unit ball is a U.E.C. set admits an equivalent U.C.E.D. norm.

**Proof.** By the fundamental theorem of Amir and Lindenstrauss [2] there exists a bounded one-to-one operator $T: X \to c_0(\Gamma)$. We assume that $\| T \| = 1$ and hence the set $T[\mathbb{S}_X]$ is a U.E.C. subset of the unit ball of $c_0(\Gamma)$. A combination of Theorem 1.7 and Lemma 2.1 gives the desired result.

As we mentioned in the section of preliminaries, every $B$-space $X$ with a U.C.E.D. norm satisfies the fixed point property. Hence Theorem 2.3 implies the following corollary.

2.4. **Corollary.** Every reflexive $B$-space whose unit ball is a U.E.C. set admits an equivalent norm satisfying the fixed point property.

The question whether the converse of Theorem 2.3 holds is still open. A partially positive answer to this problem is given by the following result.

2.5. **Theorem.** Let $X$ be a $B$-space with an unconditional basis. If $X$ admits an equivalent U.C.E.D. norm, then every weakly compact subset of $X$ is U.E.C.

**Proof.** Consider $K$ weakly compact subset of $X$. The set $K$ is bounded; therefore, there exists $\varepsilon > 0$ with $\| x \| < \varepsilon$ for every $x \in K$. For fixed $\varepsilon > 0$ set $\varepsilon' = \varepsilon/\varepsilon$ and
define a decomposition \( \{ \Gamma^m_n \}: m \in \mathbb{N} \) of \( \Gamma \) so that the conclusion of Lemma 2.2 is satisfied.

We claim that for any \( x \in K \)

\[
\text{card}\left\{ \gamma \in \Gamma^m_n : |x^*_\gamma(x)| > \varepsilon \right\} < m.
\]

Assume that this is not the case. Then there are \( x_0 \in K \) and \( m_0 \in \mathbb{N} \) so that for the set \( A = \{ \gamma \in \Gamma^m_n : |x^*_\gamma(x_0)| > \varepsilon \} \) we have \( \text{card} \ A \geq m_0 \). Since \( \{x_\gamma\}_{\gamma \in \Gamma} \) is an unconditional basis we get

\[
\|x_0\| > \varepsilon \left\| \sum_{\gamma \in A} x_\gamma \right\| \geq \varepsilon \frac{\varepsilon}{\varepsilon} = \varepsilon.
\]

This is a contradiction proving the Claim and the theorem.

In [13] an example is given of a reflexive \( B \)-space with an unconditional basis and without an equivalent U.C.E.D. norm. By the following result we show the existence of such a \( B \)-space using factorization techniques from [6].

2.6. **Corollary.** There exists a reflexive \( B \)-space with an unconditional basis and without an equivalent U.C.E.D. norm.

**Proof.** In [6] it is proved that every weakly compact set \( W \) is topologically homeomorphic to a weakly compact subset of a reflexive \( B \)-space \( X(W) \) with an unconditional basis (see 3.4 below). Let \( W \) be the Benyamini-Starbird set (Example 1.10). Theorem 2.5 implies that \( X(W) \) does not admit an equivalent U.C.E.D. norm, completing the proof.

The converse of Theorem 2.5 fails in general. We next give an example of a \( B \)-space \( X \) with an unconditional basis so that every weakly compact subset of it is U.E.C. but no equivalent U.C.E.D. norm is defined on \( X \).

2.7. **Example.** Consider the set \( \Gamma = \prod_{n=1}^{\infty} \{1, \ldots, n\} \) and define the family \( \mathcal{D} \) of admissible sets in the same fashion as in Example 1.10. Namely, an \( A \subset \Gamma \) is admissible iff there exists \( n \in \mathbb{N} \) such that for any \( \gamma_1, \gamma_2 \in A, \gamma_1 \neq \gamma_2 \), we have

\[
\gamma_1(j) = \gamma_2(j) \quad \text{for} \quad j < n \quad \text{and} \quad \gamma_1(n) \neq \gamma_2(n).
\]

Define the \( B \)-space \( X \) as the completion of the space of all real valued functions \( \varphi \) from \( \Gamma \) with finite support and with norm given by

\[
\|\varphi\| = \sup_{\mathcal{D}} \left( \sum_{\gamma \in B} |\varphi(\gamma)| \right).
\]

Set \( e_\gamma = I_{(\gamma)} \) and notice that the family \( \{ e_\gamma : \gamma \in \Gamma \} \) is an unconditional basis for the space \( X \). Denote by \( W \) the \( B \)-space generated by the family \( \{ e^*_\gamma : \gamma \in \Gamma \} \) which, of course, is an unconditional basis for the space \( W \).

For any admissible subset \( B \) of \( \Gamma \) it is easy to see that

\[
\left\| \sum_{\gamma \in B} e_\gamma \right\| = |B| \quad \text{and} \quad \left\| \sum_{\gamma \in B} e^*_\gamma \right\| = 1.
\]
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FACT. Every weakly compact subset of $W$ is metrizable and hence U.E.C.

In order to prove it we need the following two lemmas.

**Lemma A.** For each infinite subset $\Delta$ of $\Gamma$ there is an infinite sequence $(\gamma_j) \subset \Delta$ so that $(e^*_{\gamma_j})$ is 2-equivalent to the unit vectors of $l^1(\mathbb{N})$.

**Proof.** Assume $\Delta$ is countable. We decompose the set $\Delta^{[3]}$ of all three-point subsets of $\Delta$ into two sets $G, H$ as follows: We set $(\gamma_1, \gamma_2, \gamma_3) \in G$ iff it is admissible. By the well-known Ramsey theorem there exists an infinite subset $E$ of $\Delta$ so that either $E^{[3]} \subset G$ or $E^{[3]} \subset H$. The case $E^{[3]} \subset G$ implies that $E$ is admissible which is impossible. Hence the case $E^{[3]} \subset H$ remains which, equivalently, means that any admissible subset of $E$ contains at most two elements.

Consider the closed linear span $X_E$ of the family $\{e_\gamma; \gamma \in E\}$. We show that $X_E$ is 2-equivalent to the space $c_0(\mathbb{N})$. Indeed, for any element $\varphi$ of $X_E$ with finite support we have

$$
\|\varphi\| = \sup_{\gamma_1, \gamma_2 \in E} \left\{ |\varphi(\gamma_1)| + |\varphi(\gamma_2)| \right\} \leq 2 \sup_{\gamma \in E} |\varphi(\gamma)| \leq 2 \|\varphi\|.
$$

The family $\{e_\gamma; \gamma \in \Gamma\}$ is an unconditional basis for the space $X$. Hence the family $\{e^*_\gamma; \gamma \in E\}$ is 2-equivalent to the unit vectors of $l^1(\mathbb{N})$ and the proof of the lemma is complete.

**Lemma B.** Let $K$ be a weakly compact subset of a $B$-space $X$ with an unconditional basis $\{e_\gamma; \gamma \in \Gamma\}$. Then the set $A = \{e_\gamma; \exists x \in K \ x(\gamma) \neq 0\} \cup \{0\}$ is $\sigma$-weakly compact.

**Proof.** The set $W = \overline{co}(\delta_1(K))$ is weakly compact [1]. Set $A_n = \{e_\gamma; \exists x \in K \ |x(\gamma)| \geq 1/n\}$ and notice that $(A_n/n) \cup \{0\}$ is a subset of $W$. Hence $A_n \cup \{0\}$ is weakly compact provided that $A_n/n \cup \{0\}$ is a weakly closed subset of $W$. To see this choose a sequence $(e_\gamma)_{n \to \infty}$ from $A_n$. The only possible limit point for weakly convergent subsequences of $(e_\gamma/n)_{n \to \infty}$ is the element $0 \in X$. Therefore the set $(A_n/n) \cup \{0\}$ is sequentially closed and by Eberlein's criteria [9] it is weakly closed.

**Proof of the Fact.** Consider a weakly compact subset $K$ of $W$. We show that the set

$$D = \{e^*_\gamma; \exists x \in K \ x(\gamma) \neq 0\}
$$

is at most countable.

Indeed assuming that $D$ is uncountable, Lemma B implies that there exists a sequence $(e_\gamma)_{\gamma_n}$ from $D$ weakly convergent to zero. On the other hand, by Lemma A we have that a subsequence $(e_\gamma_{\gamma_n})$ is equivalent to the unit vectors of $l^1(\mathbb{N})$. This is a contradiction proving that $D$ is countable and therefore $K$ is U.C.E.D. as a subset of a separable subspace of $W$.

We finally show that $W$ does not admit an equivalent U.C.E.D. norm. If it did, then by Lemma 2.2 for $\epsilon = \frac{1}{2}$, there exists a decomposition $\{\Gamma_m^{(r)}; m \in \mathbb{N}\}$ so that for each $m \in \mathbb{N}$, $(\gamma_1, \ldots, \gamma_m) \subset \Gamma_m^{(r)}$ we have

$$
\left\| \sum_{i=1}^m e^*_{\gamma_i} \right\| > 2.
$$
On the other hand, using Baire's theorem we find $m_0 \in \mathbb{N}$ with $\Gamma_m^{(e)}$ containing arbitrarily large admissible subsets. This is a contradiction since we have noted that for any admissible set $B$ we have $\|\sum_{\gamma \in B} e^{\gamma}_x\| = 1$. This completes the proof of the desired properties of the example.

2.8. Remark. (a) We still do not know if there exists a W.C.G. $B$-space $X$ containing only U.E.C. weakly compact subsets and not admitting an equivalent U.C.E.D. norm. Candidates for counterexamples are the nonseparable $L^1(\mu)$-spaces, for $\mu$ finite measures. Indeed, the first author mentioned in the fourth section shows that the weakly compact subsets of these spaces are U.E.C. The existence of an equivalent U.C.E.D. norm on $L^1(\mu)$ does not seem known yet.

(b) The results of this section indicate a relation between the existence of a U.C.E.D. norm on a $B$-space $X$, which is a geometric property, and of the analytic property that each weakly compact subset of $X$ is U.E.C. The exact relation between them is not clear to us. In the case of reflexive $B$-spaces with an unconditional basis, Theorems 2.3 and 2.5 show the equivalence of these properties.

We state below the main open questions.

2.9. Problem. Let $X$ be a $B$-space with a U.C.E.D. norm.

(i) Assuming that $X$ is reflexive, is its unit ball U.E.C.?

(ii) In general, does $X$ contain only U.E.C. weakly compact subsets?

(c) The relation between U.E.C. sets and the fixed point property seems also interesting. Related to this is the following problem.

2.10. Problem. Let $X$ be a $B$-space containing only U.E.C. weakly compact subsets. Does there exist an equivalent norm on it satisfying the fixed point property?

3. In this section a new class of operators is introduced. We will call them uniformly weakly compact and we investigate their factorization through "nice" $B$-spaces.

3.1. Definition. A linear operator $T: X \to Y$ is called uniformly weakly compact if the weak closure of the set $T[S_X]$ is a U.E.C. subset of the space $Y$.

3.2. Remark. Every U.W.C. operator is weakly compact. In general, the converse is not correct. The factorization theorem (see Notation 3.3 below) implies that every weakly compact subset of a $B$-space $X$ is U.E.C. iff any weakly compact operator into $Y$ is U.W.C.

Our results are closely related to the factoring reflexive $B$-space $Y$ described in [6]. In the following notation we restate the main steps of the construction of this space as well as its basic properties.

3.3. Notation. Fix a convex symmetric weakly compact subset $W$ of a $B$-space $(X, \|\cdot\|)$.

For each $n = 1, 2, \ldots$ we denote by $\|\cdot\|_n$ the gauge of the set

$$V_n = 2^n W + 2^{-n} S_X.$$ 

We define $\|x\| = (\sum_{n=1}^{\infty} \|x\|_n^2)^{1/2}$ and we set $Y = \{ x \in X : \|x\| < \infty \}$. The following properties are proved in [6].
(1) $W \subseteq S_Y$.
(2) $(Y, \| \cdot \|)$ is reflexive.
(3) The identity $j: Y \rightarrow X$ is continuous.
(4) Assume that $X$ has an unconditional basis $\{x_\gamma: \gamma \in \Gamma\}$ and for any finite $F \subseteq \Gamma$ we have $P_F(W) \subseteq \lambda_F W$. (Here, $P_F$ denotes the usual projection of $X$ on to the space generated by the set $\{x_\gamma: \gamma \in F\}$.) Then the set $\{x_\gamma: \gamma \in \Gamma\} \cap Y$ is an unconditional basis for the space $Y$.

In the sequel, for given $X$ and $W$, the letters and symbols $Y, S_Y, j, V_n, \| \cdot \|_n$ will be used in their above defined context.

3.4. REMARK. Consider a weakly compact subset $K$ of a $\beta$-space $X$ with an unconditional basis $\{x_\gamma: \gamma \in \Gamma\}$. Abramovich [1] proved that the set $S_X(K)$ (see Definition 1.1) is also weakly compact. Hence the set $W = S_X(\co(K \cup (-K)))$ satisfies the assumptions of condition (4) in Notation 3.3 and, consequently, we conclude that any Eberlein compact set $K$ is homeomorphically embedded into a reflexive $\beta$-space $Y$ with an unconditional basis [10].

3.5. Lemma. Consider a convex symmetric weakly compact subset $W$ of a $B$-space $X$ which is U.E.C. Then the unit ball $S_Y$ of the factoring space $Y$ is also U.E.C.

PROOF. The identity map $j: (Y, \| \cdot \|) \rightarrow (X, \| \cdot \|)$ is continuous. Therefore the $B$-space $Z$, the norm closure of $j[Y]$, is weakly compactly generated (W.C.G.) and by [2] there is a linear one-to-one $T: Z \rightarrow c_0(\Gamma)$ with $\|T\| = 1$.

We wish to show that the weakly compact set $T \circ j[S_Y]$ satisfies condition (2) of Theorem 1.7. By our assumptions the set $W$ is a U.E.C. subset of $Z$; hence, $T[W]$ satisfies condition (2) of Theorem 1.7. Set $\varepsilon = 1/2^{4n^2}$ and we choose a decomposition $\{\Gamma_m^{(r)}: m \in \mathbb{N}\}$ so that for any $x \in W$ and $m \in \mathbb{N}$,

\[(\ast) \quad \text{card}\{\gamma \in \Gamma_m^{(r)}: |T(x)(\gamma)| > 1/2^{4n^2}\} < k(m).\]

CLAIM. For any $x \in S_Y$ and $m \in \mathbb{N}$,

\[(\ast\ast) \quad \text{card}\{\gamma \in \Gamma_m^{(r)}: |T \circ j(x)(\gamma)| > 1/n\} < k(m).\]

PROOF OF THE CLAIM. Assume, on the contrary, that the relation ($\ast\ast$) fails for some $x_0 \in S_Y$ and $m_0 \in \mathbb{N}$.

For fixed $k \in \mathbb{N}$ choose $\lambda > 0$ such that $x_0 \in \lambda V_k$ or, equivalently, $x_0 = \lambda 2^k w + 2^{-k} \lambda y$ for some $w \in W$ and $y \in S_X$.

Notice that the last equality implies that $y$ is an element of the space $Z$.

By the relation ($\ast$) and the choice of $x_0$ we get a $\gamma_0 \in \Gamma_{m_0}$ such that

$$|T \circ j(x_0)(\gamma_0)| > 1/n \quad \text{and} \quad |T(w)(\gamma_0)| < 1/2^{4n^2}.$$ 

By the linearity of $T$ we also have for all $\gamma \in \Gamma$

$$T \circ j(x_0)(\gamma) = \lambda 2^k T(w)(\gamma) + \lambda 2^{-k} T(y)(\gamma).$$

Therefore for any $k \in \mathbb{N}$ and $\lambda \in \mathbb{R}$ such that $x \in \lambda V_k$ we have that

$$1/n \leq \lambda (2^k/2^{4n^2} + 1/2^k) \leq \lambda (2^k/2^{4n^2} + 1).$$

Recall that $\|x\|_k = \inf\{\lambda: x \in \lambda V_k\}$. Hence

$$1/n \leq \|x_0\|_k (2^k/2^{4n^2} + 1).$$
Therefore for $k = 1, \ldots, 4n^2$ the last inequality gives
\[ \|x_0\|_k > 1/2n; \]
hence,
\[ 1 \geq \|x_0\| = \left( \sum_{k=1}^{\infty} \|x_0\|_k^2 \right)^{1/2} \geq \left( \sum_{k=1}^{4n^2} \|x_0\|_k^2 \right)^{1/2} > 1. \]
This is a contradiction proving the Claim. The proof of the lemma follows from this claim and Theorem 1.7.

The next result is an immediate consequence of Theorem 1.8.

3.6. Lemma. For any U.E.C. subset $K$ of a B-space with an unconditional basis the set $\mathcal{E}_1(K)$ is also U.E.C.  

We now pass to some consequences of Lemmas 3.5 and 3.6. Certain of them improve corresponding results from [6].

3.7. Corollary. Every U.W.C. operator $T: X \to Y$ can be factorized through a reflexive B-space $R(T)$ with an equivalent U.C.E.D. norm. If, furthermore, $Y$ has an unconditional basis, then $R(T)$ may be chosen with an unconditional basis.

3.8. Proposition. For any reflexive B-space $X$ with an unconditional basis $\{x_\gamma; \gamma \in \Gamma\}$ there exists a reflexive B-space $R(X)$ with an unconditional basis, an equivalent U.C.E.D. norm and a linear bounded one-to-one operator $T: R(X) \to X$ with dense range.

Proof. We set $K = \{e_\gamma; \gamma \in \Gamma\} \cup \{0\}$ which is a U.E.C. subset of $X$. Consider the factoring space $R(X)$ corresponding to the set $W = \mathcal{E}_1(\text{co}(K \cup (-K)))$. The space $R(X)$ has an unconditional basis, and from Lemmas 3.5, 3.6 and Theorem 2.3 we get that $R(X)$ admits an equivalent U.C.E.D. norm. Finally, it is clear that the identity map $j: R(X) \to X$ has dense range.

3.9. Corollary. A B-space $X$ is W.C.G. iff there exists a reflexive B-space $R(X)$ with an unconditional basis, a U.C.E.D. norm and a linear bounded one-to-one $T: R(X) \to X$ with dense range.

Proof. From the results of [6] there exists a space $\overline{R}(X)$ satisfying all the desired properties except that of the U.C.E.D. norm. Applying Proposition 3.8 to space $\overline{R}(X)$ we get the desired space $R(X)$.

3.10. Remark. We conclude this section by giving two simple examples. The first corresponds to Corollary 3.7 and the second to Corollary 3.9. Both show that, for the spaces $R(T)$ and $R(X)$, it is not always possible to admit an equivalent uniformly convex norm.

3.11. Example. We set $X = (\sum_{q \in Q} \oplus \ell^q(\Gamma))_2$ where $Q$ denotes the rational numbers $q$ so that $1 < q < \infty$ and $\Gamma$ is an infinite set. It is clear that the unit ball of $X$ is a U.E.C. set and its norm is U.C.E.D.

The space $X$ does not admit an equivalent uniformly convex norm. Hence the identity map $j: X \to X$ is not factorized through any uniformly convexifiable B-space.
3.12. Remark. Assume that the set \( \Gamma \) in the previous example is uncountable. Then the conclusion is strengthened as follows:

The unit ball of the space \( X \) is not affinely homeomorphic in the weak topology to a subset of any uniformly convex \( B \)-space.

We may derive this result by showing first that every uniformly convex \( B \)-space is mapped by a linear bounded one-to-one operator into \( l^p(\Delta) \) for a suitable \( 1 < p < \infty \) [12].

Therefore any affine homeomorphism of \( S_X \) into a uniformly convex space \( Y \) defines a bounded linear one-to-one operator \( T: X \to l^p(\Delta) \) for a suitable \( p \) with \( 1 < p < \infty \). This contradicts the choice of the space \( X \).

3.13. Example. Consider the space \( C(K) \) of continuous real valued functions on a compact set \( K \) which is Eberlein compact and not U.E.C. Then the reflexive \( B \)-space \( R(C(K)) \) defined by Corollary 3.9 is not uniformly convexifiable.

To see this let \( T: R(C(K)) \to C(K) \) be a linear bounded operator with dense range. We denote by \( T^*: M(K) \to R^*(C(K)) \) the conjugate of \( T \) which is one-to-one and \( w^* \)-continuous. Hence \( K \) is homeomorphic to a weakly compact subset of the space \( R^*(C(K)) \). Therefore \( R^*(C(K)) \) is not uniformly convexifiable and by known results \( R(C(K)) \) also is not uniformly convexifiable.

4. In this section we prove that the weakly compact subsets of \( L^1(\mu) \)-spaces are U.E.C.

We start with some preliminaries.

4.1. We denote by \( L^1\{-1,1\}^I \) the \( B \)-space of all integrable real valued functions defined on the compact group \( \{-1,1\}^I \) supporting the Haar measure. We denote by \( \pi_{(i)}: \{1,1\}^I \to \{-1,1\} \) the projection onto the \( i \)-coordinate. For any \( S \subset I \) finite set the \( S \)-Walsh function is denoted by \( W_S = \Pi_{i \in S} \pi_{(i)} \). It is well known that the family \( \{W_S: S \subset I, S \text{ finite} \} \) defines a bounded one-to-one operator

\[
T: L^1\{-1,1\}^I \to c_0(\Gamma),
\]

where \( \Gamma \) denotes the set of all finite subsets of \( I \) and, for \( S \in \Gamma \), \( Tf(S) = \int f \cdot W_S \cdot d\mu \).

4.2. We will use the following well-known characterization of weakly compact subsets of \( L^1(\mu) \):

A set \( K \subset L^1(\mu) \) is weakly relatively compact iff for each \( \varepsilon > 0 \) there exists \( \delta(\varepsilon) > 0 \) so that for all \( f \in K \) and measurable sets \( V \) with \( \mu(V) < \delta(\varepsilon) \) we have \( \int_V |f| \cdot d\mu < \varepsilon \).

The first author thanks Professor S. Pichoredes for his help in the proof of the next lemma.

4.3. Lemma. Let \( \mu \) be a probability measure and \( f, f_1, f_2, \ldots, f_n \) elements of \( L^\infty(\mu) \) so that

(1) \( f = \sum_{i=1}^n a_i f_i \), \( \|f\|_1 \leq 1 \), \( \|f_i\|_\infty = \|f_i\|_2 = 1 \) and

\[
\int f_i f_j \cdot d\mu = 0 \quad \text{for } i \neq j.
\]
(2) Given \( e > 0 \), there exists \( k \in \mathbb{N} \) so that for all measurable sets \( V \) with \( \mu(V) < 1/k \)
\[
\int_V |f| \, d\mu < e.
\]

Put \( J = \{ i < n: |a_i| > 2e \} \); then \( |J| < (k/e)^2 \).

**Proof.** We set \( A = \{ x: |f(x)| > k \} \). We notice that \( k\mu(A) \leq \int_A |f(t)| \, d\mu \leq 1 \), hence \( \mu(A) < 1/k \). Assume, on the contrary, that the conclusion of the lemma fails.

Consider the function \( \phi = f 1_A \) and observe that
\[
\|f - \phi\|_1 < e.
\]

Extend the family \( \{ f_i \}_{i=1}^n \) to a complete biorthogonal system of \( L^2(\mu) \), say \( \{ f_i \}_{i=1}^n \cup \{ \tilde{f}_j \}_{j \in J} \). Therefore
\[
\phi = \sum_{i=1}^n b_i f_i + \sum_{j \in J} b_j \tilde{f}_j.
\]

By (\(*\)) it follows that for \( 1 \leq i \leq n \) we have \( |b_i - a_i| < e \), and therefore
\[
k \geq \|\phi\|_\infty \geq \|\phi\|_2 \geq \left( \sum_j b_j^2 \right)^{1/2} \geq e |J|^{1/2}.
\]

This is a contradiction proving the lemma.

**4.4. Theorem.** Every weakly compact subset of \( L^1(\{-1,1\}) \) is U.E.C.

**Proof.** Let \( K \) be a weakly compact subset of \( L^1(\{-1,1\}) \) with \( \|f\| \leq 1 \) for all \( f \in K \). We denote by \( T: L^1(\{-1,1\}) \to c_0(\Gamma) \) the operator defined in 4.1. For fixed \( e > 0 \) there exists, by 4.2, a \( k \in \mathbb{N} \) so that for every \( f \in K \) and any measurable set \( V \) satisfying \( \mu(V) < 1/k \) we have \( \int_V |f| \, d\mu < e/4 \). We claim that
\[
|\{ S \in \Gamma: Tf(S) > \epsilon \}| < 4k^2/\epsilon^2.
\]

To show this choose a finite linear combination \( h = \sum_{i=1}^n a_i W_{s_i} \) of Walsh functions so that \( \|h - f\| < e/4 \) and \( \|h\| \leq 1 \). Notice that \( \int_V |h| \, d\mu < \epsilon/2 \) whenever \( \mu(V) < 1/k \); therefore, applying Lemma 4.3 we get
\[
|\{ i: 1 \leq i \leq n |a_i| > \epsilon \}| < 4k^2/\epsilon^2.
\]

We also remark that
\[
T h = \sum_{i=1}^n a_i e_{s_i}.
\]

(Here \( e_{s_i} \) denotes the \( s_i \)-unit vector of \( c_0(\Gamma) \).)

Let \( \{ h_n \}_{n=1}^\infty \) be a sequence of linear combinations of Walsh functions so that \( \|h_n\| \to f \) and \( \|f - h_n\|_1 < \epsilon/4 \). Then \( T h_n \to Tf \) and each \( T h_n \) satisfies property (\(*\)). Hence \( Tf \) itself satisfies property (\(*\)), and by Theorem 1.7 we get the desired result. The proof of the theorem is now complete.
4.5. Remark. (a) A combination of Maharam’s theorem and Kakutani’s representation theorem allows us to extend the result of Theorem 4.4 to arbitrary $L^1(\mu)$-space.

(b) Notice that the proof of Theorem 4.4 actually shows that if $K \subset L^1(-1, 1)$ is a weakly compact set and $\varepsilon > 0$ is given, then there exists a natural number $N(K, \varepsilon)$ so that for all $f \in K$

$$\left\| \{ S \subset I : |Tf(S)| > \varepsilon \} \right\| < N(K, \varepsilon).$$

Here $T$ denotes the operator defined in 4.1.

We finish this section with some remarks related to possible renormings of $L^1(\mu)$.

4.6. Remark. (a) As we have noticed in Remark 2.8 we do not know whether or not every $L^1(\mu)$-space admits an equivalent U.C.E.D. norm. We can show that Day’s strictly convex norm [8] on $L^1(\mu)$ fails to be U.C.E.D.

(b) It can be shown that Day’s norm on $L^1(\mu)$ satisfies the fixed point property. More precisely every convex weakly compact subset of $L^1(\mu)$ has normal structure [8]. This is proved by using Theorem 4.4 and [19, Proposition 3.4].
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