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ABSTRACT. A method is given by which one may associate (uniquely) certain differential equations with analytic functions defined by certain Euler product expressions. Some of the consequences of this construction include results relating the location of the zeros of the analytic functions to asymptotic properties of the solutions of the differential equations, as well as a differential equation characterization of those Dirichlet series with multiplicative coefficients.

1. Introduction. Let \( \{d_n\}_{n \geq 1} \) and \( \{\lambda_n\}_{n \geq 1} \) be given sequences of real numbers satisfying

\[
d_n > -1, \quad d_n \neq 0, \quad \lambda_n > 1 \quad \text{for } n \geq 1,
\]

and

\[
\sum_{n=1}^{\infty} |d_n| < \infty,
\]

and consider the formal Euler product expression

\[
E(s) = \prod_{n=1}^{\infty} \left(1 + \frac{d_n}{\lambda_n^s}\right).
\]

If the sequences \( \{d_n\} \) and \( \{\lambda_n\} \) are suitably chosen, then the Euler product (1.3) will converge absolutely in some right half-plane \( \Re(s) > \sigma_0 \) and define there an analytic function. In many cases (though not always—see, e.g., [10]) this function \( E(s) \) has an analytic continuation, also denoted by \( E(s) \), to a larger domain. For example, if \( \{p_n\} \) denotes the set of prime numbers listed in increasing order beginning with \( p_1 = 2 \), and we set

\[
d_n = p_n^{-\theta}, \quad \lambda_n = p_n,
\]

where \( \theta > 1 \) is fixed, then [13, p. 5] \( E(s) = \xi(s + \theta)(\zeta(2s + 2\theta))^{-1} \), where \( \xi(s) \) denotes the Riemann zeta function; if

\[
d_n = -p_n^{-\theta}, \quad \lambda_n = p_n,
\]
then $E(s) = (\xi(s + \theta))^{-1}$; finally, if
\begin{equation}
    d_n = -\left(\pi n\right)^{-2}, \quad \lambda_n = e^2, \quad z = e^{-s},
\end{equation}
then [14, p. 114] $E(s) = z^{-1}\sin z$.

For the case (1.4) above, it was shown in [4] that one can associate with the Euler product (1.3) a second-order differential equation [4, (4.6)] arising from a sequence of eigenvalue problems [4, (3.4)-(3.5)] associated with the partial products of (1.3). Our main intention here is to extend this process to cover the more general Euler product (1.3) and to investigate in detail some of the consequences of this construction. Included here are a proof (§§2, 3) that the differential equations are uniquely determined by the Euler products and the fact that such differential equations and their associated eigenfunctions may be used to characterize those Dirichlet series $\sum_{n=1}^{\infty} a_n n^{-s}$ that have Euler products $\prod_{n=1}^{\infty} (1 + d_n p_n^{-s})$. This is somewhat comparable to the Hecke-Petersson modular form characterization, although the functional equation aspect of the latter is not apparent as yet. It is possible that by considering higher-order differential operators, one can similarly represent more complicated Euler products, but this remains to be seen. In §4 we consider some properties relating the (limiting) differential equation, its corresponding integral equation, and the zeros of the analytic function $E(s)$, and in §5 we briefly consider the formal connection between $E(s)$ and a certain hyperbolic partial differential equation resembling, in the special cases (1.4)-(1.5), the familiar automorphic wave equation [5].

2. Construction of the associated differential equations. Here we outline a modified version of the construction in [4]. The idea is as follows. Beginning with the Euler product (1.3), we write this as a series
\begin{equation}
    \prod_{n=1}^{\infty} \left(1 + \frac{d_n}{\lambda_n^2}\right) = \prod_{n=1}^{\infty} \frac{\epsilon^*(n)}{q(n)^2},
\end{equation}
where the numbers $q(n)$ and $\epsilon^*(n)$ are formed from the sequences $\{\lambda_n\}$ and $\{d_n\}$, respectively, according to the formulæ
\begin{align}
    q(1) &= 1, \quad q(2) = \lambda_1, \quad q(2^n + k) = \lambda_{n+1} q(k), \quad 1 \leq k \leq 2^n, \quad n \geq 1, \\
    \epsilon^*(1) &= 1, \quad \epsilon^*(2) = d_1, \quad \epsilon^*(2^n + k) = d_{n+1} \epsilon^*(k), \quad 1 \leq k \leq 2^n, \quad n \geq 1.
\end{align}
Notice that for $N \geq 1$,
\begin{equation}
    \prod_{n=1}^{N} \left(1 + \frac{d_n}{\lambda_n^2}\right) = \sum_{n=1}^{2^N} \frac{\epsilon^*(n)}{q(n)^2}.
\end{equation}
We next attempt to form an eigenvalue problem $E_n(n \geq 1)$ of the form
\begin{align}
    y'' - sb_n(x)y' + s^2c_n(x)y &= 0, \quad 0 \leq x < \infty, \\
    y(0) &= 0, \\
    y(x) &\sim e^{\beta_{n+1} x} \quad \text{as } x \to \infty
\end{align}
in such a way that the equation for the eigenvalues is of the form

\( \sum_{k=1}^{2^n} \frac{\varepsilon^*(k)}{q(k)^s} = 0. \)

Here, for each \( n \), \( \beta_{n+1} \) is a suitably chosen constant, and the functions \( b_n(x) \) and \( c_n(x) \) are assumed to be step functions defined on a certain infinite partition \( 0 = a_0 < a_1 < \cdots \) of \([0, \infty)\) by certain number sequences \( \{b_r\}_{r \geq 1} \) and \( \{c_r\}_{r \geq 1} \) according to the formulae

\[
\begin{align*}
  b_n(x) &= b_r, & a_{r-1} < x < a_r, & 1 \leq r \leq n, \\
  &= b_{n+1}, & x \geq a_n, \\
  c_n(x) &= c_r, & a_{r-1} < x < a_r, & 1 \leq r \leq n, \\
  &= c_{n+1}, & x \geq a_n.
\end{align*}
\]

Observe that the same partition \( \{a_r\}_{r \geq 0} \) and number sequences \( \{b_r\} \) and \( \{c_r\} \) serve to define each of the functions \( b_n(x) \) and \( c_n(x) \), \( n \geq 1 \). Due to degeneracies in the resulting equations for the numbers \( \beta_r, a_r, b_r \) and \( c_r \), one cannot choose these numbers to obtain precisely (2.8) as the eigenvalue equation. However, by choosing a sequence \( \delta = \{\delta_1, \delta_2, \ldots\} \) satisfying

\( \delta_r d_r > 0, \quad r \geq 1, \)

but otherwise arbitrary for the moment, one can choose \( \{a_r\}, \{b_r\}, \{c_r\}, \) and \( \{\beta_r\} \)

(now depending on \( \delta \)) so that the eigenvalue equation for (2.5)--(2.7) has the form

\( \sum_{k=1}^{2^n} \frac{\varepsilon^*(k)}{q(k)^s} x_n(0, s; \delta) = 0, \)

where \( x_n(x, s; \delta) \) is a certain solution of (2.5) for which \( x_n(0, s; 0) \neq 0 \) for all \( n, s \) (see (2.78)); thus (2.8) is essentially the case \( \delta = 0 \) in (2.11).

The precise formulae for the constants in (2.5)--(2.7) can be obtained by a somewhat tedious process of trial and error involving the solutions of (2.5). For simplicity we proceed by stating the appropriate formulae and then deriving their properties directly.

Define the sequence \( \varepsilon(n) \) by

\( \varepsilon(1) = 1, \quad \varepsilon(2) = d_1, \)

and, for \( n \geq 1, \)

\( \varepsilon(2^n + k) = d_{n+1} \varepsilon(k), \quad 1 \leq k \leq 2^{n-1}, \)

\( = (1 + \delta_n) d_{n+1} \varepsilon(k), \quad 1 + 2^{n-1} \leq k \leq 2^n. \)

Observe that on setting \( d_n = p_n^{-\theta} \) in [4, Lemma 2.1] we have

**Lemma 2.1.** For integers \( n \geq 1 \) and \( q \geq 0, \)

(i) \( \varepsilon(1 + 2^{n-1} + q \cdot 2^{n+1}) = d_n \varepsilon(1 + q \cdot 2^{n+1}), \)

(ii) \( \varepsilon(1 + 3 \cdot 2^{n-1} + q \cdot 2^{n+1}) = (1 + \delta_n) d_n \varepsilon(1 + 2 \cdot 2^{n-1} + q \cdot 2^{n+1}). \)

Next, define the sequence \( \{w_n(r)\}, n \geq 0, 0 \leq r \leq n, \) by

\( w_n(r) = \varepsilon(1) + \varepsilon(1 + 2r) + \cdots + \varepsilon(1 + k \cdot 2r) + \cdots + \varepsilon(1 + 2^n - 2r) \)
and set $w_n^{(0)} = w_n$. Observe that

\begin{equation}
\tag{2.15}
\begin{align*}
w_n^{(n-1)} &= \varepsilon(1) + \varepsilon(1 + 2^{n-1}) = 1 + d_n, \\
\quad w_n^{(n)} &= \varepsilon(1) = 1.
\end{align*}
\end{equation}

We also have

**Lemma 2.2.** For $n \geqslant 3$ and $n \geqslant r + 2$, 

(i) \hspace{1cm} w_n^{(r)} = (1 + d_n)w_{n-1}^{(r)} + \delta_{n-1}d_n(w_{n-1}^{(r)} - w_{n-2}^{(r)}),

(ii) \hspace{1cm} d_n^{-1}(w_n^{(r)} - w_{n-1}^{(r)}) = w_{n-1}^{(r)} + \delta_{n-1}(w_{n-1}^{(r)} - w_{n-2}^{(r)}).

This is essentially [4, Lemma 2.1]. Define $K_r^{(n)}$ by $K_r^{(r+1)} = 1$ and for $n \geqslant r + 2$,

\begin{equation}
\tag{2.16}
K_r^{(n)} = \frac{d_n^{-1}[w_n^{(r)} - w_{n-1}^{(r)}]}{(1 + d_{r+1})(1 + d_{r+2}) \cdots (1 + d_{n-1})}.
\end{equation}

Then we have

**Lemma 2.3.** (i) For $n \geqslant r + 2$, 

\[ w_n^{(r)} = \prod_{i=r+1}^{n} (1 + d_i) \cdot \left[ 1 + \sum_{j=r+1}^{n-1} \frac{\delta_j K_r^{(j)}}{(1 + d_j^{-1})(1 + d_{j+1}^{-1})} \right]. \]

(ii) \hspace{1cm} K_r^{(r+2)} = 1 + \delta_{r+1}(1 + d_{r+1}^{-1})

and, for $n \geqslant r + 3$,

\[ K_r^{(n)} = 1 + \sum_{j=r+1}^{n-2} \frac{\delta_j K_r^{(j)}}{(1 + d_j^{-1})(1 + d_{j+1}^{-1})} + \delta_{n-1}K_r^{(n-1)} \]

**Proof.** (i) From Lemma 2.2(i) and (2.15),

\begin{equation}
\tag{2.17}
\begin{align*}
w_r^{(r)} &= (1 + d_{r+2})w_{r+1}^{(r)} + \delta_{r+1}d_{r+2}(w_{r+1}^{(r)} - w_r^{(r)}) \\
&= (1 + d_{r+2})(1 + d_{r+1}) + \delta_{r+1}d_{r+1}d_{r+2} \\
&= (1 + d_{r+1})(1 + d_{r+2})[1 + \delta_{r+1}(1 + d_{r+1}^{-1})(1 + d_{r+2}^{-1})].
\end{align*}
\end{equation}

For $n \geqslant r + 3$ one can show by induction (and Lemma 2.2(ii)) that

\begin{equation}
\tag{2.18}
\begin{align*}
w_n^{(r)} &= (1 + d_{r+1})(1 + d_{r+2}) \cdots (1 + d_n) \\
&+ \delta_{r+1}d_{r+1}d_{r+2}(1 + d_{r+3}) \cdots (1 + d_n) \\
&+ \delta_{r+2}d_{r+2}d_{r+3}[d_{r+1}(w_{r+1}^{(r)} - w_r^{(r)})](1 + d_{r+4}) \cdots (1 + d_n) \\
&\quad \vdots \\
&+ \delta_{n-1}d_{n-1}d_n[d_{n-2}(w_{n-1}^{(r)} - w_{n-2}^{(r)})].
\end{align*}
\end{equation}

Consequently,

\[ w_n^{(r)} = (1 + d_{r+1}) \cdots (1 + d_n) \left[ 1 + \sum_{j=r+1}^{n-1} \frac{\delta_j K_r^{(j)}}{(1 + d_j^{-1})(1 + d_{j+1}^{-1})} \right], \]

as required.
(ii) Set

\[ \Phi_r^{(n)} = w_n^{(r)} \left[ \prod_{j=r+1}^{n} (1 + d_j) \right]^{-1}. \]

Then from Lemma 2.2(ii),

\[
K_r^{(n)} = \Phi_r^{(n-1)} + \frac{\delta_{n-1} K_r^{(n-1)}}{1 + d_{n-1}^{-1}}
\]

\[
= \left[ 1 + \sum_{j=r+1}^{n-2} \frac{\delta_j K_r^{(j)}}{(1 + d_j^{-1})(1 + d_{j+1}^{-1})} \right] + \frac{\delta_{n-1} K_r^{(n-1)}}{1 + d_{n-1}^{-1}}
\]

by part (i) above.

**Lemma 2.4.** There exists a constant \( \delta^* > 0 \) such that if \( \sup \{ |\delta_r| : r \geq 1 \} \leq \delta^* \), then \( K_r^{(n)}(\delta) \leq 2 \), \( w_n^{(r)}(\delta) > 0 \), and \( \delta_n(w_n - w_{n-1}) > 0 \) for all \( n, r \) with \( 0 \leq r \leq n \).

**Proof.** Observe first that, as a consequence of assuming (1.2), \( d_k \to 0 \) as \( k \to \infty \), and the series \( \sum (1 + d_k^{-1})(1 + d_{k+1}^{-1}) \) is absolutely convergent. Choose \( \delta^* \) so that

\[
\delta^* \left[ C + \sum_{k=1}^{\infty} \frac{1}{(1 + d_k^{-1})(1 + d_{k+1}^{-1})} \right] \leq \frac{1}{4},
\]

where \( C = \sup \{ |d_k(1 + d_k)^{-1}| : k \geq 1 \} \). To show that \( K_r^{(n)}(\delta) \leq 2 \) for

\[
\sup \{ |\delta_r| : r \geq 1 \} \leq \delta^*,
\]

we use induction on \( n \) for fixed \( r \).

Observe that by Lemma 2.3(ii),

\[ K_r^{(r+2)} \leq 1 + \delta^* C \leq 2 \]

by (2.20). Also, assuming \( K_r^{(m)} \leq 2 \) for \( r + 2 \leq m \leq n - 1 \), we have from Lemma 2.3(ii) and (2.20) that

\[ K_r^{(n)} \leq 1 + 2 \delta^* \left( C + \sum_{k=1}^{\infty} \frac{1}{(1 + d_k^{-1})(1 + d_{k+1}^{-1})} \right) \leq 2,
\]

and thus \( K_r^{(n)} \leq 2 \) for all \( n, r, 0 \leq r \leq n \). Next, observe that for all \( n, r \), and \( \{ \delta_r \} \) with \( \sup \{ |\delta_r| : r \geq 1 \} \leq \delta^* \), by (2.20),

\[
\left| \sum_{j=r+1}^{n-1} \frac{\delta_j K_r^{(j)}}{(1 + d_j^{-1})(1 + d_{j+1}^{-1})} \right| \leq 2 \delta^* \sum_{k=1}^{\infty} \frac{1}{(1 + d_k^{-1})(1 + d_{k+1}^{-1})} \leq \frac{1}{2}.
\]

Consequently, by Lemma 2.3(i),

\[ w_n^{(r)} \geq \frac{1}{2} \prod_{j=r+1}^{n} (1 + d_j) > 0.
\]

Finally, given that \( w_n > 0 \) for all \( n \), it is now not difficult to show by induction (and (2.10), Lemma 2.2(iii)) that \( \delta_n(w_n - w_{n-1}) > 0 \) for all \( n \). \( \square \)

We henceforth assume that the sequence \( \{ \delta_r \} \) is chosen so that

\[
\sup \{ |\delta_r| : r \geq 1 \} \leq \delta^*,
\]

where \( \delta^* \) satisfies (2.20).
Next, define \( \{ \alpha_r \}_{r \geq 1}, \{ \beta_r \}_{r \geq 1} \) by

\[
\begin{align*}
\alpha_1 &= 0, \quad \beta_1 = -1, \\
\alpha_r &= -(w_r^{(i)} - w_{r-1}^{(i)})/(w_r - w_{r-1}), \quad r \geq 2, \\
\beta_r &= -w_r^{(i)}/w_{r-1}, \quad r \geq 2.
\end{align*}
\]

These formula differ from [4, (2.10)-(2.13)] in that the factor \( w_n \) has been omitted. The following formulae will be of interest later.

**Lemma 2.5.** For \( r \geq 1 \),

\[
\begin{align*}
(i) \quad \frac{\alpha_r - \beta_{r+1}}{\alpha_r - \beta_r} &= \frac{w_{r-1}}{w_r}, \\
(ii) \quad \frac{\beta_{r+1} - \beta_r}{\alpha_r - \beta_r} &= \frac{w_r - w_{r-1}}{w_r}, \\
(iii) \quad \frac{\alpha_r - \alpha_{r+1}}{\alpha_r - \beta_r} &= \frac{d_{r+1}w_{r-1}}{w_{r+1} - w_r}, \\
(iv) \quad \frac{\alpha_{r+1} - \beta_r}{\alpha_r - \beta_r} &= (1 + \delta_r)d_{r+1} \cdot \frac{w_r - w_{r-1}}{w_{r+1} - w_r}.
\end{align*}
\]

This is essentially [4, Lemma 2.5].

**Lemma 2.6.** (i) \( \beta_2 - \beta_1 = d_1/(1 + d_1) \);

(ii) for \( r \geq 2 \),

\[
\begin{align*}
\alpha_r - \beta_r &= \frac{1}{w_{r-1} + \delta_{r-1}(w_r - w_{r-2})} \prod_{k=1}^{r-1} (\delta_k d_k), \\
\beta_{r+1} - \beta_r &= \frac{d_r}{w_{r-1}w_r} \prod_{k=1}^{r-1} (\delta_k d_k).
\end{align*}
\]

**Proof.** As (i) is obvious from the definition, and (2.26) follows from (2.25) and Lemma 2.5(ii), it suffices to prove (2.25). From Lemma 2.5 (i), (iii), and Lemma 2.2(ii),

\[
\frac{\alpha_{r+1} - \beta_{r+1}}{\alpha_r - \beta_r} = \frac{w_{r-1}(w_{r+1} - w_r) - d_{r+1}w_r w_{r-1}}{w_r(w_{r+1} - w_r)} = \frac{w_{r-1}(w_r - w_{r-1})}{w_r(w_{r+1} - w_r)} \cdot \delta_r d_{r+1}.
\]

Thus

\[
\alpha_r - \beta_r = \prod_{k=1}^{r} \left( \frac{\alpha_{k+1} - \beta_{k+1}}{\alpha_k - \beta_k} \right) = \prod_{k=1}^{r-1} (\delta_k d_k) \cdot \frac{d_r}{w_{r-1}(w_r - w_{r-1})} = \prod_{k=1}^{r-1} (\delta_k d_k) \cdot \frac{1}{w_{r-1}[w_{r-1} + \delta_{r-1}(w_r - w_{r-2})]}. \quad \square
\]
Finally, define \( \{ b_r \}, \{ c_r \} \) by
\begin{align*}
&\quad b_r = \alpha_r + \beta_r, \quad c_r = \alpha_r \beta_r, \\
\text{and} \quad &\quad \{ a_n \} \text{ by } a_0 = 0 \text{ and}
\end{align*}
\begin{align*}
&\quad a_r = a_{r-1} + \ln(\lambda_r)/(\alpha_r - \beta_r), \quad r \geq 1.
\end{align*}
Observe that the partition \( \{ a_r \} \) is well defined as \( \lambda_r > 1 \), and \( \alpha_r - \beta_r > 0 \) by (2.10), (2.25), and the fact that \( \delta_r(w_r - w_{n-1}) > 0 \) (Lemma 2.4). It is clear from (2.27) that for each \( r \) the numbers \( \alpha_r, \beta_r \) are just the characteristic roots for the constant coefficient equation (2.5) on \([a_{r-1}, a_r]\). Thus, for \( x \) in \([a_{r-1}, a_r]\), \( r \leq n \), any solution \( y(x, s) \) of (2.5) takes the form
\begin{align*}
&\quad y(x, s) = A_r^{(n)}(s) \exp(\alpha_r sx) + B_r^{(n)}(s) \exp(\beta_r sx).
\end{align*}
When \( r = n + 1 \), (2.29) is then valid throughout \([a_n, \infty)\), and condition (2.7) is satisfied if we choose \( A_n^{(n)+1} = 0 \) and \( B_n^{(n)+1} = 1 \). We denote the solution so obtained by \( \phi_n(x, s) \). For this solution we have (cf. [4, (3.7)])
\begin{align*}
&\quad A_n^{(n)-k}(s) = \sum_{i=1}^{2^{k-1}} C_{k,i}^{(n)} \exp(\eta_{k,i}^{(n)} s), \\
&\quad B_n^{(n)-k}(s) = \sum_{i=1}^{2^{k-1}} D_{k,i}^{(n)} \exp(\nu_{k,i}^{(n)} s)
\end{align*}
for certain constants \( C_{k,i}^{(n)}, D_{k,i}^{(n)}, \eta_{k,i}^{(n)}, \) and \( \nu_{k,i}^{(n)}, \) and for \( 1 \leq k \leq n + 1 \). Set \( C_{1,1}^{(n)} = 0 \), \( D_{1,1}^{(n)} = 1 \), and \( \eta_{1,1}^{(n)} = \nu_{1,1}^{(n)} = 0 \). The condition that \( s \) be an eigenvalue is now \( \phi_n(0, s) = 0 \), or
\begin{align*}
&\quad A_n^{(n)}(s) + B_n^{(n)}(s) = 0.
\end{align*}
The remainder of this development closely follows that in [4, §3], modulo some minor alterations. In particular, the formulae (3.9)–(3.58) in [4] are all valid in the general case, when \( a_r^{(n)}, \beta_r^{(n)}, \alpha_r^{(n)} \) are replaced by \( \alpha_r, \beta_r, \alpha_r \), respectively, \( d_n \) replaces \( p^{(n)-k} \), and \( \lambda_n \) replaces \( p_n \). In all cases the terms \( p^{(n)+k} \) in [4] become \( d^{-1} \lambda_n \) (e.g. in (3.45)–(3.58)). Thus, from the continuity of \( \phi_n(x, s) \) and \( \phi_n(x, s) \) at \( a_r \) we have (cf. [4, (3.11)–(3.15)]) that, if
\begin{align*}
&\quad A_n^{(n)}(s) = \sum_{i=1}^{2^{k-1}} C_{k+1,i}^{(n)} \exp(\eta_{k+1,i}^{(n)} s), \\
&\quad B_n^{(n)}(s) = \sum_{i=1}^{2^{k-1}} D_{k+1,i}^{(n)} \exp(\nu_{k+1,i}^{(n)} s),
\end{align*}
then the numbers \( C_{k,i}^{(n)}, D_{k,i}^{(n)}, \eta_{k,i}^{(n)}, \) and \( \nu_{k,i}^{(n)}, 1 \leq k \leq n \), are generated recursively by the formulae
\begin{align*}
&\quad C_{k+1,i}^{(n)} = \frac{\alpha_{n+2-k} - \beta_{n+1-k}}{\alpha_n + 1 - k} C_{k,i}^{(n)}, \quad 1 \leq i \leq 2^{k-1}, \\
&\quad D_{k+1,i}^{(n)} = \frac{\beta_{n+2-k} - \beta_{n+1-k}}{\alpha_n + 1 - k} D_{k,i-2^{k-1}}^{(n)}, \quad 1 + 2^{k-1} \leq i \leq 2^k.
\end{align*}
(2.36) \[
D_{k+1,i}^{(n)} = \frac{\alpha_{n+1-k} - \alpha_{n+2-k}}{\alpha_{n+1-k} - \beta_{n+1-k}} C_{k,i}^{(n)}, \quad 1 \leq i \leq 2^{k-1},
\]
\[
= \frac{\alpha_{n+1-k} - \beta_{n+2-k}}{\alpha_{n+1-k} - \beta_{n+1-k}} D_{k,i-2^{k-1}}^{(n)}, \quad 1 + 2^{k-1} \leq i \leq 2^k,
\]

(2.37) \[
\eta_{k+1,i}^{(n)} = \eta_{k+1,i}^{(n)} + (\alpha_{n+2-k} - \alpha_{n+1-k}) a_{n+1-k}, \quad 1 \leq i \leq 2^{k-1},
\]
\[
= \nu_{k,i-2^{k-1}}^{(n)} + (\beta_{n+2-k} - \alpha_{n+1-k}) a_{n+1-k}, \quad 1 + 2^{k-1} \leq i \leq 2^k,
\]

(2.38) \[
\nu_{k+1,i}^{(n)} = \eta_{k+1,i}^{(n)} + (\alpha_{n+2-k} - \beta_{n+1-k}) a_{n+1-k}, \quad 1 \leq i \leq 2^{k-1},
\]
\[
= \nu_{k,i-2^{k-1}}^{(n)} + (\beta_{n+2-k} - \beta_{n+1-k}) a_{n+1-k}, \quad 1 + 2^{k-1} \leq i \leq 2^k.
\]

Using Lemma 2.5, we see that (2.35)-(2.36) become

(2.39) \[
C_{k+1,i}^{(n)} = (1 + \delta_{n+1-k}) d_{n+2-k} \cdot \frac{w_{n+1-k} - w_{n-k}}{w_{n+2-k} - w_{n+1-k}} C_{k,i}^{(n)}, \quad 1 \leq i \leq 2^{k-1},
\]
\[
= \frac{w_{n+1-k} - w_{n-k}}{w_{n+1-k}} D_{k,i-2^{k-1}}^{(n)}, \quad 1 + 2^{k-1} \leq i \leq 2^k,
\]

(2.40) \[
D_{k+1,i}^{(n)} = d_{n+2-k} \cdot \frac{w_{n-k}}{w_{n+2-k} - w_{n+1-k}} C_{k,i}^{(n)}, \quad 1 \leq i \leq 2^{k-1},
\]
\[
= \frac{w_{n-k}}{w_{n+1-k}} D_{k,i-2^{k-1}}^{(n)}, \quad 1 + 2^{k-1} \leq i \leq 2^k.
\]

We also have

**Lemma 2.7.** (i) For \(1 \leq k \leq n, 1 \leq i \leq 2^k,\)

(2.41) \[
\nu_{k+1,i}^{(n)} = \eta_{k+1,i}^{(n)} + (\alpha_{n+1-k} - \beta_{n+1-k}) a_{n+1-k}.
\]

(ii) For \(k \geq 2, 1 \leq i \leq 2^{k-2},\)

(2.42) \[
\eta_{k+1,4i-2}^{(n)} = \eta_{k,4i}^{(n)} - \ln(\lambda_n),
\]

(2.43) \[
\nu_{k+1,4i-2}^{(n)} = \nu_{k,4i}^{(n)} - \ln(\lambda_n).
\]

(iii) For \(k \geq 2, 1 \leq i \leq 2^{k-2},\)

(2.44) \[
\eta_{k+1,4i}^{(n)} - \eta_{k+1,2^4}^{(n)} = \eta_{k,2^4}^{(n)} - \eta_{k,2^2}^{(n)},
\]

(2.45) \[
\nu_{k+1,4i}^{(n)} - \nu_{k+1,2^4}^{(n)} = \nu_{k,2^4}^{(n)} - \nu_{k,2^2}^{(n)}.
\]

This is essentially [4, Lemma 3.1].

We next derive generating formulae for \(A_i^{(n)}\) and \(B_i^{(n)}\) analogous to that given in Lemma 2.2 for \(w_n^{(r)}\).

Define \(E_{k,i}^{(n)}\) and \(F_{k,i}^{(n)}\) by

(2.46) \[
C_{k,i}^{(n)} = \frac{w_{n-k+2} - w_{n-k+1}}{w_n} E_{k,i}^{(n)},
\]

(2.47) \[
D_{k,i}^{(n)} = \frac{w_{n-k+1}}{w_n} F_{k,i}^{(n)}.
\]
From (2.39)-(2.40),

\[ E_{k+1,i}^{(n)} = (1 + \delta_{n+1-k})d_{n+2-k}E_{k,i}^{(n)}, \quad 1 \leq i \leq 2^{k-1}, \]
\[ = F_{k,i-2^k-1}^{(n)}, \quad 1 + 2^{k-1} \leq i \leq 2^k, \]
\[ F_{k+1,i}^{(n)} = d_{n+2-k}E_{k,i}^{(n)}, \quad 1 \leq i \leq 2^{k-1}, \]
\[ = F_{k,i-2^k-1}^{(n)}, \quad 1 + 2^{k-1} \leq i \leq 2^k. \]

Also, analogous to [4, Lemma 3.2] we have

**Lemma 2.8.** (i) \( E_{k,i}^{(n)} = F_{k,i}^{(n)} = 0 \) if \( i \) is odd.
(ii) For \( k \geq 2 \) and \( 1 \leq i \leq 2^{k-2}, \)

\[ E_{k+1,4i}^{(n)} = E_{k,2i}^{(n-1)}, \]
\[ F_{k+1,4i}^{(n)} = F_{k,2i}^{(n-1)}. \]
(iii) For \( k \geq 4 \) and \( 1 \leq i \leq 2^{k-4}, \)

\[ E_{k,8i-2}^{(n)} = d_n E_{k,8i}^{(n)}, \]
\[ E_{k,8i-6}^{(n)} = (1 + \delta_{n-1})d_n E_{k,8i-4}^{(n)}, \]
\[ F_{k,8i-2}^{(n)} = d_n F_{k,8i}^{(n)}, \]
\[ F_{k,8i-6}^{(n)} = (1 + \delta_{n-1})d_n F_{k,8i-4}^{(n)}. \]

Finally, define \( L_{r}^{(n)}(s) \) and \( M_{r}^{(n)}(s) \) by

\[ A_{r}^{(n)}(s) = \exp \left[ s \eta_{n+2-r,2^{n+1-r}} \right] \cdot \frac{w_{r-1}}{w_n} L_{r}^{(n)}(s), \]
\[ B_{r}^{(n)}(s) = \exp \left[ s \eta_{n+2-r,2^{n+1-r}} \right] \cdot \frac{w_{r-1}}{w_n} M_{r}^{(n)}(s). \]

It follows from (2.30)-(2.31), (2.46)-(2.47), and (2.56)-(2.57) that

\[ L_{r}^{(n)}(s) = \sum_{i=1}^{2^{n+1-r}} E_{n+2-r,i}^{(n)} \exp \left[ s \left\{ \eta_{n+2-r,i}^{(n)} - \eta_{n+2-r,2^{n+1-r}}^{(n)} \right\} \right], \]
\[ M_{r}^{(n)}(s) = \sum_{i=1}^{2^{n+1-r}} F_{n+2-r,i}^{(n)} \exp \left[ s \left\{ \eta_{n+2-r,i}^{(n)} - \eta_{n+2-r,2^{n+1-r}}^{(n)} \right\} \right], \]

and, corresponding to [4, Lemma 3.3], we have

**Lemma 2.9.** (i)

\[ L_{r}^{(r)}(s) = 1, \quad L_{r}^{(r+1)}(s) = 1 + (1 + \delta_r) \frac{d_r}{\lambda_{r+1}^r}, \]

and, for \( n \geq r + 2, \)

\[ L_{r}^{(n)}(s) = \left( 1 + \frac{d_n}{\lambda_{n}^r} \right) L_{r}^{(n-1)}(s) + \frac{\delta_{n-1}}{\lambda_n^r} \left[ L_{r}^{(n-1)}(s) - L_{r}^{(n-2)}(s) \right], \]

(ii)

\[ M_{r}^{(r)}(s) = 1, \quad M_{r}^{(r+1)}(s) = 1 + \frac{d_r}{\lambda_{r+1}^r}, \]
and for \( n \geq r + 2 \),

\[
M_r^{(n)}(s) = \left( 1 + \frac{d_n}{\lambda_n^r} \right) M_r^{(n-1)}(s) + \delta_{n-1} \frac{d_n}{\lambda_n^r} \left[ M_r^{(n-1)}(s) - M_r^{(n-2)}(s) \right].
\]

Proceeding now as in the derivation of Lemma 2.3 (cf. [4, (3.47)-(3.58)]), we define functions \( H_r^{(n)}(s) \), \( K_r^{(n)}(s) \), \( n \geq r + 1 \), by \( H_r^{(r+1)}(s) = K_r^{(r+1)}(s) = 1 \) and, for \( n \geq r + 2 \),

\[
H_r^{(n)}(s) = \frac{d_n^{-1} \lambda_n^r \left[ L_r^{(n)}(s) - L_r^{(n-1)}(s) \right]}{(1 + (1 + \delta_r) d_{r+1}/\lambda_{r+1}) (1 + d_{r+2}/\lambda_{r+2}) \cdots (1 + d_{n-1}/\lambda_{n-1})},
\]

\[
K_r^{(n)}(s) = \frac{d_n^{-1} \lambda_n^r \left[ M_r^{(n)}(s) - M_r^{(n-1)}(s) \right]}{(1 + d_{r+1}/\lambda_{r+1}) (1 + d_{r+2}/\lambda_{r+2}) \cdots (1 + d_{n-1}/\lambda_{n-1})}.
\]

Define also

\[
U_r^{(n)}(s) = \left( 1 + \frac{(1 + \delta_r) d_{r+1}}{\lambda_{r+1}^s} \right) \left( 1 + \frac{d_{r+2}}{\lambda_{r+2}^s} \right) \cdots \left( 1 + \frac{d_n}{\lambda_n^s} \right),
\]

\[
V_r^{(n)}(s) = \prod_{j=r+1}^{n} \left( 1 + \frac{d_j}{\lambda_j^s} \right).
\]

Then, by following the derivation of [4, (3.53)-(3.54)], we obtain

\[
L_r^{(n)}(s) = U_r^{(n)}(s) \left[ 1 + \delta_{r+1}/(1 + \lambda_{r+1}^s/(1 + \delta_r) d_{r+1})(1 + \lambda_{r+2}^s/d_{r+2}) \right.
\]

\[
+ \sum_{j=r+2}^{n-1} \frac{\delta_j H_r^{(j)}(s)}{(1 + \lambda_j^s/d_j) (1 + \lambda_{j+1}^s/d_{j+1})} \left. \right],
\]

where

\[
H_r^{(r+2)}(s) = 1 + \delta_{r+1}(1 + \lambda_{r+1}^s(1 + \delta_r)^{-1} d_{r+1}^{-1})^{-1}
\]

and, for \( n \geq r + 3 \),

\[
H_r^{(n)}(s) = 1 + \frac{\delta_{r+1}}{(1 + \lambda_{r+1}^s/(1 + \delta_r) d_{r+1})(1 + \lambda_{r+2}^s/d_{r+2})}
\]

\[
+ \sum_{j=r+2}^{n-2} \frac{\delta_j H_r^{(j)}(s)}{(1 + \lambda_j^s/d_j) (1 + \lambda_{j+1}^s/d_{j+1})} + \frac{\delta_{n-1} H_r^{(n-1)}(s)}{(1 + \lambda_{n-1}^s/d_{n-1})}.
\]

Likewise, analogous to [4, (3.57)-(3.58)] we have

\[
M_r^{(n)}(s) = V_r^{(n)}(s) \left[ 1 + \sum_{j=r+1}^{n-1} \frac{\delta_j K_r^{(j)}(s)}{(1 + \lambda_j^s/d_j) (1 + \lambda_{j+1}^s/d_{j+1})} \right],
\]

where

\[
K_r^{(r+2)}(s) = 1 + \delta_{r+1}(1 + \lambda_{r+1}^s d_{r+1}^{-1})^{-1}
\]
and, for \( n \geq r + 3 \),
\[
K_r^{(n)}(s) = 1 + \sum_{j=r+1}^{n-2} \frac{\delta_j K_r^{(j)}(s)}{(1 + \lambda_j^r/d_j)(1 + \lambda_{j+1}^r/d_{j+1})} + \frac{\delta_{n-1} K_r^{(n-1)}(s)}{(1 + \lambda_{n-1}^r/d_{n-1})}.
\]
Thus, on noting that (cf. [4, (4.23)-(4.24)])
\[
\nu_{n+2-r_2z+1-r} = \sum_{k=r}^{n} (\beta_{k+1} - \beta_k) a_k,
\]
and
\[
\eta_{n+2-r_2z+1-r} = \sum_{k=r}^{n} (\beta_{k+1} - \beta_k) a_k - \ln(\lambda_r),
\]
we obtain from (2.56)-(2.57), (2.68), and (2.70),
\[
A_r^{(n)}(s) = \lambda_r^s \exp \left[ s \sum_{k=r}^{n} (\beta_{k+1} - \beta_k) a_k \right] \frac{w_r - w_{r-1}}{w_n} U_r^{(n)}(s) \Phi_r^{(n)}(s),
\]
and
\[
B_r^{(n)}(s) = \exp \left[ s \sum_{k=r}^{n} (\beta_{k+1} - \beta_k) a_k \right] \frac{w_{r-1}}{w_n} V_r^{(n)}(s) \Phi_r^{(n)}(s),
\]
where
\[
\Psi_r^{(n)}(s) = L_r^{(n)}(s) [U_r^{(n)}(s)]^{-1}
\]
\[
= 1 + \frac{\delta_{r+1}}{(1 + \lambda_{r+1}^r/(1 + \delta_r)d_{r+1})(1 + \lambda_{r+1}^r/d_{r+1})} + \sum_{j=r+2}^{n-1} \frac{\delta_j H_r^{(j)}(s)}{(1 + \lambda_j^r/d_j)(1 + \lambda_{j+1}^r/d_{j+1})},
\]
and
\[
\Phi_r^{(n)}(s) = M_r^{(n)}(s) [V_r^{(n)}(s)]^{-1} = 1 + \sum_{j=r+1}^{n-1} \frac{\delta_j K_r^{(j)}(s)}{(1 + \lambda_j^r/d_j)(1 + \lambda_j^r/d_{j+1})}.
\]
The solution \( \phi_n(x, s) \) of (2.5) satisfying (2.7) is now given explicitly for \( x \) in \([a_{r-1}, a_r], 1 \leq r \leq n\), by
\[
\phi_n(x, s; \delta) = A_r^{(n)}(s) e^{a_{r,sx}} + B_r^{(n)}(s) e^{B_{r,sx}} = \prod_{j=1}^{n} \left( 1 + \frac{d_j}{\lambda_j^r} \right) \chi_n(x, s; \delta),
\]
where
\[
\chi_n(x, s; \delta) = A_r^{(n)}(s; \delta) e^{a_{r,sx}} + B_r^{(n)}(s; \delta) e^{B_{r,sx}},
\]
and
\[
\tilde{A}_r^{(n)}(s; \delta) = \left[ \prod_{j=1}^{r+1} \left( 1 + \frac{d_j}{\lambda_j^r} \right) \right]^{-1} \left( 1 + \frac{(1 + \delta_r)d_{r+1}}{\lambda_{r+1}^r} \right) \cdot \lambda_r^s \exp \left[ s \sum_{k=r}^{n} (\beta_{k+1} - \beta_k) a_k \right] \frac{w_r - w_{r-1}}{w_n} \Phi_r^{(n)}(s),
\]
\[ \tilde{B}_r^{(n)}(s; \delta) = \left[ \prod_{j=1}^{r} \left( 1 + \frac{d_j}{\lambda_j} \right) \right]^{-1} \exp \left[ s \sum_{k=r}^{n} (\beta_{k+1} - \beta_k) a_k \right] \cdot \frac{w_{r-1}}{w_n} \cdot \Psi_r^{(n)}(s). \]

Note that as \( \delta \to 0 \), \( w_r \to \prod_{j=1}^{r} (1 + d_j) \), from Lemma 2.3(i) and, from (2.25), (2.26), and (2.28),

\[ \lim_{\delta \to 0} (\beta_{k+1} - \beta_k) a_k = \lim_{\delta \to 0} (\beta_{k+1} - \beta_k)(a_k - a_{k-1}) \]

\[ = \lim_{\delta \to 0} \ln(\lambda_k) \cdot \frac{(w_k - w_{k-1})}{w_k} = \frac{\ln(\lambda_k) \cdot d_k}{1 + d_k}. \]

Consequently,

\[ \chi_n(0, s; 0) = \tilde{A}_1^{(n)}(s; 0) + \tilde{B}_1^{(n)}(s; 0) \]

\[ = w_n^{-1} \exp \left[ s \sum_{k=1}^{n} \frac{\ln(\lambda_k) \cdot d_k}{1 + d_k} \right] \cdot \left( 1 + \frac{d_1}{\lambda_1} \right) \cdot \left\{ \lambda_1^{-s} (w_1 - w_0) + 1 \right\} \]

\[ = w_n^{-1} \exp \left[ s \sum_{k=1}^{n} \frac{\ln(\lambda_k) \cdot d_k}{1 + d_k} \right] \]

\[ \neq 0, \]

which establishes (2.11).

In the next section we show that the existence of the solutions \( \phi_n(x, s) \) of the equations (2.5), \( n \geq 1 \), may be used to characterize which Dirichlet series have Euler products of the form \( \prod (1 + d_n p_n^{-s}) \). In this vein it is worth noting that, for a fixed \( \delta \), the set of solutions \( \phi_n(x, s) \) together with their differential equations (2.5) are uniquely associated with (1.3) in the sense that if the sequences \( \{a_n\}_{n \geq 1}, \{\beta_n\}_{n \geq 1}, \) and \( \{\alpha_n\}_{n \geq 0} \) (with \( \alpha_1 = 0, \beta_1 = -1, a_0 = 0 \)) defining the differential equation are given and satisfy \( \sigma_n - \sigma_{n+1} > 0 \) and \( \alpha_n - \beta_n > 0 \) for all \( n \geq 1 \), then the original Euler product (1.3) can be recovered as follows. Define (cf. Lemma 2.5(i)) \( w_r, r \geq 0 \), by \( w_0 = 1 \) and

\[ \frac{w_r}{w_{r-1}} = \frac{\alpha_r - \beta_r}{\alpha_r - \beta_{r+1}}, \quad r \geq 1; \]

then define \( d_r, \delta_r, \lambda_r, r \geq 1 \), by (cf. Lemma 2.6(i), Lemma 2.5(iii)–(iv), and (2.28))

\[ d_1 = -1/\beta_2 - 1, \]

\[ d_{r+1} = \frac{\alpha_r - \alpha_{r+1}}{\alpha_r - \beta_r} \cdot \frac{w_{r+1} - w_r}{w_{r-1}}, \quad r \geq 1, \]

\[ (1 + \delta_r) = \frac{1}{\alpha_r - \beta_r} \cdot \frac{w_{r+1} - w_r}{w_r - w_{r-1}}, \quad r \geq 1, \]

\[ \ln(\lambda_r) = (\alpha_r - \alpha_{r-1})(\alpha_r - \beta_r). \]

Notice that \( \beta_2 \neq 0 \) as \( \beta_2 < \alpha_2 < \alpha_1 = 0 \), and

\[ w_0 = 1, \quad w_1 = -1/\beta_2 = 1 + d_1. \]
From (2.83)–(2.84) we have, for $r \geq 1$,
\[
\begin{align*}
\alpha_r - \alpha_{r+1} &= \left( w_{r+1} - w_r \right) \frac{\alpha_r - \alpha_{r+1}}{\alpha_r - \beta_r} \\
\beta_r &= \left( w_{r+1} - w_r \right) \left( 1 - \frac{\alpha_{r+1} - \beta_r}{\alpha_r - \beta_r} \right) \\
&= \left( w_{r+1} - w_r \right) - (1 + \delta_r) d_{r+1} (w_r - w_{r-1}),
\end{align*}
\]

i.e.
\[
(2.87) \quad w_{r+1} = (1 + d_{r+1}) w_r + \delta_r d_{r+1} (w_r - w_{r-1}).
\]

Also, using $\{d_n\}$ and $\{\delta_n\}$ defined above, define $\epsilon(n)$ by the formulae (2.12)–(2.13) and set
\[
(2.88) \quad \tilde{w}_n = \epsilon(1) + \epsilon(2) + \cdots + \epsilon(2^n).
\]

Then, by the argument of Lemma 2.2(i),
\[
(2.89) \quad \tilde{w}_{r+1} = (1 + d_{r+1}) \tilde{w}_r + \delta_r d_{r+1} (\tilde{w}_r - \tilde{w}_{r-1}).
\]

As $\tilde{w}_0 = \epsilon(1) = 1$ and $\tilde{w}_1 = \epsilon(1) + \epsilon(2) = 1 + d_1$, it follows from (2.86)–(2.87) and (2.89) that $w_r = \tilde{w}_r = \epsilon(1) + \cdots + \epsilon(2^n)$. Consequently, all of the previous formulae in this section connecting $w_r$, $d_r$, $\delta_r$, $\alpha_r$, etc., are valid for the values of $\lambda_r$, $d_r$, and $\delta_r$ defined above. In particular, with these values, the Euler product $\prod(1 + d_n \lambda_n)$ is then uniquely associated with the given differential equations.

3. Characterization of Euler products. In this section we restrict attention to formal Euler products
\[
E(s) = \prod_{n=1}^{\infty} \left( 1 + \frac{d_n}{p_n^s} \right),
\]

where $\{p_n\}$ denotes the prime numbers, beginning with $p_1 = 2$. The problem considered here is, given a formal Dirichlet series
\[
D(s) = \sum_{n=1}^{\infty} \frac{a(n)}{n^s},
\]

where $a(1) = 1$, when can it be written in the form (3.1)? Observe that a necessary condition for this to happen is that $a(n) = 0$ if $n$ has a repeated prime factor. In this case one can formally rewrite the series (3.2) in the form
\[
(3.2)' \quad D(s) = \sum_{n=1}^{\infty} \frac{a(q(n))}{q(n)^s},
\]

where $q(n)$ is defined by (2.2) with $\lambda_n = p_n$. Furthermore, (3.2)' has the form (3.1) if and only if $a(\cdot)$ is multiplicative in the sense that
\[
(3.3) \quad a(mn) = a(m) \cdot a(n) \quad \text{whenever } (m, n) = 1,
\]
in which case $d_n = a(p_n)$ for each $n$. This is perhaps the simplest example in a much wider theory in which the existence of more complicated Euler products may be used to characterize a wide variety of multiplicative properties of the arithmetic function $a(n)$ (see e.g. [6, 8]).

The characterization that we derive here depends upon the natural product form of the coefficients $C_k(n)$ and $D_k(n)$ in (2.30)–(2.31) and the fact that the product
structure of (1.3) is essentially only needed (via Lemma 2.2) in passing from the
formulae (2.35)–(2.36) to the formulae (2.39)–(2.40). We first associate with (3.2)'
differential equations of the type (2.5), considered in the last section, by means of
the following construction. Assume that

\[ \sum_{i=1}^{\infty} |a(p_i)| < \infty, \]  

and the sequences \{δ_i\} and \{κ_i\} are chosen so that

\[ 0 < κ_i \leq 1, \quad i \geq 0, \]  
\[ δ_i a(p_i) > 0, \quad i \geq 1, \]  
\[ \sup \{|δ_i| : i \geq 1\} \leq δ^*, \]

where

\[ δ^* = \frac{1}{8} \left[ C + \sum_{i=1}^{\infty} \frac{a(p_i) a(p_{i+1})}{(1 + a(p_i))(1 + a(p_{i+1}))} \right]^{-1} \]

and

\[ C = \sup \{|a(p_i)(a(p_i) + 1)^{-1}| : i \geq 1\}. \]

Define the sequence of polynomials \{f_i(δ, κ)\} in δ = \{δ_i\}_{i>1} and κ = \{κ_i\}_{i>0} by

\[ f_1(δ, κ) = 1, \quad f_2(δ, κ) = 1 + κ_0, \]

and, for \( n \geq 1, \)

\[ f_{2^n + k}(δ, κ) = (1 + κ_n)f_k(δ, κ), \quad 1 \leq k \leq 2^{n-1}, \]
\[ = (1 + δ_n)(1 + κ_n)f_k(δ, κ), \quad 1 + 2^{n-1} \leq k \leq 2^n. \]

Set \( ˆe(i) = f_i(δ, κ)a(q(i)) \) and for \( n \geq 0, 0 \leq r \leq n, \) define (cf. (2.14))

\[ ˆw_n^{(r)} = \sum_{i=0}^{2^n-r-1} ˆe(1 + i \cdot 2^r). \]

Let \( \{e(i) : i \geq 1\} \) be defined by (2.12)–(2.13) with \( d_n = (1 + κ_{n-1})a(p_n), \ n \geq 1. \) If
we set

\[ w_n = \sum_{i=0}^{2^n-1} e(1 + i), \]

and \( ˆw_n^{(0)} = ˆw_n, \) then we have

**Lemma 3.1.** The arithmetic function \( a(n) \) satisfies (3.3) if and only if \( ˆw_n = w_n \) for all \( n \geq 1 \) and all \( δ \) and \( κ \) small enough.

**Proof.** Observe that from (3.11),

\[ ˆw_n = \sum_{i=1}^{2^n} f_i(δ, κ)a(q(i)), \]
while \( \omega_n \) is equal to a similar sum with the factor \( a(q(i)) \) replaced by the product \( \prod a(p) \), where \( p \) runs through all prime factors of \( q(i) \). Thus the result follows easily if, for each fixed \( n \), the polynomials \( f_i(\delta, \kappa) \), \( 1 \leq i \leq 2^n \), are linearly independent. We prove this by induction. From (3.10) it is clear that \( \{f_1, f_2\} \) is independent. Assume that \( \{f_i: 1 \leq i \leq 2^{n-1}\} \) is independent and let \( C_i \), \( 1 \leq i \leq 2^n \), be constants such that

\[
\sum_{i=1}^{2^n} C_i f_i(\delta, \kappa) = 0,
\]

i.e., by (3.10), for fixed \( \kappa_{n-1} \) and \( \delta_{n-1} \),

\[
\sum_{i=1}^{2^n-1} C_i f_i(\delta, \kappa) + (1 + \kappa_{n-1}) \sum_{i=1}^{2^n-2} C_{i+1} f_i(\delta, \kappa) + (1 + \kappa_{n-1})(1 + \delta_{n-1}) \sum_{i=1}^{2^n-2} C_{i+2^n} f_i(\delta, \kappa) = 0.
\]

Consequently, by the induction assumption,

\[
C_i + (1 + \kappa_{n-1})C_{i+2^n} = 0, \quad 1 \leq i \leq 2^{n-2},
\]

\[
C_i + (1 + \kappa_{n-1})(1 + \delta_{n-1})C_{i+2^{n-1}} = 0, \quad 1 + 2^{n-2} \leq i \leq 2^{n-1},
\]

for all \( \kappa_{n-1} \) and \( \delta_{n-1} \). From (3.13) we have \( C_i = 0, 1 + 2^{n-1} \leq i \leq 2^{n-2} + 2^{n-1} \), and from (3.14), \( C_i = 0, 1 + 2^{n-2} + 2^{n-1} \leq i \leq 2^n \). Finally, as \( C_i = 0, 1 + 2^{n-1} \leq i \leq 2^n \), (3.13)-(3.14) also give \( C_i = 0, 1 \leq i \leq 2^{n-1} \), as required. \( \Box \)

Next, define

\[
\hat{a}_0 = 0, \quad \hat{b}_0 = -1,
\]

\[
\hat{a}_r = -\left(\hat{\omega}_{r-1}^{(1)} - \hat{\omega}_{r-1}^{(1)}\right) / \left(\hat{\omega}_r - \hat{\omega}_{r-1}\right), \quad r \geq 1,
\]

\[
\hat{b}_r = -\hat{\omega}_{r-1}^{(1)} / \hat{\omega}_{r-1}, \quad r \geq 1,
\]

and

\[
\hat{c}_r = \hat{a}_r \hat{b}_r.
\]

Finally, assuming for the moment that \( \hat{a}_r - \hat{b}_r > 0 \) for all \( r \geq 1 \), define \( \{\hat{a}_r\}_{r \geq 0} \) by \( \hat{a}_0 = 0 \) and

\[
\hat{a}_r = \hat{a}_{r-1} + (\ln p_r) / (\hat{a}_r - \hat{b}_r).
\]

By using \( \hat{a}_r, \hat{b}_r, \hat{c}_r \) in place of \( a_r, b_r, c_r \) in (2.5), one can define a sequence of differential equations

\[
y'' + s \hat{b}_n(x) y' + s^2 \hat{c}_n(x) y = 0,
\]

where the step functions \( \hat{b}_n(x) \) and \( \hat{c}_n(x) \) are defined as in (2.9) with \( \hat{b}_n \) and \( \hat{c}_n \) replacing \( b_n \) and \( c_n \), respectively. By analogy with (2.29)-(2.31) and (2.37)-(2.40) one can also define a sequence of functions \( \hat{\phi}_n(x, s; \delta, \kappa) \) by

\[
\hat{\phi}_n(x, s) = A_{r-1}^{(n)}(s) \exp(\hat{a}_r x) + B_{r-1}^{(n)}(s) \exp(\hat{b}_r x), \quad x \in [\hat{a}_{r-1}, \hat{a}_r), 1 \leq r \leq n,
\]

\[
= \exp(\hat{b}_{r+1} x), \quad x \geq \hat{a}_n,
\]
where \( \hat{A}^{(n)}_r(s) \) and \( \hat{B}^{(n)}_r(s) \) are given by

\[
\hat{A}^{(n)}_{n+2-k}(s) = \sum_{i=1}^{2^k-1} \hat{C}^{(n)}_{k,i} \exp(\tilde{\eta}^{(n)}_{k,i}s),
\]

\[
\hat{B}^{(n)}_{n+2-k}(s) = \sum_{i=1}^{2^k-1} \hat{D}^{(n)}_{k,i} \exp(\tilde{\eta}^{(n)}_{k,i}s),
\]

and \( \hat{C}^{(n)}_{k,i}, \hat{D}^{(n)}_{k,i}, \tilde{\eta}^{(n)}_{k,i}, \tilde{\eta}^{(n)}_{k,i} \) are given by \( \hat{C}^{(n)}_{1,1} = 0, \hat{D}^{(n)}_{1,1} = 1, \tilde{\eta}^{(n)}_{1,1} = \tilde{\eta}^{(n)}_{1,1} = 0 \), and (cf. (2.37)–(2.40))

\[
\hat{C}^{(n)}_{k+1, i} = (1 + \delta_{n+1-k})(1 + \kappa_{n+1-k})a(p_{n+2-k})
\]
\[
\frac{\hat{u}_{n+1-k} - \hat{u}_{n+1-k} - \hat{C}^{(n)}_{k,i}}{\hat{u}_{n+2-k} - \hat{u}_{n+1-k}}, \quad 1 \leq i \leq 2^k-1,
\]

\[
\hat{D}^{(n)}_{k+1, i} = (1 + \kappa_{n+1-k})a(p_{n+2-k})
\]
\[
\frac{\hat{u}_{n-k} - \hat{u}_{n-k} - \hat{D}^{(n)}_{k,i}}{\hat{u}_{n+2-k} - \hat{u}_{n+1-k} \hat{C}^{(n)}_{k,i}}, \quad 1 \leq i \leq 2^k-1,
\]

\[
\tilde{\eta}^{(n)}_{k+1, i} = \tilde{\eta}^{(n)}_{k,i} + (\hat{\alpha}_{n+2-k} - \hat{\alpha}_{n+1-k})\hat{a}_{n+1-k}, \quad 1 \leq i \leq 2^k-1,
\]

\[
\tilde{\eta}^{(n)}_{k+2, i} = \tilde{\eta}^{(n)}_{k,i} + (\hat{\beta}_{n+2-k} - \hat{\beta}_{n+1-k})\hat{a}_{n+1-k}, \quad 2^k-1 + 1 \leq i \leq 2^k,
\]

\[
\tilde{\eta}^{(n)}_{k+1, i} = \tilde{\eta}^{(n)}_{k,i} + (\hat{\alpha}_{n+2-k} - \hat{\alpha}_{n+1-k})\hat{a}_{n+1-k}, \quad 1 \leq i \leq 2^k-1,
\]

\[
\tilde{\eta}^{(n)}_{k+2, i} = \tilde{\eta}^{(n)}_{k,i} + (\hat{\beta}_{n+2-k} - \hat{\beta}_{n+1-k})\hat{a}_{n+1-k}, \quad 2^k-1 + 1 \leq i \leq 2^k.
\]

Observe that by the procedure following (2.47), one can show that \( \hat{A}^{(n)}_r \) and \( \hat{B}^{(n)}_r \) are given by (2.74)–(2.75) with \( \lambda, d, \beta, \alpha, w \) being replaced by \( p, (1 + \kappa_{r-1})a(p), \beta, \hat{\alpha}, \) and \( \hat{w} \), respectively.

The main result of this section can now be stated.

**Theorem 3.2.** The Dirichlet series (3.2)' can be written in the Euler product form (3.1) (with \( d_n = a(p_n) \)) if and only if for each \( n \geq 1 \) and \( \delta, \kappa \) satisfying (3.5)–(3.7), \( \hat{\alpha}_n - \hat{\beta}_n > 0 \) and \( \hat{\phi}_n(x, s; \delta, \kappa) \) is a solution of the differential equation (3.20). In this case \( \hat{\phi}_n \) is the unique eigenfunction for the eigenvalue problem consisting of (3.20) and

\[
y(0, s) = 0, \quad y(x, s) \sim \exp(\hat{\beta}_{n+1}sx) \quad \text{as} \quad x \to \infty.
\]

**Proof.** If (3.2)' has the form (3.1), the result follows by the construction in §2, as we then have \( \hat{\epsilon}(i) = \epsilon(i) \), \( \hat{w}_n = w_n \), etc. Conversely, if \( \hat{\alpha}_n - \hat{\beta}_n > 0 \) and \( \hat{\phi}_n \) satisfies (3.20) for all \( n, \delta, \kappa \) as indicated above, it follows from (2.35)–(2.36) that the
constants \( \hat{C}_{k,l}^{(n)} \) and \( \hat{D}_{k,l}^{(n)} \) are also generated by the equations

\[
\hat{C}_{k,1}^{(n)} = \frac{\hat{a}_{n+1-k} - \hat{b}_{n+1-k}}{\hat{a}_{n+1-k} - \hat{b}_{n+1-k}} \cdot \hat{C}_{k,1}^{(n)}, \quad 1 \leq i \leq 2^{k-1},
\]

\[
\hat{D}_{k,1}^{(n)} = \frac{\hat{a}_{n+1-k} - \hat{b}_{n+1-k}}{\hat{a}_{n+1-k} - \hat{b}_{n+1-k}} \cdot \hat{D}_{k,1}^{(n)}, \quad 1 \leq i \leq 2^{k-1},
\]

Consequently, comparing (3.28)–(3.29) with (3.23)–(3.24), we see that, for \( r > 2 \),

\[
\frac{\hat{a}_r - \hat{b}_{r-1}}{\hat{a}_{r-1} - \hat{b}_{r-1}} = \frac{(1 + \delta_{r-1})(1 + \kappa_{r-1})a(p_r)}{\hat{w}_r - \hat{w}_{r-1}}
\]

and

\[
\frac{\hat{a}_{r-1} - \hat{a}_r}{\hat{a}_{r-1} - \hat{b}_{r-1}} = \frac{(1 + \kappa_{r-1})a(p_r)}{\hat{w}_{r-2} - \hat{w}_{r-1}}.
\]

Adding (3.30) and (3.31) and rearranging gives

\[
\hat{w}_r = \left[1 + (1 + \kappa_{r-1})a(p_r)\right]\hat{w}_{r-1} + \delta_{r-1}(1 + \kappa_{r-1})a(p_r)[\hat{w}_{r-1} - \hat{w}_{r-2}]
\]

for \( r \geq 2 \), where \( \hat{w}_0 = 1 \) and \( \hat{w}_1 = 1 + (1 + \kappa_0)a(p_1) \). From (2.12)–(2.13), (3.12), and Lemma 2.2 with \( d_r = (1 + \kappa_{r-1})a(p_r) \), we also have \( w_0 = 1 \), \( w_1 = 1 + (1 + \kappa_0)a(p_1) \), and

\[
w_r = \left[1 + (1 + \kappa_{r-1})a(p_r)\right]w_{r-1} + \delta_{r-1}(1 + \kappa_{r-1})a(p_r)[w_{r-1} - w_{r-2}].
\]

As \( w_r \) and \( \hat{w}_r \) have the same values for \( r = 0,1 \) and satisfy the same generating formula, it follows that \( w_r = \hat{w}_r \) for all \( r \geq 0 \) and, hence, by Lemma 3.1, the arithmetic function \( a(\cdot) \) is multiplicative. This completes the proof. \( \square \)

It seems reasonable to conjecture that a similar characterization should be possible for more general Euler product expressions. For example, one would expect an Euler product of the form

\[
E(s) = \prod_{p \text{ prime}} \left(1 + \frac{c(p)}{p^s} + \frac{d(p)}{p^{2s}}\right)
\]

to be associated with a third-order differential equation (this would allow the number of terms in \( \phi_n(0, s) \) to treble each time \( n \) increases by one, corresponding to adding one more factor \( 1 + c(p)p^{-s} + d(p)p^{-2s} \)). This more general theory might then provide a useful alternative to the Hecke-Petersson modular form approach. In particular, it may be possible to make use of the natural multiplicative structure provided by the differential equations (analogous to that of the constants \( C_{k,l}^{(n)} \) and \( D_{k,l}^{(n)} \) above, for example) to determine new multiplication identities satisfied by \( c(\cdot) \) and \( d(\cdot) \) in (3.33).

4. The limiting differential equation. In this section we investigate some of the consequences arising from letting \( n \) tend to infinity in the construction of \( \phi_n \).

Henceforth we assume that, in addition to (1.1), (1.2), (2.10), and (2.21),

\[
\sum_{n=1}^{\infty} \ln(\lambda_n) \cdot |d_n| < \infty,
\]
the Euler product (1.3) has abscissa of absolute convergence \( \sigma_0 \), i.e.,
\[
(4.2) \quad \sum_{n=1}^{\infty} \frac{|d_n|}{\lambda_n^s} < \infty
\]
for \( \sigma = \text{Re}(s) > \sigma_0 \), and
\[
(4.3) \quad \sum_{n=1}^{\infty} \left( \prod_{k=1}^{n} \frac{\delta_k d_k}{\lambda_k^s} \right) < \infty
\]
for \( \sigma = \text{Re}(s) > \sigma_2 \). As a consequence of (1.2), Lemma 2.3, and Lemma 2.4, it follows that for fixed \( r \) the numbers \( w_n^{(r)} \) (defined by (2.14)) tend to a finite positive limit as \( n \to \infty \), which we denote by \( w_\infty^{(r)} \), i.e.
\[
(4.4) \quad w_\infty^{(r)} = \sum_{k=0}^{\infty} \varepsilon(1 + k \cdot 2^r).
\]
Corresponding to [4, Lemmas 2.3, 2.4(ii)] we have

**Lemma 4.1.** (i) For \( 1 < n < \infty \) and \( 1 < r < n - 1 \), set \( v_n^{(r)} = w_n^{(r-1)} - w_n^{(r)} \). Then
\[
v_n^{(r)} = d_r \left( w_n^{(r)} + \delta_r \left( w_\infty^{(r)} - w_\infty^{(r+1)} \right) \right).
\]
(ii) For \( r \geq 1 \),
\[
w_\infty^{(r-1)} - w_\infty^{(r)} = d_r \left( w_\infty^{(r)} + \delta_r \left( w_\infty^{(r)} - w_\infty^{(r+1)} \right) \right).
\]
(iii) For fixed \( r \geq 2 \) and \( 1 \leq k \leq r - 1 \),
\[
w_r^{(k-1)} w_\infty^{(k)} - w_r^{(k)} w_\infty^{(k-1)} = \delta_k d_k \left[ w_r^{(k)} w_\infty^{(k+1)} - w_r^{(k+1)} w_\infty^{(k)} \right].
\]
Also, corresponding to [4, (4.4)],
\[
(4.5) \quad \beta_r + \frac{w_\infty^{(1)}}{w_\infty} = -\frac{w_{r-1}^{(1)}}{w_{r-1}^{(1)}} + \frac{w_\infty^{(1)}}{w_\infty} = \frac{w_{r-1}^{(1)} - w_\infty^{(1)}}{w_{r-1}^{(1)} w_\infty w_{r-1}} = \frac{w_r^{(r-2)} w_\infty^{(r-1)} - w_r^{(r-1)} w_\infty^{(r-2)}}{w_\infty w_{r-1} w_{r-1}}
\]
(by repeated application of Lemma 4.1(iii))
\[
= -\left( \prod_{i=1}^{r-2} \delta_i d_i \right) \cdot \frac{\delta_{r-1} d_{r-1} \left( w_{r-1}^{(r-1)} - w_\infty^{(r)} \right)}{w_{r-1}^{(r-1)} w_\infty w_{r-1}}
\]
(by Lemma 4.1(iii), as \( w_r^{(r-1)} = 1 \) and \( w_r^{(r-2)} = 1 + d_{r-1} \))
\[
= -\left( \prod_{i=1}^{r-2} \delta_i \right) \cdot \frac{\delta_r \left( w_\infty^{(r)} - w_\infty^{(r+1)} \right)}{w_{r-1}^{(r-1)} w_\infty w_{r-1}}
\]
(by Lemma 4.1(iii) again).

Setting
\[
(4.6) \quad \gamma = -\frac{w_\infty^{(1)}}{w_\infty},
\]
we see that, from (1.2), \( d_r \to 0 \) as \( r \to \infty \) and, from (2.20), \( \delta_r d_r < 1 \) eventually. Consequently, by (4.5) and (2.25), \( \alpha_r \to \gamma \) and \( \beta_r \to \gamma \) as \( r \to \infty \).
Define functions \( b(x) \) and \( c(x) \) on \([0, \infty)\) by \( b(x) = b_r \) and \( c(x) = c_r \) for \( x \) in \([a_{r-1}, a_r)\), \( r \geq 1 \), where \( b_r \) and \( c_r \) are defined in (2.27). Clearly, for each fixed \( x \) in \([0, \infty)\) we have \( b_r(x) \to b(x) \) and \( c_n(x) \to c(x) \) as \( n \to \infty \). Formally letting \( n \to \infty \) in the differential equation (2.5), we obtain the equation

\[
y'' - sb(x)y' + s^2c(x)y = 0,
\]

while the boundary condition (2.7) becomes

\[
y(x, s) \sim e^{ys} \quad \text{as} \quad x \to \infty.
\]

It is convenient here to transform (4.7)–(4.8) by means of the change of variable \( y(x, s) = e^{ys}z(x, s) \):

\[
z'' - sb(x)z' + s^2\tilde{c}(x)z = 0,
\]

\[
z(x, s) \sim 1 \quad \text{as} \quad x \to \infty,
\]

where \( \tilde{b}(x) = b(x) - 2\gamma \) and \( \tilde{c}(x) = c(x) - \gamma b(x) + \gamma^2 \). Observe that on \([a_{r-1}, a_r)\), \( \tilde{c}(x) = \tilde{c}_n \), where

\[
\tilde{c}_n = \alpha_n \beta_n - \gamma (\alpha_n + \beta_n) + \gamma^2 = (\beta_n - \gamma)^2 + (\beta_n - \gamma)(\alpha_n - \beta_n)
\]

\[
= (\beta_n - \gamma)(\alpha_n - \beta_n)[1 + (\beta_n - \gamma)/(\alpha_n - \beta_n)]
\]

\[
\sim (\beta_n - \gamma)(\alpha_n - \beta_n) \quad \text{as} \quad n \to \infty
\]

by (2.25), Lemma 2.2(ii), and (4.5). Also, on the same interval \( \tilde{b}(x) = \tilde{b}_n \), where

\[
\tilde{b}_n = 2(\beta_n - \gamma) + (\alpha_n - \beta_n) = (\alpha_n - \beta_n)[1 + 2(\beta_n - \gamma)/(\alpha_n - \beta_n)]
\]

\[
\sim \alpha_n - \beta_n \quad \text{as} \quad n \to \infty
\]

by the same reasoning. Equation (4.9) may be rewritten in the form

\[
\frac{d}{dx} \left[ \exp\left( -s \int_0^x \tilde{b} \right) \frac{dz}{dx} \right] + s^2\tilde{c}(x)\exp\left( -s \int_0^x \tilde{b} \right) \cdot z = 0.
\]

On using the change of independent variable defined by

\[
r(x) = \int_0^x \tilde{b}(w) \, dw,
\]

with

\[
u(r, s) = z(x(r), s),
\]

we finally obtain

\[
\frac{d}{dr} \left[ e^{-sr}(x(r)) \frac{du}{dr} \right] + s^2\tilde{c}(x(r))\frac{e^{-sr}u(r, s)}{\tilde{b}(x(r))} = 0.
\]

Observe that

\[
r_n = r(a_n) = \sum_{r=1}^n \int_{a_{r-1}}^{a_r} \tilde{b}(w) \, dw = \sum_{r=1}^n (a_r - a_{r-1})\tilde{b},
\]

\[
\sim \sum_{r=1}^n \ln(\lambda_r) = \ln(\lambda_1\lambda_2 \cdots \lambda_n)
\]

as \( n \to \infty \), by (4.12).
These differential equations and the associated integral equations (see below) have a number of interesting properties relating to the analytic function \( E(s) \).

In the sequel we assume, in addition to (1.1), (1.2), (2.10), (2.21), and (4.1)–(4.3), that

\[
\lambda_j \geq 1 + \mu, \quad j \geq 1.
\]

for some \( \mu > 0 \).

We begin with

**Lemma 4.1.** If for some \( s \), \( \Re s > \sigma_2 \) (where \( \sigma_2 \) is defined in (4.3)), the function \( z(x, s) \) is a solution of (4.9) and satisfies \( z(x, s) \rightarrow 1 \) as \( x \rightarrow \infty \), then

\[
\exp \left( -s \int_0^x \hat{b}(w) \, dw \right) z'(x, s) \rightarrow 0 \quad \text{as} \quad x \rightarrow \infty.
\]

**Proof.** Observe first that on integrating (4.13) from 0 to \( x \), one obtains

\[
(4.19) \quad z'(x, s) \exp \left( -s \int_0^x \hat{b} \right) = z'(0, s) - s^2 \int_0^x \hat{c}(v) \cdot \exp \left( -s \int_0^v \hat{b} \right) \cdot z(v, s) \, dv.
\]

As a consequence, \( z'(x, s) \exp(-s \int_0^x \hat{b}) \) approaches a finite limit, \( l(s) \), as \( x \rightarrow \infty \). This is obvious if \( s = 0 \), while if \( s \neq 0 \) and \( \Re s = \sigma \), we have

\[
\int_0^\infty \left| \hat{c}(v) \exp \left( -s \int_0^v \hat{b} \right) \right| \, dv = \sum_{k=1}^\infty \int_{a_{k-1}}^{a_k} \left| \hat{c}(v) \exp \left( -s \int_0^v \hat{b} \right) \right| \, dv
\]

\[
= \sum_{k=1}^\infty \exp \left( -\sigma \int_0^{a_{k-1}} \hat{b} \right) \left| \hat{c}_k \right| \int_{a_{k-1}}^{a_k} \exp(-\sigma(v - a_{k-1}) \hat{b}_k) \, dv
\]

\[
= \sum_{k=1}^\infty \exp \left( -a \sum_{i=1}^{k-1} (a_i - a_{i-1}) \hat{b}_i \right) \left| \hat{c}_k \right| \left[ \left( \lambda_1 \cdots \lambda_k \right)^{-\sigma} - \left( \lambda_1 \cdots \lambda_{k-1} \right)^{-\sigma} \right]
\]

\[
= O(1) \sum_{k=1}^\infty \left| \hat{c}_k \right| \hat{b}^{-1}_k \left[ (\lambda_1 \cdots \lambda_k)^{-\sigma} - (\lambda_1 \cdots \lambda_{k-1})^{-\sigma} \right]
\]

\[
= O(1) \sum_{k=1}^\infty \prod_{i=1}^k \frac{\delta_i \hat{d}_i \lambda_i^\sigma}{\lambda_i}
\]

\[
< \infty \quad \text{by (4.3)}.
\]

Thus, as \( |z| \) is bounded, the right side of (4.19) approaches a limit, as required. We now show that \( l(s) = 0 \) for all \( s, \Re s > \sigma_1 \). Assume \( l \neq 0 \). There are several cases. If \( s = 0 \) choose \( N \) such that \( |z'(x, 0) - l(0)| < \varepsilon \) for some \( \varepsilon, \ 0 < \varepsilon < |l(0)| \) and \( |z(a_n, 0) - z(a_{n-1}, 0)| < 1 \) for all \( x, n > N \). Then

\[
1 > |z(a_n, 0) - z(a_{n-1}, 0)| = \left| \int_{a_{n-1}}^{a_n} z'(x, 0) \, dx \right|
\]

\[
= \left| \int_{a_{n-1}}^{a_n} \left\{ (z'(x, 0) - l(0)) + l(0) \right\} \, dx \right|
\]

\[
\geq \left( |l(0)| - \varepsilon \right) \cdot (a_n - a_{n-1}).
\]
Since $|\delta_d| \leq \delta_n|d_r| \to 0$ as $r \to \infty$, it follows from (2.25) and (2.28) that $a_n - a_{n-1} \to \infty$ as $n \to \infty$ and, hence, (4.20) provides a contradiction to the assumption that $l(0) \neq 0$. If $s = it$, $t \neq 0$, by a similar argument choose $\epsilon$ so that $0 < \epsilon < 2\pi^{-1}|l(it)|$ and $N$ so that

$$\begin{align*}
(4.21) & \quad |z(x_2, s) - z(x_1, s)| < 1, \\
(4.22) & \quad |z'(x, s)\exp\left(-s\int_0^x \tilde{b}\right) - l(s)| < \epsilon, \\
(4.23) & \quad |2(\beta_n - \gamma)/(\alpha_n - \beta_n)| < 1/2
\end{align*}$$

for all $x, x_1, x_2, n > N$. Then for $N < a_{n-1} \leq x_1 < x_2 \leq a_n$ we have

$$\begin{align*}
(4.24) & \quad 1 > |z(x_2, s) - z(x_1, s)| \\
= & \left| \int_{x_1}^{x_2} \left[ z'(x, s)\exp\left(-s\int_0^x \tilde{b}\right) - l(s) \right] \exp\left(s\int_0^x \tilde{b}\right) + l(s)\exp\left(s\int_0^x \tilde{b}\right) \right| dx \\
\geq & \left| l(it) \right| \left| \int_{x_1}^{x_2} \exp(\int_{x_1}^x \tilde{b}) dx \right| - \epsilon(x_2 - x_1) \\
= & \left| l(it) \right| \left| \exp(it(x_2 - x_1)\tilde{b}_n) - 1 \right| - \epsilon(x_2 - x_1) \\
= & \left| l(it) \right| \left| 2\sin\left(\frac{1}{2} \left| it(x_2 - x_1)\tilde{b}_n \right| \right) \right| - \epsilon(x_2 - x_1).
\end{align*}$$

As

$$0 < \frac{1}{2} |t| \ln(1 + \mu) \cdot \left(1 - \frac{1}{2}\right) \leq \frac{1}{2} |t| \ln(\lambda_n) \left[1 + \frac{2(\beta_n - \gamma)}{\alpha_n - \beta_n}\right]$$

$$= \frac{1}{2} |t|(a_n - a_{n-1})\tilde{b}_n$$

by (4.18), we can choose $x_i^{(n)} = a_{n-1}$ and $x_j^{(n)}$ so that

$$\frac{1}{2} |t|(x_j^{(n)} - x_i^{(n)})\tilde{b}_n = \frac{1}{2} |t| \cdot \frac{1}{2} \ln(1 + \mu).$$

Furthermore by choosing $\mu$, which is independent of $n$, smaller if necessary we can assume that the right side in (4.25) is smaller than $\pi/2$. Then from the inequality $|\sin \theta| > 2\pi^{-1}\theta$ ($|\theta| < \pi/2$) and (4.24) we have that

$$1 \geq \left(2\pi^{-1}|l(it)| - \epsilon\right)(x_2^{(n)} - x_1^{(n)})$$

$$= \left(2\pi^{-1}|l(it)| - \epsilon\right) \cdot \frac{1}{2} \ln(1 + \mu) \cdot \tilde{b}_n^{-1}$$

by (4.25). As $\tilde{b}_n \to 0$ when $n \to \infty$, we again have a contradiction. Finally, if $s \neq 0$ and $\sigma = \text{Re}(s) \neq 0$, choose $\epsilon$ so that $0 < \epsilon < \sigma|l(s)||s|^{-1}$ and $N$ so that (4.21)–(4.23)
hold for all \( x, x_1, x_2, n > N \). Then, as above, for \( N \leq a_{n-1} \leq x_1 < x_2 \leq a_n \),

\[
1 \geq |z(x_2, s) - z(x_1, s)|
\]

\[
\geq |l(s)| \left| \int_{x_1}^{x_2} \exp \left( s \int_0^x b \right) dx \right| - \varepsilon \int_{x_1}^{x_2} \exp \left( \sigma \int_0^x b \right) dx
\]

\[
= \exp \left( \sigma \int_0^{x_2} b \right) \left( |l(s)| \left| \exp \left( s(x_2 - x_1) \bar{b}_n \right) - 1 \right| + \frac{\varepsilon}{\sigma \bar{b}_n} \left| \exp \left( \sigma(x_2 - x_1) \bar{b}_n \right) - 1 \right| \right).
\]

If \( \sigma > 0 \) (the proof for \( \sigma < 0 \) is similar) it follows that

\[
(4.26) \quad 1 \geq \bar{b}_n \exp \left( \sigma \int_0^{x_1} b \right) \left( |l(s)| \left| \frac{\varepsilon}{s} \left( \exp \left( \sigma(x_2 - x_1) \bar{b}_n \right) - 1 \right) \right| \right).
\]

By a similar argument to that above, for each \( n \) large enough we can choose \( x_1^{(n)} = a_{n-1} \) and \( x_2^{(n)} \) so that

\[
\bar{b}_n \left( x_2^{(n)} - x_1^{(n)} \right) = \frac{1}{2} \ln(1 + \mu).
\]

Observe also that

\[
(4.27) \quad \exp \left( \sigma \int_0^{x_n} b \right) / \bar{b}_n \sim \prod_{i=1}^{n-1} \left( \frac{\lambda_i}{\delta_i} \right)
\]

as \( n \to \infty \), and \( \prod_{i=1}^{n-1} \lambda_i^{-1} (\delta_i d_i)^{-1} \to \infty \) as \( n \to \infty \) by (4.3). Using this information in (4.26), we again obtain a contradiction. This completes the proof. \( \square \)

It is not difficult to see that if \( u(r, s) \) is a solution of (4.16) satisfying \( u(r, s) \to 1 \) as \( r \to r(\infty) = r_\infty \), then, on integrating (4.16) twice, \( u(r, s) \) satisfies the integral equation

\[
(4.28) \quad u(r, s) = 1 - s^2 \int_r^\infty \int_t^\infty e^{-s(w-t)} \frac{\tilde{c}(x(w))}{\tilde{b}(x(t)) \bar{b}(x(w))} u(w, s) \, dw \, dt.
\]

With the aid of Lemma 4.1 this result may be strengthened as follows:

**Theorem 4.2.** (i) A locally integrable function \( u(r, s) \), \( \text{Re}(s) > \sigma_2 \), is a solution of (4.28) if and only if \( u(r, s) \) satisfies the differential equation (4.16) and \( u(r, s) \to 1 \) as \( r \to r_\infty \).

(ii) The integral equation (4.28) has a unique bounded solution if

\[
(4.29) \quad \int_0^\infty \int_t^\infty e^{-\text{Re}(s)(w-t)} \left| \frac{\tilde{c}(x(w))}{\tilde{b}(x(w)) \bar{b}(x(t))} \right| \, dw \, dt < \infty.
\]

**Proof.** (i) If \( u(r, s) \) satisfies (4.16), and \( u(r, s) \to 1 \) as \( r \to r_\infty \), it follows from Lemma 4.1 that \( e^{-\text{Re}(s) \bar{b}(x(r))} du/dr \to 0 \) as \( r \to r_\infty \), and, hence, \( u(r, s) \) is a solution of
Conversely, let \( u(r, s) \) be a solution of (4.28). Then
\[
\frac{1}{h} \left[ u(r + h, s) - u(r, s) \right] = \frac{s^2}{h} \int_r^{r+h} e^{st} \left( \frac{\tilde{b}(b(\tau(t)))^{-1} - \tilde{c}(b(\tau(t)))}{b(x(\tau(t)))} \right) u(w, s) \, dw \, dt
\]
\[
= -\frac{s^2}{h} \int_r^{r+h} \frac{e^{st}}{b(x(t))} \left( \int_r^t e^{-sw} \frac{\tilde{c}(b(w))}{\tilde{b}(b(w))} u(w, s) \, dw \right) \, dt
\]
\[
+ \frac{s^2}{h} \int_r^{r+h} e^{-sw} \frac{\tilde{c}(b(w))}{\tilde{b}(b(w))} u(w, s) \, dw \cdot \int_r^{r+h} \frac{e^{st}}{b(x(t))} \, dt.
\]
As \( u(r, s) \) is locally integrable, it is clear that, on letting \( h \to 0 \), we obtain
\[
u'(r, s) = s^2 \int_r^{r} e^{-st} \frac{\tilde{c}(b(w))}{\tilde{b}(b(w))} u(w, s) \, dw,
\]
i.e.,
\[
e^{-st} b(x(r)) u'(r, s) = s^2 \int_r^{r} e^{-st} \frac{\tilde{c}(b(w))}{\tilde{b}(b(w))} u(w, s) \, dw.
\]
By a similar argument we also have
\[
\frac{d}{dr} \left( e^{-st} b(x(r)) \frac{du}{dr} \right) = -s^2 e^{-st} \frac{\tilde{c}(b(x(r)))}{b(x(r))} u(r, s),
\]
and thus \( u(r, s) \) is a solution of (4.16). Also, as \( u(r, s) \) satisfies (4.28) for all \( r \), including \( r = 0 \),
\[
u(r, s) = u(0, s) + s^2 \int_0^{r} e^{-st} \frac{\tilde{c}(b(w))}{b(x(t))b(x(w))} u(w, s) \, dw \, dt.
\]
Hence,
\[
\lim_{r \to r(\infty)} u(r, s) = u(0, s) + s^2 \int_0^{\infty} e^{-st} \frac{\tilde{c}(b(w))}{b(x(t))b(x(w))} u(w, s) \, dw \, dt = 1.
\]
(ii) This follows from the relevant Neumann series expansion in the space of bounded continuous functions on \([r_0, \infty)\), \( r_0 \) suitably large, equipped with the usual supremum norm. □

We next consider the behaviour as \( n \to \infty \) of the solutions \( \phi_n(x, s) \) constructed in §2. Observe that
\[
(4.30) \quad (\beta_{k+1} - \beta_k) a_k = (\beta_{k+1} - \beta_k) \sum_{i=1}^{k} (a_i - a_{i-1})
\]
\[
= (\beta_{k+1} - \beta_k) \sum_{i=1}^{k} \frac{\ln(\lambda_i)}{a_i - \beta_i}
\]
\[
= O(1) \cdot d_k \left[ \ln(\lambda_k) + \ln(\lambda_{k-1}) \delta_{k-1} d_{k-1} + \ln(\lambda_{k-2}) (\delta_{k-2} d_{k-2}) + \cdots + \ln(\lambda_1) (\delta_{k-1} d_{k-1}) \cdots (\delta_{d_1}) \right]
\]
(by (2.25)–(2.26) and (2.28))
\[
= O(1) d_k \left[ \ln(\lambda_k) + o(1) \right], \quad \text{by (4.1),}
\]
as $\delta_d, \delta_r \leq \delta^*|d_r|$ and $d_r \to 0$ as $r \to \infty$. Also we have (cf. [4, Lemma 3.5])

**Lemma 4.3.** Assume that, for $\sigma > \sigma_1, d_k \lambda_k^{-\sigma} \to 0$ as $k \to \infty$ and

$$\sum_{k=1}^{\infty} \frac{1}{\left(\lambda_k^\sigma|d_k^{-1}| - 1\right)\left(\lambda_{k+1}^\sigma|d_{k+1}^{-1}| - 1\right)} < \infty. \tag{4.31}$$

Then for each real number $\delta$ with $\delta > \sigma_1$, one can choose $\delta = \delta(\delta) = \sup\{\delta_r: r \geq 1\}$ such that the functions $H_r^{(n)}(s)$ and $K_r^{(n)}(s)$ defined by (2.64)–(2.65) satisfy $|H_r^{(n)}(s)| \leq 2$ and $|K_r^{(n)}(s)| \leq 2$ for all $n$ and $r, n \geq r + 1$, and all complex numbers $s$ with $\Re s > \delta$.

**Proof.** We omit the proof for $H_r^{(n)}(s)$ since it is similar to the proof for $K_r^{(n)}(s)$ given below. Observe that for $\Re(s) \geq \delta$,

$$|1 + \lambda_r^{-1}/d_r| \leq \left(\lambda_r^\sigma|d_r^{-1}| - 1\right)^{-1}.$$

Consequently, the supremum

$$C = \sup\{|(1 + \lambda_r^{-1}/d_r)^{-1}|: \Re s \geq \delta, r \geq 1\} \tag{4.32}$$

exists and is finite. Choose $\delta$ so that

$$\delta \left[C + \sum_{k=1}^{\infty} \frac{1}{\left(\lambda_k^\sigma|d_k^{-1}| - 1\right)\left(\lambda_{k+1}^\sigma|d_{k+1}^{-1}| - 1\right)}\right] \leq \frac{1}{4}. \tag{4.33}$$

Note that

$$|K_r^{(r+2)}(s)| = \left|1 + \frac{\delta_{r+1}}{1 + \lambda_r^{-1}/d_r^{-1}}\right| \leq 1 + \delta C \leq 2$$

by (4.33). Also, assuming $K_r^{(m)}(s) \leq 2$ for $r + 2 \leq m \leq n - 1$, it follows from (2.71) that

$$|K_r^{(n)}(s)| \leq 1 + 2\delta \left[C + \sum_{k=1}^{\infty} \frac{1}{\left(\lambda_k^\sigma|d_k^{-1}| - 1\right)\left(\lambda_{k+1}^\sigma|d_{k+1}^{-1}| - 1\right)}\right] \leq 2$$

by (4.33) again. Thus, by induction, $|K_r^{(n)}(s)| \leq 2$ for all $n$ and $r, n \geq r + 1$, and all $s, \Re s \geq \delta$. \hfill $\square$

Now, by (4.30) and (4.1), the series $\sum(\beta_{k+1} - \beta_k)a_k$ is absolutely convergent. Also, by Lemma 4.3 and (2.76)–(2.77) we can define functions

$$\Psi_r(s) = \lim_{n \to \infty} \Psi_r^{(n)}(s), \tag{4.34}$$

$$\Phi_r(s) = \lim_{n \to \infty} \Phi_r^{(n)}(s) \tag{4.35}$$

that are analytic in the half-plane $\Re s > \delta > \sigma_1$ provided $\delta = \sup\{\delta_r: r \geq 1\}$ satisfies (4.33), which we henceforth assume. Finally, define

$$U_r(s) = \lim_{n \to \infty} U_r^{(n)}(s) \tag{4.36}$$

$$= E(s) \cdot \left(1 + \frac{(1 + \delta_r^{-1})d_{r+1}^{-1}}{\lambda_{r+1}^{-1}}\right) \cdot \left[\prod_{k=1}^{r+1} \left(1 + \frac{d_k}{\lambda_k}\right)\right]^{-1},$$
On letting \( n \to \infty \) in (2.74)-(2.75), we now have that for fixed \( x \) in \([a_{r-1}, a_r]\),

\[
\lim_{n \to \infty} \phi_n(x, s) = \phi(x, s),
\]

where

\[
\phi(x, s) = A_r(s) \exp(\alpha_r x) + B_r(s) \exp(\beta_r x), \quad x \in [a_{r-1}, a_r],
\]

and

\[
A_r(s) = \lambda_r^{-s} \exp \left[ \sum_{k=r}^{\infty} (\beta_{k+1} - \beta_k) a_k \right] \cdot \frac{w_r - w_{r-1}}{w_\infty} U_r(s) \Phi_r(s),
\]

(4.39)

\[
B_r(s) = \exp \left[ \sum_{k=r}^{\infty} (\beta_{k+1} - \beta_k) a_k \right] \frac{w_{r-1}}{w_\infty} V_r(s) \Psi_r(s).
\]

Let

\[
\psi(x, s) = e^{-\gamma s} \phi(x, s),
\]

where \( \gamma \) is defined in (4.6). Then we have

**Theorem 4.4.** (i) The function \( \psi(x(r), s) \) is the unique solution of (4.28) for all \( s \) in the half-plane \( \Re s > \sigma_0 \).

(ii) If \( U_r(s) \) and \( V_r(s) \) are analytic in the half-plane \( \Re s > \sigma > \sigma_1 \) for all \( r > 1 \),

\[
\text{then, for } \Re s > \sigma > \sigma_1, \text{ the function } \psi(x(r), s) \text{ is a solution of (4.28) if and only if } \psi(x(r), s) \to 1 \text{ as } r \to r(\infty).
\]

**Remarks.** (1) \( U_r \) and \( V_r \) are analytic in \( \Re(s) > \sigma > \sigma_1 \) if, for example, \( E(s) \) is analytic in \( \Re(s) > \sigma_1 \), and none of the factors \( 1 + d_n \lambda_n^{-s} \) has a zero in this region, i.e., for all \( n \geq 1 \),

\[
\ln|d_n|/\ln \lambda_n \leq \sigma_1.
\]

(2) Similar results (i.e., Theorems 4.2 and 4.4) apply to the related integral equation

\[
u(r, s) = 1 + \int_r^{\infty} k_1(r, t, s) u(t, s) \, dt,
\]

where

\[
k_1(r, t, s) = -s^2 e^{-s t} \frac{\dot{\varphi}(x(t))}{\dot{b}(x(t))} \int_r^t \frac{e^{s v}}{b(x(v))} \, dv, \quad r \leq t,
\]

\[
eq 0, \quad r > t,
\]

formed by interchanging the order of integration in (4.28). Here, the analogue of Theorem 4.4(ii) requires a different method of proof (cf. (4.45)).

**Proof.** (i) By Theorem 4.2 and (4.15) it is enough to show that \( \psi(x, s) \) satisfies (4.13) and \( \psi(x, s) \to 1 \) as \( x \to \infty \). The proof now follows closely that of [4, Lemmas 4.2 and 4.4].

(ii) Observe that \( \sigma_2 \) (defined in (4.3)) is no larger than \( \sigma_1 \) (defined in (4.31)). As \( \psi(x(r), s), \Re s > \sigma_1, \) is already a solution of (4.16), the result is a consequence of Theorem 4.2(ii).
As an immediate consequence of Theorem 4.4(i), we have

**Corollary 4.5.** For any \( s, \text{Re} s > a_0 \), and any constant \( C \) the boundary condition \( u(r, s) \rightarrow C \) as \( r \rightarrow r_\infty \) determines a unique solution, \( C\psi(x(r), s) \), of the differential equation (4.16). \( \square \)

**Theorem 4.6.** Assume (4.41) holds. If there exists a solution \( u(r, s) \) of (4.28) analytic for all \( s \) in a region \( G \) intersecting \( B = \{ s: \text{Re} s > a_0 \} \), and \( E(s) \) is analytic in \( G \), then \( u(r, s) = \psi(x(r), s) \) (and hence \( u(r, s) \rightarrow 1 \) as \( r \rightarrow r_\infty \)) and \( E(s) \neq 0 \) for all \( s \in G \).

**Proof.** By Theorem 4.4(i), \( u(r, s) = \psi(x(r), s) \) for \( s \in B \). Consequently, by uniqueness of analytic continuation, \( u(r, s) = \psi(x(r), s) \) for all \( s \in G \). But, by (4.36)-(4.37),

\[
\psi(x(r), s) = E(s)\chi(x(r), s),
\]

where \( \chi(x(r), s) \) is analytic in a half-plane \( \text{Re} s > \sigma \) containing \( G \). If \( E(s) = 0 \) for some \( s \in G \), then \( u(r, s) \) is the zero function, which cannot be a solution of (4.28). Consequently, \( E(s) \neq 0 \) for \( s \in G \). \( \square \)

By way of example, if we consider the case \( d_n = \rho^{-\theta}, \theta > 1 \) fixed, \( \lambda_n = \rho_n \) (i.e., (1.4)), then \( E(s) = \zeta(s + \theta)((\zeta(2s + 2\theta))^{-1}, \) and \( \sigma_0 + \theta = 1, \sigma_1 + \theta = 1/2, \sigma_2 + \theta = 0, \) while \( \delta > 0 \) for all \( r \). Then Theorem 4.6 is the main theorem in [4]. Observe that, from Theorem 4.4, for \( \text{Re}(s + \theta) > 1 \) we have \( \psi(x, s) \rightarrow 1 \) as \( x \rightarrow \infty \). Consequently, we have the identity

\[
(4.44) \quad 1 = \psi(0, s; 8) + \sum_{n=1}^{\infty} \{ \psi(a_n, s; 8) - \psi(a_{n-1}, s; 8) \},
\]

i.e.,

\[
(4.45) \quad \frac{\zeta(2s + 2\theta)}{\zeta(s + \theta)} = \tilde{A}_{1}^{(\infty)}(0, s; 8) + \tilde{B}_{1}^{(\infty)}(0, s; 8)
+ \sum_{n=1}^{\infty} \tilde{A}_{n}^{(\infty)}(0, s; 8) \{ e^{(\alpha_{n-\gamma})s_{a}} - e^{(\alpha_{n-\gamma})s_{a-1}} \}
+ \tilde{B}_{n}^{(\infty)}(0, s; 8) \{ e^{(\beta_{n-\gamma})s_{a}} - e^{(\beta_{n-\gamma})s_{a-1}} \}
\]

for \( \text{Re}(s + \theta) > 1 \), where \( \tilde{A}_{n}^{(\infty)} \) and \( \tilde{B}_{n}^{(\infty)} \) are defined in (2.79). A similar formula for \( (\zeta(s + \theta))^{-1} \) follows by considering the special case (1.5) mentioned earlier.

Note also that, as the Euler product

\[
E(s) = \prod_{\rho \text{ prime}} (1 + \rho^{-s-\theta})
\]

is convergent for \( \text{Re}(s + \theta) = 1 (s + \theta \neq 1) \) by [13, p. 59], it is true that \( \psi(x, s) \rightarrow 1 \) as \( x \rightarrow \infty \) for these values of \( s \). Conversely, if one could establish (e.g. by direct asymptotic methods) that (4.13) (or (4.16)) had a solution tending to one as \( x \rightarrow \infty \) \( (r \rightarrow r_\infty) \) for all \( s \) with \( \text{Re}(s + \theta) = 1 (s + \theta \neq 1) \), then Theorems 4.2 and 4.6 show that \( E(s) \neq 0 \) for these values of \( s \). This would provide a differential equation proof of the prime number theorem.
5. The associated wave equation. We consider here the linear partial differential equation

\[ u_{xx} - b(x)u_{xt} + \tilde{c}(x)u_{tt} = 0 \]

for \( x, t \geq 0 \). Observe that for \( x \) in \([a_{n-1}, a_n]\),

\[ b^2(x) - 4\tilde{c}(x) = \tilde{b}_n^2 \left[ 1 - 4\tilde{c}_n/b_n^2 \right] - \tilde{b}_n^2 \quad \text{as} \quad n \to \infty, \]

by (4.11)–(4.12). Hence the equation is of hyperbolic type, at least for large \( x \). The characteristics through \((x_0, t_0)\) are given by

\[ t - t_0 = \int_{x_0}^{x} -\frac{1}{2} \frac{b(u)}{\tilde{b}(u)} \left\{ 1 + \sqrt{1 - 4\tilde{c}(u)\tilde{b}^{-2}(u)} \right\} du \]

and

\[ t - t_0 = \int_{x_0}^{x} -\frac{1}{2} \frac{b(u)}{\tilde{b}(u)} \left\{ 1 - \sqrt{1 - 4\tilde{c}(u)\tilde{b}^{-2}(u)} \right\} du. \]

It is clear from (4.11)–(4.12) and (4.5) that (eventually) the characteristic (5.2) has negative slope, while from the fact that

\[ 1 - \sqrt{1 - 4\tilde{c}\tilde{b}^{-2}} = \frac{4\tilde{c}}{b^2} \cdot \frac{1}{1 + \sqrt{1 - 4\tilde{c}\tilde{b}^{-2}}}, \]

it follows that the slope of the characteristic (5.3) depends upon the function \( \tilde{c} \); for example, given (2.10), the latter slope is positive if \( d_n > 0 \) for all \( n \) and negative if \( d_n < 0 \) for all \( n \). Note also that by (4.11)–(4.12) again, as \( n \to \infty, \)

\[ \int_0^{a_n} \frac{\tilde{c}(u)}{b(u)} du = \sum_{r=1}^{n} (a_r - a_{r-1}) \tilde{c}_r \sim \ln(\lambda_1\lambda_2 \cdots \lambda_n) \]

and

\[ \int_0^{a_n} \frac{\tilde{c}(u)}{b(u)} du = \sum_{r=1}^{n} (a_r - a_{r-1}) \cdot \frac{\tilde{c}_r}{\tilde{b}_r} \]

\[ = O(1) \cdot \sum_{r=1}^{n} \ln(\lambda_r) \cdot \frac{\beta_r - \gamma}{\alpha_r - \beta_r} \]

\[ = O(1) \cdot \sum_{r=1}^{n} \ln(\lambda_r) \cdot d_r = O(1) \]

by (4.1). Thus, along the characteristics (5.2) if we assume (4.18) it follows from (5.4) that as \( x \to \infty, t \to -\infty \), while by (5.5) the characteristics (5.3) have the property that as \( x \to \infty, t \) tends to the finite limit

\[ t_\infty = t_0 - \int_{x_0}^{\infty} \frac{2\tilde{c}}{\tilde{b}} \cdot \frac{1}{1 + \sqrt{1 - 4\tilde{c}\tilde{b}^{-2}}}. \]

Observe also that if \( d_n < 0 \) for all \( n \), the characteristic through \((0, t^n)\), where

\[ 2t^n = \int_0^{\infty} (\tilde{b} - \sqrt{\tilde{b}^2 - 4\tilde{c}}), \]

is asymptotic to the \( x \)-axis as \( x \to \infty \).
Consider now the change of variable

\[ \xi = \frac{1}{2} \int_0^x \tilde{b}(u) \, du + t \]

and set \( w(x, \xi) = u(x, t) \), where \( u \) is any solution of (5.1). Then

\[ w_{\xi\xi} = \frac{4}{b^2(x) - 4\tilde{c}(x)} w_{xx} - \frac{2\tilde{b}'(x)}{b^2(x) - 4\tilde{c}(x)} w_\xi. \]

Here, as \( \tilde{b} \) is a step function, \( \tilde{b}' \) is an appropriate sum of delta functions. Notice that as \( a_n \sim K \cdot \ln(n) \cdot (d_1 d_2 \cdots d_{n-1})^{-1} \), as \( n \to \infty \) one can see from (5.4) that in the special cases (1.4) and (1.5) we have (roughly) \( \int_0^\beta \tilde{b} \approx \theta^{-1} \ln x \), or \( \tilde{b}(x) \approx (\theta x)^{-1} \). Consequently, for large \( x \),

\[ \frac{4}{b^2(x) - 4\tilde{c}(x)} = \frac{4\tilde{b}^{-2}(x)}{b^2(x)} \left( 1 - \frac{4\tilde{c}(x)}{b^2(x)} \right)^{-1} \approx 4\theta^2 x^2. \]

Thus, for these cases (5.1) bears some resemblance to the automorphic wave equation (see e.g. [5, (1.8)])

\[ u_{tt} = y^2(u_{xx} + u_{yy}) + \frac{1}{4} u. \]

Although the precise connection between (5.1) and the analytic function \( E(s) \) is not clear as yet, the following possible application indicates that this connection could be quite useful. The application involves a theorem which is a special case of a result of Müntz [7] and Szász [12] (cf. also [9, 11]). Consider the function sequence \( \{ e^{-\mu_n t} \}_{n=1}^{\infty} \) in \( L^2(0, \infty) \), where the numbers \( \mu_n \) are real and positive. This sequence is said to be closed if

\[ \int_0^\infty f(t) e^{-\mu_n t} \, dt = 0, \quad n \geq 1, \]

implies \( f \) is zero almost everywhere and complete if any \( f \) in \( L^2(0, \infty) \) can be approximated, in norm, by polynomials

\[ P_n(t) = \sum_{k=1}^n a_k e^{-\mu_k t}. \]

It is known (see e.g. [9, p. 26]) that \( \{ e^{-\mu_n t} \} \) is closed if and only if it is complete. In addition, we have

**Theorem 5.1 (Müntz - Szász).** The sequence \( \{ e^{-\mu_n t} \} \) is closed if and only if

\[ \sum_{n=1}^{\infty} \frac{1}{\mu_n} = \infty. \]

Thus, in particular, if \( \sum \mu_n^{-1} < \infty \) then \( \{ e^{-\mu_n t} \} \) is not closed. To prove the latter statement one needs to show that if \( \sum \mu_n^{-1} < \infty \), then there is a nontrivial function \( f(t) \) in \( L^2(0, \infty) \) whose Laplace transform \( F(s) \) vanishes at the prescribed set of points \( \{ \mu_n \} \). One might attempt to construct such an \( f \) as follows. Set

\[ d_n = -\mu_n^{-1}, \quad \delta_n = -\delta < 0, \quad \lambda_n = \mu_n^{1/\mu_n}. \]
In this case the wave equation (5.1) (with the sign of the middle term reversed) corresponds to the Euler product

\[(5.14) \quad E(s) = \prod_{n=1}^{\infty} \left( 1 - \frac{1}{\mu_n \nu_n^{s+1/\mu_n}} \right),\]

and both sets of characteristic lines (5.2)–(5.3) have positive slope and finite limit values for \(t\) as \(x\) approaches infinity along the characteristic. Consider the boundary value problem defined by (5.1) and the boundary conditions

\[(5.15) \quad u(x, 0) = u_t(x, 0) = 0,\]
\[(5.16) \quad u(0, t) = f(t).\]

The Laplace transform \(U(x, s)\) of the solution \(u(x, t)\) of (5.1), (5.15)–(5.16) satisfies (4.9). If one can determine \(f\) so that \(U(x, s)\) is bounded as \(x\) tends to infinity (e.g. by making use of the geometry of the hyperbolic equation), then, by Corollary 4.5 and (4.36)–(4.40), \(u(0, t) = f(t)\) transforms to a constant multiple of \(E(s)\) which vanishes when \(s = \mu_n\), \(n \geq 1\), as required.
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