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Abstract. This paper is concerned with solving systems of partial difference equations which arise when studying linear dependence of translates of box splines.

1. Introduction. Let $X = \{x^1, \ldots, x^n\}$ be a set of (not necessarily distinct) vectors in $\mathbb{R}^s$, i.e. $x^i = (x^i_1, \ldots, x^i_s)$. The box spline $B(\cdot | X)$ is defined by requiring that

$$\int_{\mathbb{R}^n} f(x) B( x | X ) \, dx = \int_{[0,1]^n} f(t_1 x^1 + \cdots + t_n x^n) \, dt_1 \cdots dt_n$$

holds for any continuous function $f$ on $\mathbb{R}^n$. Many of its basic properties were established in [1]. It is a special instance of the wider class of polyhedral splines discussed in [4]. For a detailed account of the properties of $B(\cdot | X)$ the reader is referred to [1, 3, 4]. Here it is sufficient for the moment to remark that $B(\cdot | X)$ is in general a distribution in $\mathcal{D}'(\mathbb{R}^n)$. If $\langle X \rangle \subset \text{span} \ X = \mathbb{R}^n$, however, $B(\cdot | X)$ is a piecewise polynomial of (total) degree $\leq n - s$ with support

$$B( X ) = \left\{ x = \sum_{i=1}^n t_i x^i : 0 \leq t_i \leq 1, i = 1, \ldots, n \right\}.$$ 

More precisely, it is a polynomial in any region which is not intersected by any of the $(s - 1)$-dimensional hyperplanes of the form

$$\sum_{j=1}^{s-1} t_j x^{i_j} + \sum_{j=1}^{n-s+1} \sigma_j x^{i_j} : \sigma_j \in \{0, 1\}, t_j \in \mathbb{R}$$

where $\{i'_1, \ldots, i'_{n-s+1}\}$ are the complementary integers for $\{i_1, \ldots, i_s\}$ in the set $\{1, \ldots, n\}$. We will briefly refer to these hyperplanes as the cut regions of $B(\cdot | X)$. The union of all cut regions of all translates $B(\cdot - \alpha | X)$, $\alpha \in \mathbb{Z}^s$, will be denoted by $c(X)$.

The notion of box spline has proven to be very useful by providing a better understanding of many finite element spaces on regular grids. Moreover, the surprisingly rich structure associated with the simple notion (1.1) has lead to various problems which we believe are interesting in their own right. Here we concentrate on two spaces, one of functions and the other of sequences which play a central role for the understanding of the structure of splines generated by translates of box-splines.
To this end, we have to introduce the following notation. For $y \in \mathbb{R}^s$, $D_j f = \sum_{j=1}^s y_j \frac{\partial f}{\partial x_j}$ denotes the usual directional derivative of $f$ in the direction $y = (y_1, \ldots, y_s)$. Its discrete analogs are the forward and backward difference operator

$$\Delta_y f(\cdot) = f(\cdot + y) - f(\cdot), \quad \nabla_y f(\cdot) = f(\cdot) - f(\cdot - y).$$

Generally, we will write, for any set $Y \subseteq \mathbb{R}^s \setminus \{0\}$, $|Y| < \infty$, $|Y|$ denoting the cardinality of $Y$,

$$D_Y = \prod_{y \in Y} D_j, \quad \Delta_Y = \prod_{y \in Y} \Delta_j.$$  

Now, for any given finite set $X \subseteq \mathbb{R}^s \setminus \{0\}$, with $\langle X \rangle = \mathbb{R}^s$, let

$$(1.3) \quad \mathcal{Y}(X) = \{ Y : Y \subseteq X, \langle X \setminus Y \rangle \neq \mathbb{R}^s \}.$$  

These notions are used to introduce a subspace of distributions

$$(1.4) \quad D(X) = \{ f \in D'(\mathbb{R}^s) : D_Y f = 0, \ Y \in \mathcal{Y}(X) \},$$  

as well as the space of sequences

$$(1.5) \quad \Delta(X) = \{ f : (\Delta_Y f)(\alpha) = 0, \ \alpha \in \mathbb{Z}^s, \ Y \in \mathcal{Y}(X) \},$$  

a discrete analog of $D(X)$. In the following, we will use the same notation for sequences on $\mathbb{Z}^s$ as for functions on $\mathbb{R}^s$. Specifically, the restriction of some function $f$ defined on $\mathbb{R}^s$ to $\mathbb{Z}^s$ is also denoted by $f$.

The objective of this paper is to clarify the relation between $D(X)$, $\Delta(X)$ and $B(\cdot | X)$. We will briefly summarize in §2 a few known facts about $D(X)$ which will be needed in subsequent discussions. In §3 we will give a complete characterization of the elements of $\Delta(X)$. We show that $\Delta(X) = E(X) \oplus D(X)$ where $E(X)$ is spanned by certain sequences of the form $z^a p(\alpha)$, $z \in \mathbb{C}^s$, $\alpha \in \mathbb{Z}^s$, where $p$ is a polynomial and $z \neq e = (1, \ldots, 1)$. Moreover, defining for $X \subseteq \mathbb{Z}^s$ and any $x \not\in c(X)$ the set

$$b(x|X) = \{ \alpha \in \mathbb{Z}^s : x \in \text{supp} B(\cdot | X) + \alpha \},$$

we show that each finite sequence $\{ d_\alpha : \alpha \in b(x|X) \}$ possesses a unique extension in $\Delta(X)$.

These results allow us to find linear relations among translates of box splines. Specifically, we show that any $f \in E(X)$ gives

$$\sum_{\alpha \in \mathbb{Z}^s} f(\alpha) B(x - \alpha | X) = 0, \quad x \in \mathbb{R}^s,$$

while the converse is true only under additional conditions on $X$. (If $\dim \langle X \rangle < s$ the above equation is interpreted in a distributional sense.)

2. Preliminaries and background material. The close relation between $D(X)$, $\Delta(X)$ and the box spline stems from the formula [1]

$$(2.1) \quad (\Delta_X f)(x) = \int_{\mathbb{R}^s} (D_X f(x + y)) B( y | X ) \, dy.$$  

In fact, this equation readily shows that

$$(2.2) \quad D(X) \subseteq \Delta(X).$$
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On the other hand, when \( f \in \Delta(X) \) and \( X \subset Z^s \setminus \{0\} \), \( \langle X \rangle = \mathbb{R}^s \), then the mapping
\[
(Tf)(x) = \sum_{\alpha \in Z^s} f(\alpha)B(x - \alpha|X)
\]
takes \( f \in \Delta(X) \) into \( Tf \in D(X) \). To see (2.3) we note that for \( V \subset X \)
\[
D_vB(\cdot|X) = \nabla_vB(\cdot|X \setminus V)
\]
so that using summation by parts
\[
\int_{\mathbb{R}^s} D_v\phi(x)(Tf)(x) \, dx = \sum_{\alpha \in Z^s} (\Delta_v f)(\alpha) \int_{\mathbb{R}^s} \phi(x)B(x - \alpha|X \setminus V) \, dx
\]
\[= 0.\]
We will assume throughout the rest of the paper that \( X \subset Z^s \setminus \{0\} \) and \( \langle X \rangle = \mathbb{R}^s \).

Under additional assumptions on \( X \), more can be said about the relationship of \( D(X) \) and \( \Delta(X) \). In particular, setting
\[
\mathcal{B}(X) = \{ Y \subset X : |Y| = s, \langle Y \rangle = \mathbb{R}^s \},
\]
the following was proven in [3]:

**Proposition 2.1.** \( D(X) = \Delta(X) \) if and only if
\[
\det Y = 1 \quad \text{for all } Y \in \mathcal{B}(X).
\]

(For notational convenience we sometimes use \( Y \) also to denote the matrix whose column vectors are the elements of the indexed set \( Y \).)

In [1] it was proved when \( X \subset Z^s \) that, for any polynomial \( p \) in \( D(X) \), \( Tp = p + q \) where the degree of \( q \) is less than the degree of \( p \). This fact was proved in [3] with the aid of the Poisson summation formula. Moreover, \( D(X) \) is a finite-dimensional space of polynomials for any set \( X \subset \mathbb{R}^s \) such that \( \langle X \rangle = \mathbb{R}^s \) [3]. Combining these facts gives

**Proposition 2.2.** The mapping \( T \) defined in (2.3) is one-to-one and onto \( D(X) \).

\[
D(X) = \Pi_{n-s}
\]
where using standard multi-index notation,
\[
\Pi_k = \left\{ \sum_{|\alpha| \leq k} c_\alpha x^\alpha : c_\alpha \in \mathbb{R} \right\}.
\]

We also require the following facts proved in [5].

**Theorem 2.1.** (i) \( \dim D(X) = |\mathcal{B}(X)| \).

(ii) Let \( \Omega \subset \mathbb{R}^s \) be any domain such that \( \Omega \cap c(X) = \emptyset \). Then
\[
\text{span}\{ B(x - \alpha|X) : \alpha \in Z^s, x \in \Omega \} = D(X).
\]

(iii) For any \( x \notin c(X) \),
\[
|b(x|X)| = \sum_{Y \in \mathcal{B}(X)} |\det Y| = \text{vol}_s B(X).
\]
3. A characterization of $\Delta(X)$. The main result of this section is a complete characterization of the elements of $\Delta(X)$. For this purpose, let us introduce

$$A(X) = \{ z : z \in C^s \ni \exists Y \in \mathcal{B}(X) \ni z^y = 1, \forall y \in Y \},$$

as well as

$$X_z = \{ y \in X : z^y = 1 \}.$$ 

Therefore, when $z \in A(X)$ we have $|X_z| \geq s$.

**Theorem 3.1.** $f \in \Delta(X)$ if and only if

$$f(\alpha) = \sum_{z \in A(X)} z^\alpha p(\alpha | z)$$

where $p(\cdot | z)$ is some polynomial in $D(X)$.

**Proof.** Let us first point out that every sequence of the form (3.1) belongs to $\Delta(X)$. For every $V \in \mathcal{B}(X)$ and any summand $f_z(\alpha) = z^\alpha p(\alpha | z)$ in (3.1) we may write

$$f_z(\alpha) = \sum_{V' \ni V'' = V} c_{V',v''} z^\alpha \Delta_{V'} \sum_{V' \ni V'' = V} \Delta_{V''} p(\alpha | z)$$

where $c_{V',v''}$ are certain constants. Note that since $V \in \mathcal{B}(X)$ we have $V \cap W \neq \emptyset$ for each $W \in \mathcal{B}(X)$ and so too for each $W \in \mathcal{B}(X_0)$. Hence if $V' \cap X_z \neq \emptyset$, we obtain

$$\Delta_{V'} z^\alpha = \Delta_{V' \cap X_z} z^\alpha = \Delta_{V' \cap X_z} \left( \sum_{y \in V' \cap X_z} (z^y - 1) \right) = 0$$

since, by definition, $z^y = 1$ for all $y \in X_z$. If, on the other hand, $V' \cap X_z \neq \emptyset$, we must have $V'' \cap X_z \in \mathcal{B}(X_z)$. In fact, since $V \in \mathcal{B}(X)$ we conclude

$$\langle X_z \setminus V'' \rangle \subset \langle X \setminus (V' \cup V'') \rangle \neq \mathbb{R}^s.$$ 

Recalling that by (2.2), $D(X_z) \subseteq \Delta(X_z)$, we get $\Delta_{V''} p(\alpha | z) = 0$, confirming that even in this case $\Delta_{V'} z^\alpha = 0$ and therefore $f \in \Delta(X)$.

The converse of Theorem 3.1 is proved through a series of ancillary results. First we determine the number of linearly independent sequences of the form (3.1). To this end, we observe that for any distinct $z^i \in C^s$, $i = 1, \ldots, l$, and any choice of nontrivial polynomials $p_i$, $i = 1, \ldots, l$, the sequences $\{(z^i)^\alpha p_i(\alpha) : \alpha \in \mathbb{Z}^s\}$ are certainly linearly independent. Also, we require

**Lemma 3.1.** Let $|X| = s$. Then there exist exactly $|\det X|$ different solutions $z$ of the system

$$z^y = 1, \quad y \in X.$$ 

**Proof.** As above let us denote the $s \times s$ matrix whose columns are the elements of $X$ also by $X$. Then (3.2) implies $z^{x^\alpha} = 1$, $\alpha \in \mathbb{Z}^s$. Hence by Cramer's rule,

$$z^{\det X^\alpha} = 1, \quad \alpha \in \mathbb{Z}^s.$$
which in particular implies
\[ z_j^{\det X_j} = 1, \quad l = 1, \ldots, s; \quad z = (z_1, \ldots, z_s). \]
Thus each \( z_j \) must have the form \( z_j = \exp\{2\pi i k / |\det X_j|\} \) for some \( k, 0 \leq k < |\det X_j| \).
Since for \( X = \{x^1, \ldots, x^s\} \) we must also have \( z^{x^i} = 1, \quad i = 1, \ldots, s \), any solution
\[ z = (e^{2\pi i \alpha_1 / |\det X|}, \ldots, e^{2\pi i \alpha_s / |\det X|}) \]
where \( 0 \leq \alpha_i < |\det X|, \quad \alpha \in \mathbb{Z}^s \), must satisfy \( z^{x^m} = e^{2\pi i \alpha \cdot x^m / |\det X|} = 1 \), i.e.
\[ X^T \alpha = |\det X| \mu \]
must hold for some \( \mu \in \mathbb{Z}^s \). Since \( \mu = X^T t \) for some \( t \in \mathbb{R}^s \) we see that (3.4) is valid for \( 0 \leq \alpha_i < |\det X|, \quad i = 1, \ldots, s \), if and only if \( 0 \leq t_i < 1 \), i.e. \( \mu \in P = \{X^T t: \quad t \in [0, 1)^s\} \), the "half open" parallelepiped generated by \( X^T \). However, we show in [5] that \( |P \cap Z^s| = |\det X| \), and so if \( P \cap Z^s = \{\mu^1, \ldots, \mu^l\}, \quad l = |\det X| \), then all the solutions to (3.2) are given by
\[ (e^{2\pi i \alpha_1^k / l}, \ldots, e^{2\pi i \alpha_s^k / l}), \quad k = 1, \ldots, l, \]
where \( X^T \alpha^k = |\det X| \mu^k, k = 1, \ldots, l \).

**Lemma 3.2.** There exist at least \( \Lambda(\mathcal{B}X) |\det Y| \) linearly independent sequences of the form (3.1) in \( \Delta(X) \).

**PROOF.** To prove Lemma 3.2 we recall from Theorem 2.1 (see also [5]) that there exist \( |\mathcal{B}X| \) linearly independent polynomials \( P_j(x|z), j = 1, \ldots, |\mathcal{B}X| \), in \( D(A) \). Thus, by the remark preceding Lemma 3.1, we have at least \( \Lambda(\mathcal{B}X) \) linearly independent sequences of the form (3.1) in \( \Delta(X) \). Let us enumerate the elements of \( \mathcal{B}(X) \) and \( A(X) \) as \( \mathcal{B}(X) = \{Y_1, \ldots, Y_l\} \) and \( A(X) = \{z_1, \ldots, z^m\} \), respectively. Furthermore, we introduce the \( l \times m \) matrix \( A = (A_{ij}) \) given by
\[ A_{ij} = \begin{cases} 1, & Y_i \in \mathcal{B}(X_j), \\ 0, & \text{otherwise}. \end{cases} \]
Since by Lemma 3.1 for each \( Y_i \) there are exactly \( |\det Y_i| \) solutions \( z^{x^i} = 1, \quad y \in Y_i \), we see that \( \sum_j A_{ij} = |\det Y_i| \). Similarly, by definition, \( \sum_i A_{ij} = |\mathcal{B}(X_j)| \). Hence we conclude
\[ \sum_{z \in A(X)} |\mathcal{B}(X_j)| = \sum_{Y \in \mathcal{B}(X)} |\det Y| \]
proving Lemma 3.2.

Thus the proof of Theorem 3.1 is complete once we have shown

**Theorem 3.2.** \( \dim \Delta(X) = \sum_{Y \in \mathcal{B}(X)} |\det Y| = \text{vol}_s(\text{supp} B(\cdot|X)). \)

**PROOF.** The second equation is just a restatement of Theorem 2.1(iii). Thus in view of Lemma 3.2 it is sufficient to show that
\[ \dim \Delta(X) \leq \sum_{Y \in \mathcal{B}(X)} |\det Y|. \]
We will use induction on \( |X| \) to prove this inequality. We begin by studying the case \( |X| = s \) for later use. For this purpose we define \( P(X) = \{X^t: \quad t \in [0, 1)^s\} \).
Lemma 3.3. Let $|X| = s$. Then $\dim \Delta(X) = |\det X|$. Moreover, $\Delta(X)$ is spanned by the sequences

$$f_\mu(\alpha) = \begin{cases} 1, & \alpha \in Z_\mu, \\ 0, & \alpha \notin Z_\mu, \end{cases}$$

where, for $\mu \in P(X) \cap Z^s$, $Z_\mu = \{\mu + \lambda \beta : \beta \in Z^s\}$.

Proof. From [5] we recall that $|P(X) \cap Z^s| = |\det X|$. Thus $f_\mu$, $\mu \in P(X) \cap Z^s$, are clearly $|\det X|$ linearly independent sequences which are in $\Delta(X)$ because $\mathcal{A}(X) = \{(y) : y \in X\}$. On the other hand, it is clear that any $f \in \Delta(X)$ has to be constant on each sublattice $Z_\mu, \mu \in P(X) \cap Z^s$. Hence the assertion follows.

Remark. According to Lemma 3.1, there are $|\det X|$ linearly independent sequences assuming constant values on each sublattice $Z_\mu, P(X) \cap Z^s = \{\mu_1, \ldots, \mu_l\}, l = |\det X|$. Alternatively, these can be obtained by restricting the functions

$$g_\mu^k(x) = e^{2\pi i(\chi - \mu^\ell) \cdot \alpha^k/l}, \quad k = 1, \ldots, l,$$

to $Z^s$ where the $\alpha^k, k = 1, \ldots, l$, are given by (3.5). In fact, $g_\mu^k(\alpha) = e^{2\pi i(\chi - \mu^\ell) \cdot \alpha^k/l}, \alpha \in Z_\mu$.

To advance the induction hypothesis for the proof of Theorem 3.2 let us assume that $|X| \geq s, \langle X \rangle = \mathbb{R}^s$ and (3.7) holds for any subset of cardinality $\leq |X|$. Now, we will show that (3.7) holds for the set $\{y\} \cup X$ where $y$ is any vector in $Z^s \setminus \{0\}$. Setting

$$\mathcal{A}(X|y) = \{V \subset X : |V| = s - 1, \dim \langle V \rangle = s - 1, \langle \{y\} \cup V \rangle = \mathbb{R}^s\}$$

we observe that for any $Y \in \mathcal{A}(X|y)$ the set $\{y\} \cup (X \setminus \langle Y \rangle)$ belongs to $\mathcal{A}(\{y\} \cup X)$. Thus for any $Y \in \mathcal{A}(X|y), f \in \Delta(\{y\} \cup X)$ must satisfy by definition

$$(3.8) \quad \Delta_y^{\mathcal{A}(X \setminus \langle y \rangle)}f = 0.$$  

Defining now as in [5], for $l \leq \dim \langle X \rangle$,

$$\mathcal{A}_l(X) = \{Y \subset X : \dim \langle X \setminus Y \rangle < l, \dim \langle X \setminus V \rangle \geq l, \text{ for all } V \subsetneq Y\},$$

we recall from [5] that for any $W \in \mathcal{A}_{s-1}(X \cap \langle Y \rangle)$ one has $W \cup (X \setminus \langle Y \rangle) \in \mathcal{A}(\{y\} \cup X)$ (see (2.18) in the proof of Theorem 2.4 in [5]). Thus we infer from this observation that $R_Y = \Delta_{X \setminus \langle Y \rangle}f$ satisfies

$$(3.9) \quad \Delta_\mu R_Y = 0 \quad \text{ for all } W \in \mathcal{A}_{s-1}(X \cap \langle Y \rangle).$$

We appeal now to Proposition 2.1 in [5] which states that any $V \in \mathcal{A}_s(\{y\} \cup X)$ either has the form $V = \{y\} \cup (X \setminus \langle U \rangle)$ for some $U \in \mathcal{A}(X|y)$, or, if $y \notin V$, $V$ contains an element of $\mathcal{A}_{s-1}(X \cap \langle U \rangle)$ for all $U \in \mathcal{A}(X|y)$. Thus combining (3.8) and (3.9) yields $R_Y \in \Delta(\{y\} \cup (X \cap \langle Y \rangle))$. Since $\dim \langle X \setminus \langle Y \rangle \rangle = \dim \langle Y \rangle = s - 1$ we have $|\{y\} \cup (X \cap \langle Y \rangle)| = 1 + |X \cap \langle Y \rangle|^2 \leq |X|$. Also, since $Y \in \mathcal{A}(X|y), \langle \{y\} \cup (X \cap \langle Y \rangle) \rangle = \mathbb{R}^s$, our induction hypothesis assures that there are at most

$$(3.10) \quad l_Y = \sum_{V \in \mathcal{A}(\{y\} \cup (X \cap \langle Y \rangle))} |\det V|$$
linearly independent solutions $R_{Y,j}, j = 1, \ldots, l_Y$, of (3.9). Now let $R(X|y) \subseteq \mathcal{A}(X|y)$ be any fixed set of representers for the equivalence classes induced by the relation $Y \sim Y'$ iff $\langle Y \rangle = \langle Y' \rangle$. Notice that

$$\mathcal{A}_s(X) = \{ X \setminus \langle Y \rangle : Y \in R(X|y) \} \cup \{ V \subseteq X : V \in \mathcal{A}_s(\{ y \} \cup X) \}.$$ 

Thus the number of independent solutions satisfying $\Delta_{X \setminus \langle Y \rangle} f_j = R_{Y,j}, Y \in R(X|y)$, $\Delta_Y f_j = 0, V \subseteq X, V \in \mathcal{A}_s(\{ y \} \cup X)$, is by induction hypothesis less than or equal to $\sum_{Y \in \mathcal{A}(X)} |\det Y'|$. Hence

$$\dim \Delta(\{ y \} \cup X) \leq \sum_{Y \in \mathcal{A}(X)} |\det Y| + \sum_{Y \in \mathcal{A}(X|y)} \left( \sum_{V \in \mathcal{A}(\{ y \} \cup (X \setminus \langle Y \rangle))} |\det V| \right)$$

$$= \sum_{Y \in \mathcal{A}(\{ y \} \cup X)} |\det Y|$$

confirming (3.7). This finishes the proof of Theorem 3.2 and 3.1.

Noting that, for $e = (1, \ldots, 1)$, $e \in A(X)$ and $X_e = X$, we immediately infer from Theorem 3.1.

**Corollary 3.1.** $f \in \Delta(X)$ if and only if $f$ has a unique representation $f = f_1 + f_2$ where $f_1 \in D(X)$ and $f_2$ has the form

$$f_2(\alpha) = \sum_{z \in \mathcal{A}(X) \setminus \{ e \}} z^\alpha p(z)$$

where $p(x|z)$ is some polynomial in $D(X)$.

Note that Proposition 2.1 is an immediate consequence of Corollary 3.1, since (2.5) implies, in view of Lemma 3.1, that $A(X) = \{ e \}$.

For our convenience later, let us introduce the set $\mathcal{E}(X) = \{ f_2 : f \in \Delta(X) \}$. Thus Corollary 3.1 says that $\Delta(X) = D(X) \oplus \mathcal{E}(X)$.

We are now in a position to solve the initial value problem:

$$\Delta_Y f = 0, \quad \text{for all } V \in \mathcal{A}(X),$$

$$f(\alpha) = d_\alpha, \quad \alpha \in b(x|X),$$

where $x$ is any point in $\mathbb{R}^n \setminus c(X)$.

**Theorem 3.3.** Let $x \in \mathbb{R}^n \setminus c(X)$. Then any finite sequence $\{ d_\alpha : \alpha \in b(x|X) \}$ has a unique extension $\{ f(\alpha) : \alpha \in Z^\prime \}$ in $\Delta(X)$.

**Proof.** From Theorem 2.1(iii) and Theorem 3.2 we know already that $|b(x|X)| = \sum_{Y \in \mathcal{A}(X)} |\det Y| = \dim \Delta(X)$. Therefore, it suffices to show that whenever $f \in \Delta(X)$ satisfies $f(\alpha) = 0, \alpha \in b(x|X)$, for some $x \in \mathbb{R}^n \setminus c(X)$, then $f = 0$.

We proceed to prove this fact by induction on $|X|$. When $|X| = s$, we know by Lemma 3.3 that any $f \in \Delta(X)$ must be constant on each of the $|b(x|X)|$ sublattices $Z_\mu, \mu \in P(X) \cap Z^\prime$. Since $b(x|X) \cap Z_\mu \neq \emptyset$, for $\mu \in P(X) \cap Z^\prime$ we conclude $f = 0$ if $f(\alpha) = 0, \alpha \in b(x|X)$.
So assume the assertion holds for all subsets of \( Z^i \) of cardinality less than \(|X|\). Observe that, for any \( y \in X \),
\[
b( x | X \setminus \{ y \} ) \cup ( b( x | X \setminus \{ y \} ) - y ) \subseteq b( x | X ).
\]
Hence \( f( \alpha ) = 0, \ \alpha \in b( x | X ) \), implies \( ( \nabla_y f ) ( \alpha ) = 0, \ \alpha \in b( x | X \setminus \{ y \} ) \). Clearly, when \( f \in \Delta( X ) \) we have \( \nabla_y f \in \Delta( X \setminus \{ y \} ) \). Thus by our induction assumption we conclude that \( \nabla_y f = 0, y \in X \). In particular, \( f \in \Delta( Y ) \), where \( Y \) is any element of \( \mathcal{B}( X ) \). Choose some such \( Y \) and again apply Lemma 3.3 to conclude that \( f \) is constant on each sublattice \( Z_\mu, \mu \in P( X ) \cap Z^i \). Since \( b( x | X ) \cap Z_\mu \neq \emptyset \), we conclude \( f = 0 \). This proves Theorem 3.3.

In the case that \( D( X ) = \Delta( X ) \), which is, according to Proposition 2.1, equivalent to the requirement that \( | \det Y | = 1 \), for all \( Y \in \mathcal{B}( X ) \), this result was obtained in [5] by different means.

In the general case, where (2.5) does not necessarily hold, we have

**Proposition 3.1.** For any \( x \notin c( X ) \) the set \( b( x | X ) \) contains a unisolvent subset for interpolation by elements of \( D( X ) \).

**Proof.** Suppose there exists some \( p \in D( X ) \) such that \( p( \alpha ) = 0, \ \alpha \in b( x | X ) \). Since \( p \in \Delta( X ) \) Theorem 3.3 gives \( p( \alpha ) = 0, \ \alpha \in Z^i \), and hence \( p = 0 \).

We could also achieve this conclusion by noting that, for any neighborhood \( \Omega \) of \( x \) such that \( \Omega \cap c( X ) = \emptyset \) and \( y \in \Omega \),
\[
( Tp )( y ) = \sum_{\alpha \in b( x | X )} p( \alpha ) B( y - \alpha | X ) = 0, \quad y \in \Omega.
\]
Therefore, Proposition 2.2 gives \( Tp = 0 \) and hence \( p = 0 \). This was the argument used in [5].

As an application of Proposition 3.1 we have

**Corollary 3.2.** Let \( X \subset Z^i \setminus \{ 0 \} \) be finite such that \( \langle X \rangle = \mathbb{R}^i \). Then for any \( y \in \mathbb{R}^i \setminus c( X ) \) there is a sequence \( \{ d_\alpha; \ \alpha \in b( y | X ) \} \) such that the mapping \( ( Sf ) ( x ) = \sum_{\alpha \in Z^i} f( \alpha ) \phi( x - \alpha ) \), where \( \phi( x ) = \sum_{\beta \in b( y | X )} d_\beta B( x + \beta | X ) \), reproduces \( D( X ) \).

**Proof.** Since by Proposition 2.2 the mapping \( Tf = \sum_{\alpha \in Z^i} f( \alpha ) B( \cdot - \alpha | X ) \) is one-to-one and onto \( D( X ) \), we can introduce \( G = T^{-1} |_{D( X )} \). Let \( E_\beta f( \cdot ) = f( \cdot + \beta ) \) be the forward shift by \( \beta \in Z^i \). Clearly, \( T \) commutes with \( E_\beta \) and therefore so too does \( G \). Here we are using the fact that \( D( X ) \) is an invariant subspace of \( E_\beta \). By Proposition 3.1 the common null space in \( D( X ) \) of the linear functionals \( f( \alpha ), \ \alpha \in b( y | X ) \), is contained in the null space of \( ( Gf )( 0 ) \), \( f \in D( X ) \). Hence there are constants \( \{ d_\beta; \ \beta \in b( y | X ) \} \) such that
\[
( Gf )( 0 ) = \sum_{\beta \in b( y | X )} d_\beta f( \beta ), \quad f \in D( X ).
\]
Consequently, for any \( \alpha \in Z^i, f \in D( X ) \), we have
\[
( Gf )( \alpha ) = ( E_\alpha Gf )( 0 ) = ( GE_\alpha f )( 0 ) = \sum_{\beta \in b( y | X )} d_\beta f( \alpha + \beta ),
\]
This gives for \( f \in D(X) \)
\[
f(x) = \sum_{\alpha \in Z^s} (Gf)(\alpha) B(x - \alpha | X)
= \sum_{\alpha \in Z^s} \left( \sum_{\beta \in h(\nu | X)} d_\mu f(\alpha + \beta) \right) B(x - \alpha | X) = \sum_{\alpha \in Z^s} f(\alpha) \phi(x - \alpha),
\]
as claimed.

4. Linear dependence relations for the translates of a box spline. Let us finally discuss the linear dependence relations for the translates \( B(\cdot - \alpha | X), \alpha \in Z^s \). It was shown in [3, 5] that (2.5) is equivalent to the global as well as to the local linear independence of the \( B(\cdot - \alpha | X), \alpha \in Z^s \).

In general, we can expect linear relations among the translates \( B(\cdot - \alpha | X) \). Specifically, we have

**Theorem 4.1.** If \( f \in E(X) \) then
\[
(Tf)(x) = \sum_{\alpha \in Z^s} f(\alpha) B(x - \alpha | X) = 0, \quad x \in \mathbb{R}^s.
\]

**Proof.** It is sufficient to prove the assertion for \( f(\alpha) = z^\alpha p(\alpha | z) \), where \( z \in A(X) \\setminus \{e\} \) and \( p(\cdot | z) \in D(X_z) \). Recall from Lemma 3.1 that \( z \in A(X) \\setminus \{e\} \) has the form
\[
z_k = \exp\{2\pi i \gamma_k\}, \quad z = (z_1, \ldots, z_s),
\]
where for some \( Y \in \mathcal{B}(X_z), \mu \in P(Y^T) \cap Z^s, \gamma \) is given by \( \gamma = \beta / |\det Y| \) and
\[
Y^T \beta = |\det Y| \mu.
\]

By Poisson’s summation formula we therefore get
\[
\sum_{\alpha \in Z^s} z^\alpha p(\alpha | z) B(x - \alpha | z) = \sum_{\alpha \in Z^s} \exp\{2\pi i x \cdot (\gamma - \alpha)\} (p(x - iD|z) \hat{B}(\cdot | X))(2\pi(\gamma - \alpha)).
\]
Thus the assertion follows once we have shown

**Lemma 4.1.** Let \( p \in D(X_z) \) and \( \gamma \) be defined by (4.1). Then
\[
p(D) \hat{B}(2\pi(\gamma - \alpha) | X) = 0, \quad \alpha \in Z^s.
\]

**Proof.** Setting \( \rho(t) = (1 - e^{-it}) / it \), it is easy to verify from (1.1) that \( \hat{B}(x | X) = \prod_{x \in X} \rho(x \cdot y) \). Using this formula we showed in [3] that
\[
(p(D) \hat{B}(\cdot | X))(x) = \sum_{\beta \in Z^s} \frac{(D_{x^\beta} p)(0)}{\beta!} \omega_\beta(x)
\]
where, for \( \beta = (\beta_1, \ldots, \beta_n) \),
\[
X^\beta = \left\{ x^1, \ldots, x^1, \ldots, x^n, \ldots, x^n \right\}_{\beta_1 \beta_n}
\]
and
\[
\omega_\beta(x) = \prod_{i=1}^n \rho^{(\beta_i)}(x \cdot x^i).
\]
Now suppose \( x = 2\pi(\gamma - \alpha), \alpha \in \mathbb{Z}^s \). For any \( \beta \) such that
\[
(4.3) \quad V_\beta = \{ x^i : \beta_i \neq 0, x^i \in X_i \} \notin \mathcal{Q}(X_s)
\]
we have \( (\gamma - \alpha) \cdot y \neq 0 \) for some \( y \in X_s \setminus V_\beta \). Otherwise, because \( \langle X_s \setminus V_\beta \rangle = \mathbb{R}^s \) we would have \( \alpha = \gamma \), contradicting \( \gamma \notin \mathbb{Z}^s \). However, \( \gamma \cdot y \) is an integer for all \( y \in X_s \) and so \( \omega_\beta(2\pi(\gamma - \alpha)) = 0 \), \( \alpha \in \mathbb{Z}^s \), for any \( \beta \) satisfying (4.3). On the other hand, if \( V_\beta \in \mathcal{Q}(X_s) \) then \( (D_\nu \rho)(0) = 0 \) because \( \rho \in D(X_s) \) and \( V_\beta \subset X_\beta \). This proves Lemma 4.1 and Theorem 4.1.

The converse of Theorem 4.1 is generally not true. In fact, consider the following Example 4.1. Let \( e_1 = (1,0), e_2 = (0,1) \) and \( X = \{ e_1, e_1, 2e_2, 2e_2 \} \), so that \( \mathcal{Q}_2(X) = \{ \{ e_1, e_1 \}, \{ 2e_2, 2e_2 \} \} \), \( \dim \Delta(X) = 4 \) and \( \dim D(X) = 2 \) (see the proof of Theorem 3.1 for the definition of \( \mathcal{Q}_j(X) \)). In this case the box spline \( B(\cdot | X) \) is the tensor product of the univariate box splines corresponding to the sets \( X_1 = \{ 1,1 \}, X_2 = \{ 2,2 \} \), i.e.
\[
(4.4) \quad B(x, y | X) = B(x | X_1) B(y | X_2).
\]
Since \( B(x | X_1) \) is the univariate piecewise linear \( B \)-spline it has linearly independent integer translates. On the other hand, the box spline \( B(y | X_2) \) has dependent translates. In fact, \( A(X_2) = \{ 1, -1 \} \) and the set \( E(X_2) \) is spanned by the sequences \( (-1)^j, j(-1)^j, j \in \mathbb{Z} \), since \( D((X_2)_1) = D((X_2)_2) = D(X_2) = \{ f : f'' = 0 \} \). Consequently, by Theorem 4.1, we have for instance that
\[
\sum_{j \in \mathbb{Z}} (-1)^j B(y - j | X_2) = 0, \quad y \in \mathbb{R}.
\]
Therefore, for any sequence \( h(j) \) on \( \mathbb{Z} \) we observe that
\[
\sum_{(k, j) \in \mathbb{Z}^2} h(k)(-1)^j B(x - k, y - j | X) = 0, \quad (x, y) \in \mathbb{R}^2.
\]
But the space of sequences \( h(k)(-1)^j \) is clearly infinite dimensional.

This example indicates that, in order to obtain a converse of Theorem 4.1, one should require that the translates of all the box splines \( B(\cdot | X \setminus V) \), \( V \in \mathcal{Q}_j(X) \), are linearly independent on \( \langle X \setminus V \rangle \).

In fact, let us point out that when this condition fails for some \( V \in \mathcal{Q}_j(X) \) then there are infinitely many independent linear relations among the translates of \( B(\cdot | X) \). To see this, we suppose that for some \( V \in \mathcal{Q}_j(X) \)
\[
\sum_{\alpha \in \mathbb{Z}^s} a_\alpha B(x - \alpha | X \setminus V) = 0.
\]
Since the supports of the distributions \( B(\cdot - \alpha | X \setminus V) \) are contained in the \( (s - 1) \)-dimensional hyperplanes \( \alpha + \langle X \setminus V \rangle, \alpha \in \mathbb{Z}^s \), we conclude that
\[
\sum_{\mu \in \mathbb{Z}^s \cap \langle X \setminus V \rangle} a_\mu B(x - \alpha - \mu | X \setminus V) = 0 \quad \text{for all } \alpha \in \mathbb{Z}^s.
\]
We can now combine these equations (as in Example 4.1) and obtain an infinite number of linearly independent relations for the translates
\[
B(\cdot - \alpha | X \setminus V), \quad \alpha \in \mathbb{Z}^s.
\]
Using the convolution identity
\[
B(\cdot | X \setminus V) * B(\cdot | V) = B(\cdot | X),
\]
we obtain identical relations for the translates of \( B(\cdot | X) \).
Theorem 4.2. Suppose that for every \( V \in \mathscr{V}(X) \) the distributions
\[
B(\cdot - \alpha | X \setminus V), \quad \alpha \in \mathbb{Z}^s,
\]
are linearly independent. Then
\[
(Tf)(x) = \sum_{\alpha \in \mathbb{Z}^s} f(\alpha) B(x - \alpha | X) = 0, \quad x \in \mathbb{R}^s,
\]
if and only if \( f \in E(X) \).

Proof. In view of Theorem 4.1 it suffices to show that (4.5), (4.6) imply \( f \in E(X) \). Differentiating \( Tf \) and summing by parts yields, for \( V \in \mathscr{V}(X) \) and any test function \( \varphi \in C_0(\mathbb{R}^s) \),
\[
\sum_{\alpha \in \mathbb{Z}^s} \left( \Delta_v f \right)(\alpha) \int_{\mathbb{R}^s} \varphi(x) B(x - \alpha | X \setminus V) \, dx = 0.
\]
Hence, by hypothesis, \( \Delta_v f = 0 \) for every \( V \in \mathscr{V}(X) \) confirming that \( f \in \Delta(X) \).

Because of Proposition 2.2, Corollary 3.1 and Theorem 4.1, (4.6) assures that \( f \in E(X) \) which completes the proof.

In order to determine the circumstances under which (4.5) is satisfied we recall the following result from [5]: When \( X \subset \mathbb{Z}^s \) the translates \( B(\cdot - \alpha | X) \), \( \alpha \in \mathbb{Z}^s \), are locally linearly independent if and only if \( |\det Y| = 1 \), for all \( Y \in \mathscr{B}(X) \). We reinterpret this result by defining, for a given set \( V \), the lattice \( \mathcal{L}(V) = \{ \beta \beta \in \mathbb{Z}^{|V|} \} \). Then the above condition is equivalent to saying \( \mathcal{L}(Y) = \mathbb{Z}^s \), for all \( Y \in \mathscr{B}(X) \). In these terms, we see that (4.5) is equivalent to requiring that, for all \( Y \subset X, |Y| = s - 1, \dim \langle Y \rangle = s - 1, \)
\[
(4.7) \quad \mathcal{L}(W) = \mathbb{Z}^s \cap \langle Y \rangle
\]
holds for all \( W \subset X \cap \langle Y \rangle \) such that \( |W| = s - 1, \dim \langle W \rangle = s - 1 \). A simple sufficient condition for (4.7) to be true is that every \( (s - 1) \times (s - 1) \) submatrix \( V \) of \( X \) with \( \dim \langle V \rangle = s - 1 \) satisfies \( |\det V| = 1 \). However, this condition is not necessary as is seen by the example \( X = \{(0,1), (3,1)\}, s = 2, W = Y = \{(3,1)\} \) which certainly satisfies (4.7).

Nevertheless, this sufficient condition is easily verified in the following

Example 4.2. Let \( e_1, e_2 \in \mathbb{R}^2 \) be as above and \( M = (m_1, m_2, m_3, m_4) \in \mathbb{Z}^4 \). Suppose \( X_M \) is comprised of the vectors \( e_1, e_2, e_1 + e_2, e_2 - e_1 \) repeated \( m_i \) times, \( i = 1, \ldots, 4 \), respectively. Thus \( c(X_M) \) consists of all multi-integer translates of the four lines \( x = 0, y = 0, x = y, x = -y \) which induce a regular triangulation of the plane. The box spline \( B(x \mid X_M) \) for the special case \( M = (1,1,1,1) \) has been studied before by several authors interested in constructing finite element spaces (see [2, 4]).

Theorem 2.1(i) gives \( \dim D(X_M) = \sum_{0 \leq i < j \leq 4} m_i m_j \) which was also derived in [6] by different means. It is not hard to verify that
\[
\text{vol}_s(B(\cdot \mid X_M)) = \sum_{0 \leq i < j \leq 4} m_i m_j + m_3 m_4
\]
which by Theorem 3.2 equals \( \dim \Delta(X_M) \). Hence \( \dim E(X_M) = m_3 m_4 \) so that by Theorem 4.1 the translates \( B(\cdot - i, \cdot - j | X_M) \), \( (i, j) \in \mathbb{Z}^2 \), are linearly independent if \( m_3 m_4 \neq 0 \). Moreover, noting that \( A(X_M) = \{(1,1), (-1, -1)\} \), we have
\[
(X_M)(-1,-1) = \left\{ e_1 + e_2, \ldots, e_1 + e_2, e_2 - e_1, \ldots, e_2 - e_1 \right\}.
\]
so that

\[ D((X_M)_{r=l}) = \text{span}\{(x + y)^r(y - x)^l : 0 \leq r < m_3, 0 \leq l < m_4\}. \]

Hence, by Corollary 3.1, \( E(X_M) \) is spanned by the sequences

\[ f_{r,l}(i, j) = (-1)^{i+j}(i + j)^r(j - i)^l, \quad 0 \leq r < m_3, 0 \leq l < m_4. \]

Since \( X_M \) clearly satisfies (4.7), Theorem 4.2 says that

\[ (4.8) \sum_{(i, j) \in \mathbb{Z}^2} f(i, j)B(x - i, y - j|X_M) = 0, \quad (x, y) \in \mathbb{R}^2, \]

holds iff \( f \) has the form

\[ (4.9) f(i, j) = \sum_{r=0}^{m_3-1} \sum_{l=0}^{m_4-1} (-1)^{i+j}a_{r,l}(i + j)^r(j - i)^l \]

for arbitrary real coefficients \( a_{r,l}, 0 \leq r < m_3, 0 \leq l < m_4. \)

Our motivation to characterize all linear dependence relations among translates of box splines may be also explained in terms of the above example: Given any domain \( \Omega \subset \mathbb{R}^2 \), the results in [5] imply that

\[ a = \{ B(x - a|X_M) : a \in \mathbb{Z}^2, (\text{supp} B(\cdot - a|X_M) \cap \Omega) \neq \emptyset \} \]

is linearly dependent over \( \Omega \) if and only if \( m_3m_4 \neq 0 \). Thus we wish to discard a suitable subset from \( \Phi_\Omega \) so that the remaining translates form a basis for \( \text{span}\{\Phi_\Omega\} \) over \( \Omega \). In order to accomplish this we have to characterize all sequence \( f(i, j) \) for which (4.8) holds on some domain \( \Omega \). A consequence of the general result below is that the linear relations (4.8) are also the only ones which hold on \( \Omega \).

We will now address this question in generality. When (4.7) holds we shall prove that all possible local linear dependence relations for the translates \( B(\cdot - a|X) \), \( a \in \mathbb{Z}^2 \), with respect to any domain \( \Omega \subset \mathbb{R}^2 \) are obtained just as in Theorem 4.2. Thus the following local version of Theorem 4.2 may be viewed as an extension of the result in [5] that global linear independence of the translates of a box spline is equivalent to their local linear independence.

**Theorem 4.3.** Suppose \( X \) satisfies (4.7) and let \( \Omega \) be any domain in \( \mathbb{R}^2 \) such that for

\[ (4.10) \sum_{a \in \mathbb{Z}^2} d_{a}B(x - a|X) = 0, \quad x \in \Omega. \]

Then there exists a unique sequence \( f \in E(X) \) such that, for

\[ b_\Omega = \{ \alpha : (\text{supp} B(\cdot - \alpha|X)) \cap \Omega \neq \emptyset \}, \]

\[ f(\alpha) = d_{\alpha}, \quad \alpha \in b_\Omega, \]

and

\[ (T_f)(x) = \sum_{\alpha \in \mathbb{Z}^2} f(\alpha)B(x - \alpha|X) = 0, \quad x \in \mathbb{R}^2. \]

**Proof.** Our first step is to prove the assertion for the case that \( \Omega \) is some fundamental region by which we mean any (open) domain \( \Omega \) which is bounded by but not intersected by the cut regions in \( c(X) \).
**Lemma 4.2.** The assertion of Theorem 4.3 holds when $\Omega$ is any fundamental region.

**Proof.** If $\Omega$ is some fundamental region we have $b_\Omega = b(y|X)$ for any $y \in \Omega$. By Theorem 3.3 there exists a unique $f \in \Delta(X)$ such that $f(\alpha) = d_\alpha$, $\alpha \in b(y|X)$. By Corollary 3.1 we have $f = f_1 + f_2, f_1 \in D(X), f_2 \in E(X)$. Since Theorem 4.1 implies $(Tf_2)(x) = 0, x \in \mathbb{R}^s$, our hypothesis yields $(Tf_1)(x) = 0, x \in \Omega$. Therefore, by Proposition 2.2, we conclude that $f_1 = 0$. This completes the proof of Lemma 4.2.

The rest of the proof of Theorem 4.3 relies on the following observation:

**Lemma 4.3.** Let $\Omega, \Omega'$ be any two adjacent fundamental regions, i.e. $\text{vol}_{s-1}(\Omega \cap \Omega') > 0$. Suppose $f \in E(X)$ satisfies $f(\alpha) = 0$, $\alpha \in b(y|X) \cap b(y'|X)$, where $y \in \Omega$, $y' \in \Omega'$. Then $f(\alpha) = 0, \alpha \in \mathbb{Z}^s$.

**Proof.** Let us begin with a general observation about the sets $b(y|X)$ and $b(y'|X)$.

If the common part of the boundaries of $\Omega$ and $\Omega'$ lies on the $(s-1)$-hyperplane $\alpha_0 + \langle Y \rangle \subset c(X)$, where $Y \subset X$, $\dim \langle Y \rangle = s - 1$ and $|Y| = s - 1$, then

$$|b(y|X) \cap b(y'|X)| = |b(y'|X) \cap b(y|X)| = |b(x|X \cap \langle Y \rangle)|$$

holds for any $x$ in $(\Omega \cap \Omega') \setminus c(X \cap \langle Y \rangle)$, because $(\text{supp} B(\cdot - \alpha|X)) \cap (\alpha_0 + \langle Y \rangle)$ equals the support of some translate of $B(\cdot|X \cap \langle Y \rangle)$ for $\alpha \in b(y|X) \cap b(y'|X)$. Furthermore, if (4.7) holds, we know from Theorem 3.1 in [5] that

$$|B_{s-1}(X \cap \langle Y \rangle)| = |b(x|X \cap \langle Y \rangle)|,$$

where $x$ is as above and

$$B_{s-1}(X) = \{ Y \subset X : |Y| = s - 1, \dim \langle Y \rangle = s - 1 \}.$$

Since $|B_{s-1}(X \cap \langle Y \rangle)| \leq |B(X)|$ and, by Theorem 2.1(i), $|B(X)| = \dim D(X)$, we infer from Corollary 3.1 that

$$|b(y|X) \cap b(y'|X)| \geq \dim E(X),$$

so that the claim in Lemma 4.3 is plausible.

We will now prove Lemma 4.3 by induction on $|X|$. For $|X| = s$, (4.5) implies, in view of (4.11) and (4.12), that

$$|b(y|X) \cap b(y'|X)| = 1.$$

As before we set $P(X) = \{ X_t : t \in [0,1]^s \}$ and $\{ \mu^1, \ldots, \mu^l \} = Z^s \cap P(X)$ for $X = \{ x^1, \ldots, x^s \}$. Thus we know that $l = |b(y|X)| = |\det X|$. Recall that for each sublattice $Z_\mu = \{ \alpha = \mu^i + XB : \beta \in Z^s \}$, $|b(y|X) \cap Z_\mu| = 1, i = 1, \ldots, l$, i.e. $b(y|X)$ contains exactly one element of each sublattice $Z_\mu$. Thus setting $b(y|X) = \{ \alpha^1, \ldots, \alpha^l \}$, $b(y'|X) = \{ \beta^1, \ldots, \beta^l \}$ where $\alpha^j, \beta^j \in Z_\mu$, we infer from (4.14) that, for some $m$

$$\alpha^j = \beta^j, \quad j = 1, \ldots, l, j \neq m.$$

Suppose now $f \in E(X)$. Then by Theorem 4.1 we have

$$(Tf)(x) = \sum_{\alpha \in Z^s} f(\alpha) B(x - \alpha|X) = 0, \quad x \in \mathbb{R}^s.$$
Since for $|X| = s$, $B(x|X) = X_{p(X)}(x)/|\det X|$, evaluating (4.16) for $x \in \Omega$, $x \in \Omega'$, respectively, yields

\begin{equation}
\sum_{j=1}^{l} f(\alpha^j) = 0 = \sum_{j=1}^{l} f(\beta^j).
\end{equation}

Hence assuming that $f(\alpha) = 0$, $\alpha \in b(y|X) \cap b(y'|X) = \{\alpha^j; j = 1, \ldots, l, j \neq m\}$, (4.15) and (4.17) provide

\begin{equation}
f(\alpha^m) = f(\beta^m) = 0.
\end{equation}

Thus $f(\alpha) = 0$, $\alpha \in b(y|X)$, which in turn yields on account of Theorem 3.3 that $f = 0$ which proves the assertion for $|X| = s$.

In order to advance the induction, suppose $|X| = n > s$ and assume the assertion holds for all $|X| < n$, $X$ satisfying (4.7). Using again that for any $v \in X$

\[ b(y|X \setminus \{ v \}) \cup (b(y|X \setminus \{ v \}) - v) \subseteq b(y|X) \]

(see the proof of Theorem 3.3) we conclude that $f(\alpha) = 0$, $\alpha \in b(y|X) \cap b(y'|X)$ implies

\begin{equation}
\nabla_v f(\alpha) = 0, \quad \alpha \in b(y|X \setminus \{ v \}) \cap b(y'|X \setminus \{ v \}).
\end{equation}

Note that $f \in E(X)$ gives

\begin{equation}
\nabla_v f \in E(X \setminus \{ v \}).
\end{equation}

In fact, $f \in E(X)$ yields, by Theorem 4.1, $Tf = 0$. Therefore,

\[ 0 = \sum_{\alpha \in Z^s} f(\alpha) D_{\alpha}B(x - \alpha|X) = \sum_{\alpha \in Z^s} (\Delta, f)(\alpha) B(x - \alpha|X \setminus \{ v \}). \]

Since $X \setminus \{ v \}$ satisfies (4.7), Theorem 4.2 confirms (4.20). Our induction hypothesis combined with (4.19) therefore yields $\nabla_v f = 0$, $v \in Y$, where $Y$ is some element in $\mathcal{B}(X)$. On account of Lemma 3.3 we have

\begin{equation}
f(\alpha) = c_i, \quad \alpha \in Z_{\mu^i}, \quad i = 1, \ldots, l,
\end{equation}

where we set again $\{\mu^1, \ldots, \mu^l\} = P(Y) \cap Z^s$, $l = |\det Y|$ and $Z_{\mu^i} = \{\mu^i + X\beta; \beta \in Z^s\}$. Clearly, when $|\det Y| = 1$, $f$ is constant on $Z^s$ and the assertion follows immediately. Since $b(y|Y) \cap b(y'|Y) \subseteq b(y|X) \cap b(y'|X)$ the same reasoning as in the case $|X| = s$ allows us to conclude that in the general case $|\det Y| = l > 1$

\begin{equation}
c_i = 0, \quad i = 1, \ldots, l, i \neq m,
\end{equation}

where $m$ is some fixed element in $\{1, \ldots, l\}$ and the $c_i$'s are given by (4.21). Since $f \in E(X)$, Theorem 4.1 assures that $Tf = 0$ which in view of (4.21) and (4.22) reads

\[ c_m \sum_{\alpha \in Z_{\mu^m}} B(x - \alpha|X) = 0, \quad x \in R^s. \]

This clearly proves $c_m = 0$ which by (4.21) and (4.22) finally gives $f = 0$. This proves Lemma 4.3.

In order to proceed now with the proof of Theorem 4.3 we may assume without loss of generality that $\Omega = \bigcup \{\Omega_i; i = 1, 2, \ldots\}$ where the $\Omega_i$'s are fundamental regions. Then

\begin{equation}
b_{\Omega} = \bigcup \{b(y'|X); i = 1, 2, \ldots\}
\end{equation}
where \( y' \) is some fixed point in \( \Omega_i \). According to Lemma 4.2 we may now associate with each \( \Omega_i \) a unique sequence \( f_i \in E(X) \) satisfying \( f_i(\alpha) = d_\alpha \), \( \alpha \in b(y'|X) \). Hence, when \( \Omega_i, \Omega_j \) are any two adjacent fundamental regions, we have \( f_i - f_j \in E(X) \) and

\[
f_i(\alpha) - f_j(\alpha) = 0, \quad \alpha \in b(y'|X) \setminus b(y'|X).
\]

Thus Lemma 4.3 yields

\[
(4.24) \quad f_i = f_j, \quad f_i(\alpha) = d_\alpha, \quad \alpha \in b(y'|X) \cup b(y'|X).
\]

Since \( \Omega \) is connected, we may find now for any fundamental region \( \Omega_m \) in the above collection a subsequence \( \{\Omega_{i_j}\}_{j=1}^N \) such that \( i_1 = 1, i_N = m \) and any two \( \Omega_{i_j}, \Omega_{i_{j+1}} \) are adjacent. Hence (4.24) readily provides that \( f_1 = f_j, j = 2, 3, \ldots \) and in view of (4.23) that \( f_i(\alpha) = d_\alpha, \alpha \in b_\Omega \), which establishes the theorem.

Note that Lemma 4.3 tells us where to look for a subset \( U_y \subseteq b(y|X) \) with the property that

\[
(4.25) \quad |U_y| = \dim E(X)
\]

and for any basis \( \{f_j; j = 1, \ldots, \dim E(X)\} \) of \( E(X) \)

\[
(4.26) \quad f_j|U_y, \quad j = 1, \ldots, \dim E(X),
\]

are linearly independent. In fact, whenever \( y, y' \) belong to any two adjacent fundamental regions, \( U_y \) can be chosen as a subset of \( b(y|X) \cap b(y'|X) \).

Thus an immediate consequence of Theorem 4.3 is

**Corollary 4.1.** Suppose \( X \) satisfies (4.5) and let \( \Omega \) be any domain in \( \mathbb{R}^s \). Suppose that for some \( y \in \Omega \setminus c(X) \), \( U_y \subseteq b(y|X) \) satisfies (4.25) and (4.26). Then \( \{B(\cdot - \alpha|X); \alpha \in b_\Omega \setminus U_y\} \) forms a basis for

\[
\mathcal{S}(X|\Omega) = \text{span}\{B(\cdot - \alpha|X)|_\Omega; \alpha \in b_\Omega\}.
\]

**Proof.** In view of the relations

\[
\sum_{\alpha \in b_\Omega \setminus U_y} f(\alpha)B(x - \alpha|X) = -\sum_{\alpha \in U_y} f(\alpha)B(x - \alpha|X), \quad x \in \Omega,
\]

and our choice of \( U_y \) it immediately follows that

\[
B(\cdot - \alpha|X) \in \text{span}\{B(\cdot - \beta|X); \beta \in b_\Omega \setminus U_y\}, \quad \alpha \in U_y.
\]

Therefore it remains to show that the box splines \( B(\cdot - \alpha|X), \alpha \in b_\Omega \setminus U_y \), are linearly independent over \( \Omega \). To this end, assume that

\[
\sum_{\alpha \in b_\Omega \setminus U_y} d_\alpha B(x - \alpha|X) = 0, \quad x \in \Omega,
\]

for some sequence \( \{d_\alpha\} \). Then the sequence

\[
\tilde{d}_\alpha = \begin{cases} d_\alpha, & \alpha \in b_\Omega \setminus U_y, \\ 0, & \alpha \in U_y, \end{cases}
\]

has by Theorem 4.3 a unique extension. Again, by the choice of \( U_y \), this extension must be identically zero, confirming the linear independence of \( B(\cdot - \alpha|X), \alpha \in b_\Omega \setminus U_y \).
Consequently, we have shown that
\[ \dim \mathcal{S}(X|\Omega) = |b_{\Omega}| - \dim E(X) = |b_{\Omega}| - \sum_{Y \in \mathcal{B}(X)} (|\det Y| - 1). \]

Returning to Example 4.2, Theorem 4.3 confirms that, whenever
\[ \sum_{i, j \in \mathbb{Z}} f(i, j) B(x - i, y - j|X_M) = 0, \quad (x, y) \in \Omega, \]
holds for some domain \( \Omega \subset \mathbb{R}^2 \), \( f \) must have the form (4.9). For the special case \( M = (1, 1, 1, 1) \) and \( \Omega \) a rectangle this was shown by completely different means in [2]. In this case (4.9) readily says that a basis for \( \mathcal{S}(X_M|\Omega) \) is obtained by discarding anyone of the translates \( B(\cdot - i, \cdot - j|X_M), (i, j) \in b_{\Omega} \). As for general \( M \in \mathbb{Z}_+^4 \), we note that any subset of \( b_{\Omega} \) of the form
\[ L = \{(i, j): k \leq i + j < k + m_3, m \leq j - i < m + m_4 \} \]
is unisolvent for interpolation from \( D((X_M)_{(1,1)}) = \text{span}\{(x + y)'(y - x)': 0 \leq r < m_3, 0 \leq l < m_4 \} \). Hence for any such \( L \) in \( b_{\Omega} \), in view of (4.9) one can solve for the translates \( B(\cdot - i, \cdot - j|X_M), (i, j) \in L \), in terms of the remaining translates \( B(\cdot - i, \cdot - j|X_M), (i, j) \in b_{\Omega} \setminus L \), providing a basis for \( \mathcal{S}(X|\Omega) \).
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