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ABSTRACT. We show that the periodic orbits of an area-contracting horseshoe map can be partitioned into subsets of orbits of minimum period $k, 2k, 4k, 8k, \ldots$, for some positive integer $k$. This partition is natural in the following sense: for any parametrized area-contracting map which forms a horseshoe, the orbits in one subset of the partition are contained in a single component of orbits in the full parameter space. Furthermore, prior to the formation of the horseshoe, this component contains attracting orbits of minimum period $2^mk$, for each nonnegative integer $m$.

For parametrized maps of $R^n$ which form horseshoes, there is a rich structure of attracting periodic points for parameter values which precede the existence of the horseshoe. However, once the horseshoe is fully formed, all periodic points are unstable. Let $f_\lambda : R^n \to R^n \ (0 \leq \lambda \leq 1)$ be a $C^1$ map which contracts cross-sectional areas. (Precise formulations of hypotheses follow this introduction.) We assume that $f_0$ has either no periodic orbits or only attracting ones, and that $f_1$ has only unstable periodic orbits (as, for example, in the horseshoe map). A periodic point $p$ of an area-contracting map can have at most one unstable direction. Thus if $p$ is unstable, then $Df^k(p)$ (where $k$ is the period of $p$) has exactly one real eigenvalue $\mu$ such that $|\mu| > 1$. These periodic orbits fall into two classes: if $\mu$ is in $(1, \infty)$, we call $p$ a saddle orbit; if $\mu$ is in $(-\infty, -1)$, we call it a Möbius orbit.

Franks [F] showed that the existence of an orbit of period $k$ at $\lambda = 1$ (i.e., a periodic orbit of $f_1$) implies the existence of a sequence $\{q_i\}_{i \geq 0}$ of Möbius orbits at $\lambda = 1$, where the period of $q_i$ is $2^i k$, for each $i \geq 0$. Here we show that the set of all the periodic orbits of $f_0$ and $f_1$ can be partitioned into disjoint subsets. Each of these subsets contains an attractor of period $k$ (for some $k \geq 1$) at $\lambda = 0$ or a saddle of period $k$ at $\lambda = 1$, and a sequence $\{q_i\}_{i \geq 0}$ of Möbius orbits at $\lambda = 1$, where the period of $q_i$ is $2^i k$, for each $i \geq 0$. Hence the existence of an orbit at $\lambda = 0$ or $\lambda = 1$ implies the existence of all other orbits in the subset to which it belongs. Furthermore, this partition is a natural one in the sense that an entire subset lies in one connected component of periodic orbits in $(x, \lambda)$-space (Theorem 2).

We also examine how the unstable periodic orbits at $\lambda = 1$ are related to the attractors which occur in the parameter range $0 \leq \lambda < 1$. In [YA] it was shown that if $f$ has either an attractor of period $k$ at $\lambda = 0$ or a saddle of period $k$ at $\lambda = 1$, then it must have a period-doubling cascade of attractors (i.e., $f$ has a sequence $\{a_i\}_{i \geq 0}$ of attractors such that the period of $a_i$ is $2^i k$, for each $i \geq 0$).
Here we show that every periodic orbit at $\lambda = 1$ lies on a (connected) component of orbits (in $(x, \lambda)$-space) which contains a periodic-doubling cascade of attractors (Theorem 1).

I would like to mention that although no formal index theory is used to obtain these results, the techniques used here were motivated by those in [MY] and [YA], which depend on the orbit (or $\varphi$-) index.

First, we specify hypotheses for $f$. Let

$$C = \{(x_1, \ldots, x_n) \in \mathbb{R}^n : x_1^2 + \cdots + x_{n-1}^2 \leq 1 \text{ and } 0 \leq x_n \leq 1\}.$$ 

We consider a $C^1$ map $f : C \times [0,1] \to \mathbb{R}^n$ (writing $f_\lambda$ for $f(\cdot, \lambda)$) and let

$$P = \{(p, \lambda) \in C : f^k(p, \lambda) = p, \text{ for some } k \geq 1\}$$

be the set of periodic points of $f$. For a point $(p, \lambda) \in P$, let

$$\Lambda(p, \lambda) = \{\mu : \mu \text{ is an eigenvalue of } D^f_p f(p, \lambda),$$

where $k$ is the minimum period of $(p, \lambda)$.\]

We call the elements of $\Lambda(p, \lambda)$ the "eigenvalues of $(p, \lambda)$".

As in [YA] we assume that $f$ satisfies the following hypotheses:

(H1) All periodic orbits in $f_0(C) \cap C$ are attractors. In particular, $f_0(C) \cap C$ may be empty.

(H2) There are no periodic orbits of $f$ on $\partial C$ (the boundary of $C$).

(H3) If $(p, 1) \in P$, then there is exactly one eigenvalue $\mu \in \Lambda(p, 1)$ such that $|\mu| > 1$. The remaining eigenvalues of $(p, 1)$ satisfy $|\mu| < 1$.

In addition, we assume an area contracting hypothesis:

(AC) There is a $\theta < 1$ such that whenever $(p, \lambda) \in P$ and $\Lambda(p, \lambda) = \{\mu_1, \ldots, \mu_n\}$, then $|\mu_i \mu_j| < \theta$, for $i \neq j, 1 \leq i, j \leq n$.

Notice that (AC) is satisfied for maps $F$ on $\mathbb{R}^n$ if $DF$ contracts areas on every two-dimensional subspace.

We mention two examples of maps which satisfy (H1)–(H3) and (AC):

1. maps which form horseshoes, i.e., where $f_0(C)$ is disjoint from $C$ and $f_1$ is a full horseshoe map (in the sense of Smale [S]);
2. area contracting homotopies $f_\lambda : D^n \to D^n$ such that $f_0$ has a single attractor and $f_1$ has only unstable, hyperbolic periodic orbits.

Let $\mathcal{O}(f)$ be the "orbit space" of $f$; that is, we identify points $(p, \lambda)$ and $(q, \lambda)$ in $P$ if $f^m(p, \lambda) = q$, for some $m \geq 1$, and let $\mathcal{O}(f)$ be the set of equivalence classes of periodic points under this identification. For ease of notation, we write $(p, \lambda) \in \mathcal{O}(f)$ for any representative $(p, \lambda)$ of an orbit.

Under assumption (AC), each orbit $(p, \lambda)$ in $\mathcal{O}(f)$ is in one of the following five disjoint subsets, classified according to the location of the eigenvalues in $\Lambda(p, \lambda)$:

1. the set $A$ of attracting orbits (\$|\mu| < 1 \text{ for all } \mu \in \Lambda(p, \lambda)$);
2. the set $M$ of M"obius orbits (\$\mu \in (-\infty, -1) \text{ for some } \mu \in \Lambda(p, \lambda)$);
3. the set $S$ of saddle orbits (\$\mu \in (1, \infty) \text{ for some } \mu \in \Lambda(p, \lambda)$);
4. $B_+ = \{(p, \lambda) \in \mathcal{O}(f) : 1 \in \Lambda(p, \lambda)\}$; and
5. $B_- = \{(p, \lambda) \in \mathcal{O}(f) : -1 \in \Lambda(p, \lambda)\}$.

Notice that in each of the cases (2)–(5), at most one eigenvalue in $\Lambda(p, \lambda)$ can lie on or outside the unit circle in the complex plane. We sometimes specify the map for clarity by writing $A(f)$ or $B_+(f)$, etc.
We analyze the structure of path components of orbits for a particular generic class $K$ of maps in $C^3(C \times I, R^n)$. Restricting $K$ to maps which satisfy (AC), then $g$ is in $K$ if all orbits of $g$ are in $S, M,$ or $A$, or are one of the following two types of bifurcation orbits:

1. Orbits in $B_+(g)$ are "saddle-node" bifurcation orbits from which two branches of non-Möbius orbits emanate—under (AC), one branch consists of saddles and the other, of attractors. Taken together, these two branches form a local (1-dimensional) path of orbits (see precise meaning below) through the saddle node. All orbits on this path near (and including) the saddle node have the same minimum period. Passing through the bifurcation orbit, the path of one eigenvalue in $\Lambda(p, \lambda)$ crosses $+1$ (with nonzero derivative).

2. Orbits in $B_-(g)$ are "period-doubling" bifurcation orbits from which three branches of orbits—two non-Möbius and one Möbius—emanate. Orbits on one of the non-Möbius branches have twice the minimum period of the bifurcation orbit, while orbits on the other two branches have the same minimum period. Following the low-period path of orbits through the bifurcation orbit, the path of one eigenvalue in $\Lambda(p, \lambda)$ crosses $-1$. It was shown in [YA] that under (AC) there are only our possibilities for period-doubling bifurcations; they are pictured schematically below. In these figures, each point represents a periodic orbit in the parametrized orbit space (i.e., a point in $O(g)$). The parameter $\lambda$ increases from left to right. The upper branch represents the branch of double period orbits.
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2Based on techniques of Brunovsky and Peixoto, it was shown in [AMY] that the set $K$ is residual in $C^3(C \times I, R^n)$.
orientation, that any snake that starts with a saddle at \( \lambda = 1 \) must terminate in a cascade of attractors.

Here we use similar techniques: We distinguish particular subsets of \( \mathcal{O}(g) \) to obtain components of orbits which are local paths, and then orient these paths to obtain the results.

**Theorem 1.** Let \( f \) satisfy (H1)–(H3) and the area contracting hypothesis (AC). For any orbit \((p, 1)\) of minimum period \( k \), the component of \( \mathcal{O}(f) \) containing \((p, 1)\) has attracting periodic points whose (minimum) period is \( 2^m k \), for each \( m \geq 0 \).

**Proof.** For \((p, 1)\) a saddle, the result is obtained in [YA] (Theorem A). For \((p, 1)\) a Möbius orbit, we give the argument in the generic case only (i.e., for \( g \in K \) near \( f \) in the \( C^1 \) topology). The limit arguments, which then give the result in the general \( C^1 \) case, are the same as those given in the proof of Theorem A in [YA]. We assume that \( g \) satisfies (H1)–(H3) and (AC), and that \( g_0 = f_0 \) and \( g_1 = f_1 \). (Both \( f_0 \) and \( f_1 \) are generic.) Arguments for these assumptions are given in [YA].

We begin by distinguishing a particular subset of \( \mathcal{O}(g) \), so as to eliminate one of the three branches of orbits at period-doubling bifurcations.

Let

\[
\mathcal{H} = \{ (p, \lambda) \in \mathcal{O}(g) : (p, \lambda) \text{ is a Möbius orbit of period } k, \text{ or } (p, \lambda) \text{ is a saddle or attractor of period } j, \text{ for any } j > 2k \}.
\]

By checking each generic bifurcation, it is easily seen that any orbits in \( \mathcal{H} \) lies on a local path of orbits in \( \mathcal{H} \cup B_+(g) \cup B_-(g) \).

Now let \((p, 1)\) be a Möbius orbit of period \( k \), and let \( \Gamma \) be the path of orbits in \( \mathcal{H} \cup B_+ \cup B_- \) containing \((p, 1)\). We orient \( \Gamma \) according to the following scheme,

\[
\begin{align*}
\overrightarrow{A}, & \quad \overrightarrow{M}, & \quad \overrightarrow{S}.
\end{align*}
\]

(The arrows above \( A, M, \) and \( S \), respectively, indicate whether \( \Gamma \) should be followed to the right (\( \to \)) through increasing \( \lambda \) values, or to the left (\( \leftarrow \)) through decreasing \( \lambda \) values, at each point \((p, \lambda)\) on \( \Gamma \) in \( A, M, \) or \( S \).) Notice that a local path of non-Möbius orbits in \( \mathcal{H} \cup B_+ \cup B_- \) can only change direction (in \( \lambda \)) at a saddle-node or period-doubling bifurcation. At such a point, the direction changes if and only if orbits along the path go from attractors to saddles (or vice versa). Each Möbius orbit of \( g \) lies on a path (in \( \lambda \)) of Möbius orbits whose endpoints are orbits in \( B_-(g) \). In particular, under (AC) the paths of Möbius orbits do not change direction in \( \lambda \). Hence, by again checking each generic bifurcation, this orientation is seen to be well defined on \( \Gamma \).

Starting at \((p, 1)\), we follow \( \Gamma \) to the left, as its orientation requires. By (H2), \( \Gamma \) cannot intersect \( \partial C \). By (H1), \( \Gamma \) cannot intersect \( C \times \{0\} \), since its direction of approach would imply that \( g_0 \) has either saddles, Möbius orbits, or bifurcation orbits—all of which are impossible. Also, \( \Gamma \) cannot re-intersect \( C \times \{1\} \), since its direction of approach would imply that \( f_1 \) has either attractors or bifurcation orbits—both of which are impossible by (H3). Hence, \( \Gamma \) has exactly one endpoint (at \( \lambda = 1 \)). We argue that the periods of orbits on \( \Gamma \) go to infinity. (This is essentially the proof of Proposition 3.5 in [YA]. We include it for the reader’s convenience.) The generic family \( \Gamma \) consists of segments of orbits in \( A, M, \) or \( S \), joined by bifurcation orbits in \( B_+ \) or \( B_- \). Suppose there are only a finite
number of bifurcation orbits. Then \( \Gamma \) will be the union of a finite number of these segments together with the bifurcation orbits, and thus will have two endpoints, a contradiction. Hence, \( \Gamma \) must contain an infinite number of bifurcation orbits. If the periods of the bifurcation orbits are bounded, then some sequence \( \{b_n\}_{n \in \mathbb{N}} \) of these orbits converges to an orbit \( \beta \) of \( g \). However, it is easily seen that the orbit \( \beta \) is not of generic type. Hence the periods of the bifurcation orbits on \( \Gamma \) go to infinity, although not necessarily monotonically. In order for these periods to go to infinity, \( \Gamma \) must contain orbits in \( B_+(g) \) of period \( 2^mk \), for each integer \( m \), \( m \geq 0 \). Since each such orbit must be approached through attractors (for \( m \geq 1 \)), \( \Gamma \) contains an attractor of period \( 2^mk \), for each \( m \geq 1 \).

To obtain an attractor of period \( k \) on the same orbit component as \( (p, 1) \), simply notice that the first orbit in \( B_+(g) \) encountered as \( \Gamma \) is followed from \( (p, 1) \) will necessarily have a branch of attractors of period \( k \) emanating from it.

**Theorem 2.** Let \( f \) satisfy (H1)–(H3) and (AC). For each saddle at \( \lambda = 1 \) or attractor at \( \lambda = 0 \) having period \( k \), there is a sequence \( \{q_i\}_{i \in \mathbb{N}} \) of Möbius orbits at \( \lambda = 1 \) such that the period of \( q_i \) is \( 2^ik \) for each \( i \geq 0 \). Two such sequences are identical or disjoint, and every orbit is in such a sequence. Hence the orbits at \( \lambda = 0 \) and \( \lambda = 1 \) are partitioned into period-doubling sequences. Furthermore, an entire sequence lies in one component of orbits of \( f \).

**Proof.** Again, we begin by showing the result in the generic case, for \( g \in K \) satisfying (H1)–(H3) and (AC). Since we assume that \( g_0 = f_0 \) and \( g_1 = f_1 \), the only statement that requires limit arguments for the general \( C^1 \) case is the last.

As in the proof of Theorem 1, we distinguish a particular subset of \( \mathcal{O}(g) \): For \( n \) even, let

\[
\mathcal{P}_n = \{(p, \lambda) \in \mathcal{O}(g) : (p, \lambda) \text{ is in } A \text{ or } S \text{ and has period } n; \text{ or } (p, \lambda) \text{ is in } M \text{ and has period } n \text{ or } n/2\}.
\]

For \( n \) odd, omit Möbius orbits of period \( n/2 \) from \( \mathcal{P}_n \).

Again, it is easily checked that any orbit in \( \mathcal{P}_n \) lies on a local path of orbits in \( \mathcal{P}_n \cup B_+ \cup B_- \).

We orient these paths as follows:

- period \( n \): \( A, S, M \),
- period \( n/2 \): \( \overline{A}, \overline{S}, \overline{M} \).

We call such an oriented path of orbits in \( \mathcal{P}_n \cup B_+ \cup B_- \) an \( n \)-path. Basically, we are trying to follow a path of orbits of period \( n \)—the only possible obstacle is the occurrence of a “period-halving” bifurcation along the path, at which point two branches of orbits emanating from the bifurcation orbit (in \( B_+(g) \)) have period \( n/2 \). In this case we follow the low-period Möbius branch.

Recognizing that orbits on \( n \)-paths have bounded periods (\( n \) or \( n/2 \)) and following the proof of Theorem 1, it must be the case that each \( n \)-path must have two endpoints on the boundary of \( C \times I \). At least one of these endpoints must occur at \( \lambda = 1 \).

Let \( (p, 1) \) be a saddle of period \( k \) (at \( \lambda = 1 \)). Then \( (p, 1) \) lies on a \( k \)-path which necessarily re-intersects \( C \times \{1\} \) as a Möbius orbit \( (q_0, 1) \) of period \( k \). (Following the orientation on the \( k \)-path, the only other possibilities are either an attractor of...
period \( k \) or a bifurcation orbit at \( \lambda = 1 \), or a Möbius orbit of period \( k/2 \) at \( \lambda = 0 \)—all of which are impossible.) If \((p,0)\) is an attractor of period \( k \) at \( \lambda = 0 \), then the same argument holds, resulting in a Möbius orbit \((q_0,1)\) of period \( k \) (at \( \lambda = 1 \)). Now, starting with the Möbius orbit \((q_0,1)\), we follow a \((2k)\)-path and return to \( C \times \{1\} \) at a Möbius orbit \((q_1,1)\) of period \( 2k \). Continuing in this manner, we obtain a sequence \( \{q_i,1\}_{i \geq 0} \) of Möbius orbits such that \((q_i,1)\) has period \( 2^ik \) and is contained in the same component of \( \mathcal{O}(g) \) as the saddle \((p,1)\) (or attractor \((p,0)\)). In addition, since this process is reversible, we can start with any Möbius orbit of period \( 2^ik \), for some \( i \geq 0 \), and trace it back through Möbius orbits of periods \( 2^jk \) (\( 0 \leq j < i \)) to a saddle of period \( k \) at \( \lambda = 1 \) (or an attractor at \( \lambda = 0 \)). We call the sequence of orbits obtained in this manner a \( k \)-sequence; i.e., \( \{p_i\}_{i \geq 0} \) is a \( k \)-sequence if (1) \( p_0 \) is a saddle of period \( k \) at \( \lambda = 1 \) (or an attractor at \( \lambda = 0 \)); (2) \( p_i \), for \( i \geq 1 \), is a Möbius orbit of period \( 2^{i-1}k \) at \( \lambda = 1 \); and (3) \( p_{i-1} \) and \( p_i \) are endpoints of some \((ik)\)-path, for each \( i \geq 1 \).

Each orbit at \( \lambda = 0 \) and \( \lambda = 1 \) is in a \( k \)-sequence, for some \( k \geq 1 \). The process described (i.e., following \( n \)-paths) defines a map from a saddle (or attractor) of period \( k \) to a Möbius orbit of period \( k \) and from a Möbius orbit of period \( k \) to a Möbius orbit of period \( 2k \). Each orbit has a unique inverse under this mapping. (Since \( k \)-paths are disjoint, the inverse of a Möbius orbit of period \( k \) is either a Möbius orbit of period \( k/2 \) or a saddle (or attractor) of period \( k \), not both. Hence no orbit is in more than one \( k \)-sequence, for any \( k \geq 1 \), and a partition is obtained.

Finally, to see that an entire \( k \)-sequence lies on one component of orbits of \( f \), we choose a sequence \( \{g_m\}_{m \in \mathbb{N}} \) of maps in \( K \) such that \( \lim_{m \to \infty} g_m = f \) (in the \( C^1 \)-topology) on the bounded set \( C \times I \). Any two orbits in a \( k \)-sequence are endpoints of a finite sequence of connecting \((ik)\)-paths, for \( g_m \in K \). Taking limits as \( g_m \to f \), it follows that this finite sequence of \((ik)\)-paths will converge to a connected set of orbits of \( f \).

REMARKS. (1) Theorem 2 yields a simple formula which relates the number \( M(n) \) of Möbius orbits of minimum period \( n \) in the horseshoe to the number \( S(i) \) of saddles of minimum period \( i \), \( i \leq n \); namely,

\[
M(2^n k) = \sum_{j=0}^{n} S(2^j k),
\]

for any \( n \geq 0 \) and \( k = 1, 3, 5, \ldots \).

(2) Theorem 2 may seem straightforward when looking at the simplest kinds of cascades. However, the idea of \( k \)-paths is essential here, since if we merely follow a snake (i.e., path of non-Möbius orbits) from a saddle at \( \lambda = 1 \) (as in [YA]), the periods of orbits along the snake do not necessarily increase monotonically. They may decrease occasionally, throwing off many paths of low-period Möbius orbits.
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