WEIGHTED AND VECTOR-VALUED INEQUALITIES
FOR POTENTIAL OPERATORS
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ABSTRACT. In this paper we develop some aspect of a general theory parallel to the Calderón-Zygmund theory for operator valued kernels, where the operators considered map functions defined on \( R^n \) into functions defined on \( R_+^{n+1} = R^n \times [0, \infty) \).

In particular, we apply the obtained results to get vector-valued inequalities for the Poisson integral and fractional integrals. Some weighted norm inequalities are also considered for fractional integrals.

1. Introduction. The main objective of this paper is to find weighted and vector-valued inequalities for some operators mapping functions defined on \( R^n \) into functions on \( R_+^{n+1} = R^n \times [0, \infty) \).

We now mention some of the concrete operators we shall consider and the corresponding inequalities:

(I) The Poisson integral:

\[
P f(x, t) = \int_{R^n} f(y) P(x - y, t) \, dy \quad (x \in R^n, \ t \geq 0),
\]

where

\[
P(x, t) = c_n t(\|x\|^2 + t^2)^{-(n+1)/2}
\]

is the Poisson kernel.

(II) The maximal operator \( M \) introduced by Fefferman and Stein [1]:

\[
Mf(x, t) = \sup_Q \left\{ \frac{1}{|Q|} \int_Q |f(y)| \, dy \right\} \quad (x \in R^n, \ t \geq 0),
\]

where the supremum is taken over the cubes \( Q \) in \( R^n \) centered at \( x \) with sides parallel to the axes and has side length at least \( t \).

(III) The generalized fractional integral of order \( \alpha \) (\( 0 < \alpha < n \)):

\[
T_\alpha f(x, t) = c_n \int_{R^n} \frac{f(y)}{|x - y|^{n-\alpha}} \, dy \quad (x \in R^n, \ t \geq 0).
\]

(IV) The maximal operator \( M_\alpha \) (\( 0 \leq \alpha < n \)), which controls (in a sense that will be made precise later) the fractional integral of order \( \alpha \):

\[
M_\alpha f(x, t) = \sup_Q \left\{ \frac{1}{|Q|^{1-\alpha/n}} \int_Q |f(y)| \, dy \right\} \quad (x \in R^n, \ t \geq 0),
\]
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where the supremum is taken over the cubes $Q$ in $\mathbb{R}^n$ centered at $x$ with sides parallel to the axes and has side length at least $t$ (observe that $M_0 = M$).

The vector-valued inequalities that we shall obtain will be of the type

\[
\left\{ \int_{\mathbb{R}^{n+1}_+} \left( \sum_j |Tf_j|^r \right)^{q/r} \, d\mu \right\}^{1/q} \leq C \left\{ \int_{\mathbb{R}^n} \left( \sum_j |f_j|^r \right)^{p/r} \, dx \right\}^{1/p}
\]

and

\[
\left( \mu \left\{ (x,t) \in \mathbb{R}^{n+1}_+: \sum_j |Tf_j|^r > \lambda^r \right\} \right)^{1/q} \leq \frac{C}{\lambda} \int_{\mathbb{R}^n} \left( \sum_j |f_j|^r \right)^{1/r} \, dx
\]

for $\mu$ a generalized Carleson measure, i.e., $\mu(\hat{Q}) \leq C|Q|^\delta$, where $\hat{Q}$ denotes the cube in $\mathbb{R}^{n+1}_+$ with the cube $Q$ as its basis, $|Q|$ denotes the Lebesgue measure of $Q$ in $\mathbb{R}^n$, $\delta \geq 1$, and $C$ is a constant.

In the case $T = M = T = P$ the inequalities (1) and (1') are valid respectively for $1 < p = q < \infty$ and $q = 1$, with $\delta = 1$ in both cases.

In the case $T = M_\alpha$ or $T = T_s$ and $\delta = s(1 - \alpha/n) \geq 1$, (1) and (1') are valid respectively for $1/p = \alpha/n + s(1 - \alpha/n)/q$, $s < q < \infty$ and $q = s$.

The fact that inequalities (1) and (1') are true for $P$ and $M$ could be established after the work of J. L. Rubio de Francia [5], in which some relation between vector-valued inequalities and weighted norm inequalities are proved, and the papers of F. J. Ruiz and J. L. Torrea [7, 8], where some kind of weighted norm inequalities for the operators $P$ and $M$ are established.

Although the operator $P$ is controlled pointwise by $M$ and, therefore, would be sufficient to obtain the vector-valued inequalities (1) and (1') for $M$, we shall develop a general technique parallel to the Calderón-Zygmund theory for vector-valued functions (see J. L. Rubio de Francia, F. J. Ruiz and J. L. Torrea [6]) which will allow us to consider the two operators $P$ and $M$ as singular integrals of a general type and to get, indistinctly, (1) and (1') for $P$ and $M$.

The organization of this paper is as follows: in §2 we introduce all notations and we state the main results; the proofs are given in §3; in §4 we apply the above results to obtain, in particular, (1) and (1') for $P$, $M$, $T_\alpha$ and $M_\alpha$. Finally, in §5, we prove some weighted norm inequalities for $M_\alpha$.

Throughout this paper the letter $C$ will be used to denote a positive constant, not necessarily the same at each occurrence.

2. Main theorems. The letters $A$ and $B$ will denote arbitrary Banach spaces, $\mathcal{L}(A,B)$ will be the set of bounded linear operators from $A$ to $B$.

Let $\mu$ be a positive measure on $\mathbb{R}^{n+1}_+$ and $\omega$ a positive measurable function in $\mathbb{R}^n$. Given $0 \leq \alpha < n$ and $1 < p,q < \infty$ we shall say that the pair $(\mu,\omega)$ satisfies condition $C_{q,p,\alpha}$ (or $(\mu,\omega) \in C_{q,p,\alpha}$) if for any cube $Q$ in $\mathbb{R}^n$

\[
\frac{\mu(\hat{Q})^{1/q}}{|Q|^{(1/p) - (\alpha/n)}} \left( \frac{1}{|Q|} \int_Q \omega(x)^{-p'}/p \, dx \right)^{1/p'} \leq C
\]

($p'$ always means the conjugate exponent of $p$, i.e. $(p - 1)(p' - 1) = 1$).
We shall say that $(\mu, \omega)$ satisfies condition $C_{q,1,\alpha}$ for $1 \leq q < \infty$ and $0 \leq \alpha < n$ if

$$(2') \quad \sup_{Q \ni x} \frac{\mu(Q)^{1/q}}{|Q|^{1-\alpha/n}} \leq C\omega(x) \quad \text{a.e. } x.$$ 

The cases $\alpha = 0$ and $1 \leq p = q < \infty$ have already been considered in [7]; we shall simply write $C_p$ in this case.

If $\omega = 1$, the above conditions are of the type $\mu(Q) \leq C|Q|^\delta$, i.e. $\mu$ is a generalized Carleson measure of order $\delta$.

We shall denote by $L^p_A(R^n; dx)$, $1 \leq p \leq \infty$, the Bochner-Lebesgue space of $A$-valued strong measurable functions $f$ such that $\int_{R^n} \|f(x)\|^p dx < \infty$. Analogously we define $L^p(A; \omega(x) dx)$ or $L^p_B(R^{n+1}_+; d\mu)$. Sometimes, we shall write in an abridged form $L^p_A(dx)$, $L^p_A(du)$ or $L^p_B(dp)$.

Now we state the main theorems.

**THEOREM 1.** Let $A, B$ be Banach spaces, $0 < \alpha < n$ and $s$ such that $0 < 1/s \leq 1 - \alpha/n$. Let $T$ be a bounded linear operator from $L_A^{n/\alpha}(dx)$ into $L_B^s(du)$, where $\mu$ is a generalized Carleson measure of order $s(1 - \alpha/n)$.

Suppose that there exists a $\mathcal{L}(A,B)$-valued function $K$ in $R^n \times R^n \times R^+ \backslash \{(x, x, t): x \in R^n, t \geq 0\}$ such that:

(a) For any pair $(x, t) \in R^{n+1}_+$, $y \rightarrow K(x, y, t)$ is locally integrable and if $f$ is in $L_A^{n/\alpha}(dx)$ with compact support contained in a cube $Q$,

$$Tf(x, t) = \int_{R^n} K(x, y, t)f(y) dy \quad \text{for } (x, t) \notin \tilde{Q}.$$ 

(b)

$$\int_{|x-y'|+t \geq 2|x-y'|} \|K(x, y, t) - K(x, y', t)\|_{\mathcal{L}(A,B)}^s d\mu(x, t) \leq C \quad \text{for } y, y' \in R^n.$$ 

Then:

(i) $T$ maps $L_A^p(dx)$ into $L_B^q(du)$ for $1/p = 1 - \theta(1 - \alpha/n)$, $1/q = (1 - \theta)/s$, $0 < \theta \leq 1$ (i.e. $1/p = \alpha/n + s(1 - \alpha/n)/q$, $s < q < \infty$).

(ii) $T$ maps $L_A^1(dx)$ into weak-$L_B^s(du)$, i.e.

$$\mu\{(x, t) \in R^{n+1}_+: \|Tf(x, t)\|_B > \lambda\} \leq \frac{C}{\lambda^s} \left( \int_{R^n} \|f(x)\|_A dx \right)^s.$$ 

**REMARK.** The last theorem remains true when $\alpha = 0$ (i.e. $n/\alpha = \infty$), but in this case we are interested in the following result.

**THEOREM 2.** Let $A, B$ be Banach spaces and $T$ be a bounded linear operator from $L_A^\infty(\omega(x) dx)$ into $L_B^s(du)$ for any pair $(\nu, \omega)$ in $C_1$.

Suppose that there exists a $\mathcal{L}(A,B)$-valued function $K$ in $R^n \times R^n \times R^+ \backslash \{(x, x, t): x \in R^n, t \geq 0\}$
such that:

(a) For any pair \((x,t) \in R_{+}^{n+1}\), \(y \rightarrow K(x, y, t)\) is locally integrable and if \(f\) is in \(L_{A}^{\infty}(dx)\) with compact support contained in a cube \(Q\),

\[
Tf(x, t) = \int_{R^{n}} K(x, y, t) f(y) \, dy \quad \text{for} \ (x, t) \notin \hat{Q}.
\]

(b) \[
\|K(x, y, t) - K(x, y', t)\|_{L(A,B)} \leq C \frac{|y - y'|}{(|x - y'| + t)^{n+1}}
\]

for \(|x - y'| + t > 2|y - y'|\).

Then, the following vector-valued inequalities hold for any Carleson measure \(\mu\) on \(R_{+}^{n+1}\):

(i) For \(1 < p, q < \infty\)

\[
\mu \left( \left\{ (x, t) \in R_{+}^{n+1} : \sum_{j} \|Tf_{j}(x, t)\|_{B}^{q} > \lambda^{q} \right\} \right) \leq C \lambda \int_{R^{n}} \left( \sum_{j} \|f_{j}(x)\|_{A}^{q} \right)^{1/q} \, dx.
\]

(ii) For \(1 < q < \infty\)

\[
\int_{R_{+}^{n+1}} \sum_{j} \|Tf_{j}(x, t)\|_{B} \, d\mu(x, t) \leq C \left( \int_{R^{n}} \sum_{j} \|f_{j}(x)\|_{A} \right)^{1/q} \, dx.
\]

In order to prove Theorem 2 we shall use the following

**THEOREM 3.** If \(T\) is an operator verifying the hypothesis in Theorem 2, then:

(i) \(T\) maps \(L_{A}^{\infty}(\omega(x) \, dx)\) into \(L_{B}^{1}(d\nu)\) for \(1 < p < \infty\) and \((\nu, \omega) \in C_{1}\).

(ii) \(T\) maps \(L_{A}^{1}(\omega(x) \, dx)\) into weak-\(L_{B}^{1}(d\nu)\) for any \((\nu, \omega) \in C_{1}\).

3. **Proofs of the main theorems.** We shall first prove Theorem 3. It is enough to prove (ii) from which, by applying Marcinkiewicz’s interpolation theorem, we obtain (i).

We shall denote \(C_{1}(\nu, \omega)\) as the infimum of constants \(C\) satisfying the condition \(C_{1}\) for the pair \((\nu, \omega)\).

Let \(f\) be a function in \(L_{A}^{1} \cap L_{A}^{\infty}(R^{n}; \omega(x) \, dx)\). Let \(\lambda\) be a positive number and consider the dyadic cubes in \(R^{n}\) such that

\[
\lambda < \frac{1}{|Q|} \int_{Q} \|f(x)\|_{A} \, dx.
\]

Our goal is to prove

\[
\nu(\{(x, t) \in R_{+}^{n+1} : \|Tf(x, t)\|_{B} > \lambda \}) \leq C \lambda \int_{R^{n}} \|f(x)\|_{A} \omega(x) \, dx.
\]

We consider two possibilities: If

\[
\nu(\mathbf{R}_{+}^{n+1}) \leq \frac{C_{1}(\nu, \omega)}{\lambda} \int_{R^{n}} \|f(x)\|_{A} \omega(x) \, dx,
\]

then (4) is trivial.
In the other case, the existence of dyadic maximal cubes verifying (3) is guaranteed by the following inequality:

$$
u(\tilde{Q}) \leq \frac{\nu(\tilde{Q})}{\lambda} \frac{1}{|Q|} \int_Q \|f(x)\|_A \, dx \leq \frac{C_1(\nu, \omega)}{\lambda} \int_Q \|f(x)\|_A \omega(x) \, dx,$$

where in the second inequality the hypothesis on $(\nu, \omega)$ is used.

As usual these dyadic maximal cubes, say $Q_k$, verify

$$\lambda < \frac{1}{|Q_k|} \int_{Q_k} \|f(x)\|_A \, dx \leq 2^n \lambda$$

and

$$\|f(x)\|_A \leq \lambda \quad \text{a.e. } x \notin \bigcup_k Q_k.$$

We shall introduce the following notation: $Q^*$ will be the cube with the same center as $Q$ but with side length two times the side length of $Q$. $\Omega$ will be the set union of the dyadic maximal cubes $(\Omega = \bigcup_k Q_k)$. Similarly, we shall denote $\Omega^* = \bigcup_k Q_k^*$, $\Omega = \bigcup_k \tilde{Q}_k$ and $\Omega^* = \bigcup_k \tilde{Q}_k^*$.

We decompose $f = g + b$, where $g(x) = f(x)$ for $x \notin \Omega$, $g(x) = \frac{1}{|Q_k|} \int_{Q_k} f(y) \, dy$ for $x \in Q_k$, and

$$b(x) = f(x) - g(x) = \sum_k \left( f(x) - \frac{1}{|Q_k|} \int_{Q_k} f(y) \, dy \right) \chi_{Q_k}(x) = \sum_k b_k(x).$$

In order to prove (4) we use

$$\|Tg\|_{L^p(\omega)} \leq C\|g\|_{L^p(\omega)} \leq 2^n C\lambda$$

and, therefore, it is enough to show that

$$\nu(\{(x, t) \in \mathbb{R}^{n+1}: \|Tb(x, t)\|_B > \lambda\}) \leq \frac{C}{\lambda} \int_{\mathbb{R}^n} \|f(x)\|_A \omega(x) \, dx.$$

We put

$$\nu(\{(x, t) \in \mathbb{R}^{n+1}: \|Tb(x, t)\|_B > \lambda\}) \leq \nu(\tilde{\Omega}^*) + \nu(\{(x, t) \notin \tilde{\Omega}^*: \|Tb(x, t)\|_B > \lambda\}).$$

Let us estimate the two members of this sum:

$$\nu(\tilde{\Omega}^*) \leq \sum_k \nu(\tilde{Q}_k^*) \leq \sum_k \frac{\nu(\tilde{Q}_k^*)}{\lambda} \frac{1}{|Q_k|} \int_{Q_k} \|f(y)\|_A \, dy \leq 2^n C_1(\nu, \omega) \sum_k \frac{1}{\lambda} \int_{Q_k} \|f(y)\|_A \omega(y) \, dy \leq \frac{C}{\lambda} \int_{\mathbb{R}^n} \|f(y)\|_A \omega(y) \, dy.$$
For the second member we apply hypothesis (a) to get
\[ \nu(\{(x, t) \notin \Omega^* : \|Tb(x, t)\|_B > \lambda\}) \]
\[ \leq \frac{1}{\lambda} \int_{(\Omega^*)^c} \|Tb(x, t)\|_B \, d\nu \leq \frac{1}{\lambda} \sum_k \int_{(\Omega^*)^c} \|Tb_k(x, t)\|_B \, d\nu \]
\[ \leq \frac{1}{\lambda} \sum_k \int_{(\Omega^*)^c} \left( \int_{Q_k} \|K(x, y, t) - K(x, y_k, t)\|_{\mathcal{L}(A, B)} \|b_k(y)\|_A \, dy \right) \, d\nu, \]
where we have used that \( \int_{Q_k} b_k = 0 \) and \( y_k \) is the center of \( Q_k \). By Fubini’s theorem this is equal to
\[ \frac{1}{\lambda} \sum_k \int_{Q_k} \|b_k(y)\|_A \int_{(\Omega^*)^c} \|K(x, y, t) - K(x, y_k, t)\|_{\mathcal{L}(A, B)} \, d\nu(x, t) \, dy. \]
Using hypothesis (b) this is less than
\[ \frac{C}{\lambda} \sum_k \int_{Q_k} \|b_k(y)\|_A \int_{(\Omega^*)^c} \frac{|y - y_k|}{(|x - y_k| + t)^{n+1}} \, d\nu(x, t) \, dy \]
\[ \leq \frac{C}{\lambda} \sum_k \left( \int_{Q_k} \|b_k(y)\|_A \, dy \right) \cdot M_k = \frac{2C}{\lambda} \sum_k \left( \int_{Q_k} \|f(y)\|_A \, dy \right) \cdot M_k, \]
where
\[ M_k = \text{ess sup}_{y \in Q_k} \int_{(\Omega^*)^c} \frac{|y - y_k|}{(|x - y_k| + t)^{n+1}} \, d\nu(x, t). \]
But for \( y \in Q_k \) geometric considerations say that
\[ \int_{(\Omega^*)^c} \frac{|y - y_k|}{(|x - y_k| + t)^{n+1}} \, d\nu(x, t) \leq C|Q_k|^{1/n} \sum_{j=1}^{\infty} \int_{A_k^j} \frac{d\nu(x, t)}{|x - y_k| + t)^{n+1}} \]
\[ \leq C|Q_k|^{1/n} \sum_{j=1}^{\infty} \int_{A_k^j} \frac{d\nu(x, t)}{(2j|Q_k|^{1/n})^{n+1}} \]
\[ \leq C|Q_k|^{1/n} \sum_{j=1}^{\infty} \frac{\nu(2j+1|Q_k|)}{(2j|Q_k|^{1/n})^{n+1}} \]
\[ = C \sum_{j=1}^{\infty} \frac{1}{2j} \frac{\nu(2j+1|Q_k|)}{|2j+1|Q_k|^{1/n}} \]
\[ \leq C \cdot C_1(\nu, \omega) \cdot \omega(x) \quad \text{a.e. } x \in Q_k, \]
where \( A_k^j = \{(x, t) \in R^{n+1} : 2j+1|Q_k|^{1/n} \geq |x - y_k| + t > 2j|Q_k|^{1/n}\} \) and \( 2j+1|Q_k| \) denotes the cube in \( R^n \) with the same center as \( Q_k \) and side length \( 2j+1 \) times the length of \( Q_k \). Therefore, we have \( M_k \leq C\omega(x) \) a.e. \( x \in Q_k \) and so
\[ \nu(\{(x, t) \notin \Omega^* : \|Tb(x, t)\|_B > \lambda\}) \]
\[ \leq \frac{C}{\lambda} \sum_k \int_{Q_k} \|f(y)\|_A \omega(y) \, dy \leq \frac{C}{\lambda} \int_{R^n} \|f(y)\|_A \omega(y) \, dy. \]
This finishes the proof of Theorem 1.
REMARK. In the case \( \omega(x) \equiv 1 \), \( (\mu, \omega) \in C_1 \) if and only if \( \mu \) is a Carleson measure. In this case, the first hypothesis on \( T \) and condition (b) of Theorem 3 can be substituted by

\begin{align*}
(c') \quad & \text{For a fixed } p_0, 1 < p_0 < \infty, T \text{ maps } L^{p_0}_A(R^n; dx) \text{ into } L^{p_0}_B(R^{n+1}_+; d\mu) \text{ boundedly.} \\
(b') \quad & \int_{|x-y'|+t>2|x-y|} \|K(x,y,t) - K(x,y',t)\|_{L(A,B)} d\mu(x,t) \leq C \text{ for } y,y' \in R^n
\end{align*}

and then the next theorem can be proved.

THEOREM 4. If \( T \) is an operator verifying (b') and (c') above and part (a) of Theorem 2, then

(i) \( T \) maps \( L^p_A(R^n; dx) \) into \( L^p_B(R^{n+1}_+; d\mu) \) for \( 1 < p \leq p_0 \),

(ii) \( T \) maps \( L^1_A(R^n; dx) \) into weak-\( L^1_B(R^{n+1}_+; d\mu) \).

The proof is as in Theorem 3 except the two following computations:

\[
\mu(\{(x,t) \in R^{n+1}_+ : \|Tg(x,t)\|_B > \lambda\}) \\
\leq \frac{1}{\lambda^{p_0}} \int_{R^{n+1}_+} \|Tg(x,t)\|^{p_0}_B d\mu(x,t) \leq \frac{C}{\lambda^{p_0}} \int_{R^n} \|g(x)\|^{p_0}_A dx
\]

and

\[
\sum_k \int_{Q_k} \|b_k(y)\|_A \int_{(\Omega_t)^c} \|K(x,y,t) - K(x,y_k,t)\|_{L(A,B)} d\mu(x,t) dy \\
\leq \sum_k C \int_{Q_k} \|b_k(y)\|_A dy \leq 2C \sum_k \int_{Q_k} ||f(y)||_A dy.
\]

PROOF OF THEOREM 2. Given an operator \( T \) as in Theorem 2, we can define a new operator \( \tilde{T} \) mapping \( l^s(A) \)-valued functions into \( l^s(B) \)-valued ones (where \( s \) is fixed, \( 1 < s < \infty \)) as

\[
\tilde{T}(f_1, f_2, \ldots, f_j, \ldots) = (Tf_1, Tf_2, \ldots, Tj_f, \ldots).
\]

By Theorem 3, \( T \) maps \( L^q_A(R^n; dx) \) into \( L^q_B(R^{n+1}_+; d\mu) \) \( (1 < q < \infty) \); then it is clear that \( \tilde{T} \) is bounded from \( L^q_{l^s(A)}(R^n; dx) \) to \( L^q_{l^s(B)}(R^{n+1}_+; d\mu) \), \( 1 < q < \infty \).

Moreover, \( \tilde{T} \) is an operator like \( T \), but with associated kernel \( \tilde{K}(x,t) = K(x,t) \otimes \text{Id} \), so that

\[
\|\tilde{K}(x,t)\|_{L^q(l^s(A), l^s(B))} = \|K(x,t)\|_{L^q(A,B)}.
\]

Now, by Theorem 4, taking \( l^q(A) \) and \( l^q(B) \) as the Banach spaces and \( q = p_0 \), we obtain part (ii) of Theorem 2 and also part (i) with the restriction \( 1 < p \leq q < \infty \).

To prove part (i) in the case \( 1 < q < p < \infty \) we shall need the following

LEMA. Let \( u \) be a function in \( L^r(R^{n+1}_+; d\mu) \), \( 1 < r \leq \infty \), and \( \mu \) a Carleson measure. Consider the maximal function

\[
u^*(x) = \sup_{x \in Q} \frac{1}{|Q|} \int_Q |u(x,t)| d\mu(x,t).
\]

Then

\[
\|u^*\|_{L^r(R^n; dx)} \leq C\|u\|_{L^r(R^{n+1}_+; d\mu)}.
\]
Before proving the lemma we shall finish the proof of Theorem 2. Let $r = p/q$ and make the following computation:

\[
\int_{R^{n+1}} \left( \sum_j \|T_f_j\|_B^q \right)^{p/q} \ d\mu = \left( \int_{R^{n+1}} \left( \sum_j \|T_f_j\|_B^q \right) u \ d\mu \right)^r,
\]

where $u \geq 0$, $u \in L^{r'}(R^{n+1}; d\mu)$ and $\|u\|_{L^{r'}(d\mu)} \leq 1$.

It is obvious that the pair $(ud\mu, u^*)$ satisfies condition $C_1$. Then by Theorem 3 the last member of (7) is less than

\[
\frac{c_0 \cdot \gamma \cdot \beta}{\gamma + \beta} \cdot C \int_{R^n} \left( \sum_j \|f_j(x)\|_A^q \right)^{p/q} \ dx.
\]

Then it is enough to prove

\[
\left| \left\{ x \in R^n : u^*(x) > C \right\} \right| < \frac{C \cdot \gamma \cdot \beta}{\gamma + \beta} \cdot C \int_{R^n} \left( \sum_j \|f_j(x)\|_A^q \right)^{p/q} \ dx,
\]

where in the last inequality we have used the lemma. This concludes the proof of Theorem 2.

**Proof of the Lemma.** Observe that

\[
|u^*(x)| \leq \sup_{x \in Q} \frac{\mu(Q)}{|Q|} |u|_{L^{\infty}(d\mu)} \leq C |u|_{L^{\infty}(d\mu)};
\]

that is,

\[
\|u^*\|_{L^{\infty}(dx)} \leq C \|u\|_{L^{\infty}(d\mu)}.
\]

Then it is enough to prove

\[
\left| \left\{ x \in R^n : u^*(x) > \alpha \right\} \right| \leq \frac{C}{\alpha} \int_{R^{n+1}} |u(x, t)| \ d\mu(x, t)
\]

since the rest follows by interpolation with the result for $r = \infty$.

But (8) can be done by a standard application of Besicovitch’s covering lemma.

**Proof of Theorem 1.** As in Theorem 3, it is enough to prove (ii). In order to do that we shall make a kind of “variable” Calderón-Zygmund decomposition (the idea goes back to [12 and 13]).

Our goal is to prove

\[
\mu((x, t) \in R^{n+1}_+ : \|Tf(x, t)\|_B > \gamma) \leq \frac{C}{\gamma^s} \left( \int_{R^n} \|f(x)\|_A \ dx \right)^s.
\]

Given a function $f \in L^1_A \cap L^{n/\alpha}(dx)$, let $\lambda$ be any positive number; if $Q$ is a cube verifying (3), then it is obvious that $|Q| < \lambda^{-1} \int_{R^n} \|f(x)\|_A \ dx$ and this allows us to make all the constructions in the proof of Theorem 3, and in particular the decomposition $f = g + b$ corresponding to the number $\lambda$.

In order to obtain (9) we shall begin with

\[
\mu((x, t) \in R^{n+1}_+ : \|Tb(x, t)\|_B > \gamma)).
\]

This is less than

\[
\mu(\tilde{\Omega}) + \mu((x, t) \notin \tilde{\Omega} : \|Tb(x, t)\|_B > \gamma)).
\]
The first member of this sum satisfies (we put $s_0 = s(1 - \alpha/n)$)

$$
\mu(\tilde{\Omega}^*) \leq \sum_k \mu(\tilde{Q}^*_k) \leq \sum_k \frac{\mu(\tilde{Q}^*_k)}{|Q_k|^{s_0}} \cdot \frac{1}{\lambda^{s_0}} \left( \int_{Q_k} \|f(y)\|_A \, dy \right)^{s_0}
$$

$$
\leq \frac{C}{\lambda^{s_0}} \left( \int_{R^n} \|f(y)\|_A \, dy \right)^{s_0},
$$

where the hypothesis on $\mu$ and the fact that $s_0 \geq 1$ have been used in the last inequality.

On the other hand

$$
\mu(\{(x,t) \notin \tilde{\Omega}^*: \|Tb(x,t)\|_B > \gamma\})^{1/s}
$$

$$
\leq \frac{C}{\gamma} \left( \int_{(\tilde{\Omega}^*)^c} \|Tb(x,t)\|_B^s \, d\mu(x,t) \right)^{1/s}
$$

$$
\leq \frac{C}{\gamma} \sum_k \left( \int_{(\tilde{Q}^*_k)^c} \|Tb_k(x,t)\|_B^s \, d\mu(x,t) \right)^{1/s}
$$

$$
\leq \frac{C}{\gamma} \sum_k \left\{ \int_{Q_k} \left( \int_{Q_k} \|K(x,y,t) - K(x,y_k,t)\| \|b_k(y)\| \, dy \right)^s \, d\mu(x,t) \right\}^{1/s}
$$

$$
\leq \frac{C}{\gamma} \sum_k \left( \int_{Q_k} \left( \int_{Q_k} \|K(x,y,t) - K(x,y_k,t)\| \|b_k(y)\| \, dy \right)^s \, d\mu(x,t) \right)^{1/s} \|b_k(y)\| \, dy
$$

$$
\leq \frac{C}{\gamma} \sum_k \int_{Q_k} \|b_k(y)\| \, dy \leq \frac{C}{\gamma} \int_{R^n} \|f(y)\|_A \, dy,
$$

where Minkowski's inequality for $dm(y) = \|b_k(y)\| \, dy$, the hypothesis on $K$, and the disjointness of $Q_k$ have been used.

The above estimates add up to get

(10) \hspace{1cm} \mu(\{(x,t) \in R^{n+1}_+: \|Tb(x,t)\|_B > \gamma\})

$$
\leq C \left\{ \left( \frac{1}{\lambda} \int_{R^n} \|f(y)\|_A \, dy \right)^{s(1-\alpha/n)} + \left( \frac{1}{\gamma} \int_{R^n} \|f(y)\|_A \, dy \right)^s \right\}.
$$

In particular we can choose $\lambda$ such that

$$
\frac{1}{\lambda^{1-\alpha/n}} = \frac{1}{\gamma} \left( \int_{R^n} \|f(y)\|_A \, dy \right)^{\alpha/n}
$$

and then the corresponding $b$ and $g$ verify

(11) \hspace{1cm} \mu(\{(x,t) \in R^{n+1}_+: \|Tb(x,t)\|_B > \gamma\}) \leq \frac{C}{\gamma^s} \left( \int_{R^n} \|f(y)\|_A \, dy \right)^s,

(12) \hspace{1cm} \|Tg\|_{L^r_B(\mu)} \leq C\|g\|_{L^{r/\alpha}_A(\mu)} \leq C\lambda^{1-\alpha/n}\|f\|_{L^{\alpha/\lambda}_A(dx)}^{\alpha/n} = C\gamma.

In other words

$$
\mu(\{(x,t) \in R^{n+1}_+: \|Tf(x,t)\|_B > 2C\gamma\})
$$

$$
\leq \mu(\{(x,t) \in R^{n+1}_+: \|Tb(x,t)\|_B > C\gamma\})
$$

$$
\leq \frac{C}{\gamma^s} \left( \int_{R^n} \|f(y)\|_A \, dy \right)^s.
$$
This finishes the proof of Theorem 1.

REMARK. If the hypothesis on the boundedness of $T$ in Theorem 1 is substituted by the following

(c) there exists $1 \leq p_0, q_0 < \infty$ with $s/q_0 < 1$ and $1/p_0 = (\alpha/n) + (s/q_0)(1-\alpha/n)$ such that $T$ maps $L^{p_0}_A(dx)$ into $L^{q_0}_B(d\mu)$,

then the following result can be proved:

**Theorem 5.** If $T$ is an operator verifying (c) above and parts (a) and (b) of Theorem 1, then:

(i) $T$ maps $L^{p_0}_A(dx)$ into $L^{q_0}_B(d\mu)$ for $1/p = \theta/p_0 + (1-\theta)(1/q_0 + \theta)/s$, $0 < \theta \leq 1$ (i.e. $1/p = \alpha/n + s(1-\alpha/n)/q$, $s < q < \infty$).

(ii) $T$ maps $L^{1}_A(dx)$ into weak-$L^{s}_B(d\mu)$.

To see this observe that the proof of Theorem 1 can be reproduced here and with the same $\lambda$ we can obtain that

$$
\mu(\{(x,t) \in R_{++}^{n+1}: \|Tg(x,t)\|_B > \gamma\}) \\
\leq C \frac{\int_{R_{++}^{n+1}} \|Tg(x,t)\|_{B}^{q_0} d\mu(x,t)}{\int_{R^{n}_{+}} \|g(x)\|_{A}^{p_0} dx} \\
\leq C_{\lambda} \left( \int_{R^{n}_{+}} \|f(x)\|_{A} dx \right)^{\gamma_0/p_0} \left( \int_{R^{n}} \|f(x)\|_{A} dx \right)^{s}.
$$

4. Applications.

**Theorem 6.** Let $\alpha$ be given, $0 \leq \alpha < n$ and $0 < 1/s \leq 1 - \alpha/n$. Let $\varphi$ be a measurable function on $R^{n}$ such that:

(a) $|\varphi(x)| \leq C/((|x| + A)^{n+1-\alpha},$

(b) $|\nabla \varphi(x)| \leq C/((|x| + B)^{n+2-\alpha},$

where $A, B, C$ are constant independent of $x$.

Given the function $\Phi(x,t) = \varphi(x/t)/t^{n-\alpha}$, $t > 0$, consider the operator

$$
Tf(x,t) = \int_{R^{n}_{+}} \Phi(x-y,t)f(y) dy.
$$

Then for any generalized Carleson measure $\mu$ on $R^{n+1}_{+}$ of order $s(1-\alpha/n)$, $T$ is bounded from $L^{p}(dx)$ into $L^{q}(d\mu)$ for $1/p = (\alpha/n) + (s/q)(1-\alpha/n)$, $s < q < \infty$, and from $L^{1}(dx)$ into weak-$L^{s}(d\mu)$.

Moreover if $\alpha = 0$ and $s = 1$, the following vector-valued inequalities hold:

$$
\left\| \sum_{j} |Tf_j|^q \right\|_{L^p(d\mu)}^{1/q} \leq C \left\| \sum_{j} |f_j|^q \right\|_{L^p(dx)}^{1/q} \quad (1 < p, q < \infty)
$$

and

$$
\mu \left( \left\{ (x,t) \in R^{n+1}_{++}: \sum_{j} |Tf_j(x,t)|^q > \lambda^q \right\} \right) \leq C \lambda \int_{R^{n}} \left( \sum_{j} |f_j(x)|^q \right)^{1/q} dx \quad (1 < q < \infty).
$$

If we take $\varphi(x) = P(x) = c_n(|x|^2 + 1)^{-(n+1)/2}$, then $\Phi(x,t) = P(x,t)$ and
Theorem 6 gives

COROLLARY 1. The Poisson integral verifies vector-valued inequalities \( (1) \) and \( (1') \) for \( 1 < p = q < \infty \) and \( q = 1 \), respectively, \( \mu \) being a Carleson measure and \( 1 < r < \infty \).

PROOF OF THEOREM 6. Let us check that the operator \( T \) satisfies the hypothesis of Theorem 1.

It is clear that \( T \) maps \( L^{n/\alpha}(dx) \) into \( L^\infty(d\mu) \) since

\[
|Tf(x,t)| \leq \|f\|_{L^{n/\alpha}(dx)} \|\varphi\|_{L^{(n/\alpha)'}(dx)}.
\]

On the other hand, an advanced calculus computation shows that

\[
|\nabla \Phi(x,t)| \leq \frac{C}{(|x| + t)^{n+1-\alpha}}
\]

and then the kernel \( K(x, y, t) = \Phi(x - y, t) \) of the operator \( T \) verifies condition (b) of Theorem 1 since for \( y, y' \in \mathbb{R}^n \)

\[
\int_{|x-y'|+t>2|x-y'|} |K(x, y, t) - K(x, y', t)|^s \, d\mu(x, t)
\]

\[
\leq C \int_{|x-y'|+t>2|x-y'|} \frac{|y - y'|^s}{(|x - y'| + t)^{(n+1-\alpha)s}} \, d\mu(x, t)
\]

and if \( Q \) is a cube in \( \mathbb{R}^n \) with center in \( y' \) and such that \( y \in Q \), then the last expression is less than

\[
C|Q|^{s/n} \int_{|x-y'|+t>2|Q|^{1/n}} \frac{d\mu(x, t)}{(|x - y'| + t)^{(n+1-\alpha)s}}.
\]

Now, the procedure in the last part of the proof of Theorem 3 can be repeated and so the above expression is less than

\[
|Q|^{s/n} \sum_j \frac{\mu(2^{j+1}Q)}{(2^j|Q|^{1/n})^{(n+1-\alpha)s}} \leq C \sum_j \frac{1}{2^{js}} \frac{\mu(2^{j+1}Q)}{|2^{j+1}Q|^{(1-\alpha/n)s}} \leq C.
\]

Therefore the first assertions in Theorem 6 are obtained as a consequence of Theorem 1.

To finish the proof observe that in case \( \alpha = 0 \) the inequalities (13) and (14) tell us that the hypotheses of Theorem 2 are fulfilled.

In our context the following theorem is parallel to a maximal theorem due to F. Zo (see [11]).

THEOREM 7. Let \( \alpha \) be given, \( 0 \leq \alpha < n \) and \( 0 < 1/s \leq 1 - \alpha/n \). Let \( \mu \) be a generalized Carleson measure on \( \mathbb{R}^{n+1}_+ \) of order \( s(1-\alpha/n) \) and \( \varphi \) a measurable function in \( \mathbb{R}^{n+1}_+ \) such that:

(a) \[ \int_{\mathbb{R}^n} |\varphi(x, t)|^{n/(n-\alpha)} \, dx \leq A < \infty \quad \forall t \geq 0, \]

(b) \[ \int_{|x-y'|+t>2|x-y'|} \frac{1}{\delta^{n-\alpha}} \left| \varphi \left( \frac{x-y}{\delta}, \frac{t}{\delta} \right) - \varphi \left( \frac{x-y'}{\delta}, \frac{t}{\delta} \right) \right|^s \, d\mu(x, t) < \infty \]

for \( y, y' \in \mathbb{R}^n \).
Then the operator

\[ M_\varphi f(x,t) = \sup_{\delta > 0} \left| \frac{1}{\delta^{n-\alpha}} \int_{\mathbb{R}^n} \varphi \left( \frac{x-y}{\delta} \cdot \frac{t}{\delta} \right) f(y) \, dy \right| \]

is bounded from \( L^p(dx) \) into \( L^q(dm) \) for \( 1/p = (\alpha/n) + (s/q)(1 - \alpha/n) \), \( s < q < \infty \), and from \( L^1(dx) \) into weak-\( L^s(dm) \).

Moreover if \( \alpha = 0 \), \( s = 1 \) and \( \varphi \) verifies

(b') \( |\nabla \varphi(x,t)| \leq C/(|x| + t)^{n+1} \),

then the following vector-valued inequalities hold:

\[ \left\| \left( \sum_j |M_\varphi f_j|^q \right)^{1/q} \right\|_{L^p(dm)} \leq C \left\| \left( \sum_j |f_j|^q \right)^{1/q} \right\|_{L^p(dx)} \quad (1 < p, q < \infty) \]

and

\[ \mu \left( \left\{ (x,t) \in \mathbb{R}^{n+1}_+ : \sum_j |M_\varphi f_j(x,t)|^q > \lambda^q \right\} \right) \leq C \lambda \int_{\mathbb{R}^n} \left( \sum_j |f_j(x)|^q \right)^{1/q} \, dx \quad (1 < q < \infty). \]

Before proving Theorem 7 we state and prove two corollaries.

**Corollary 2.** The maximal operator \( M_\varphi \) defined in the introduction verifies inequalities (1) and (1') for \( 1 < p = q < \infty \) and \( q = 1 \), respectively, \( \mu \) being a Carleson measure and \( 1 < r < \infty \).

**Corollary 3.** For \( 0 < \alpha < n \) and \( 0 < 1/s \leq 1 - \alpha/n \), the maximal operator \( M_\alpha \) is bounded from \( L^p(dx) \) into \( L^q(dm) \) for \( 1/p = (\alpha/n) + (s/q)(1 - \alpha/n) \), \( s < q < \infty \), and from \( L^1(dx) \) into weak-\( L^s(dm) \), \( \mu \) being a generalized Carleson measure of order \( s(1 - \alpha/n) \).

The proof of both corollaries is the same and consists in taking a function \( \varphi_\alpha \) in \( \mathbb{R}^{n+1}_+ \) such that if \( Q_0 \) is the unit cube in \( \mathbb{R}^{n+1}_+ \), then

\[ \chi_{Q_0} \leq \varphi_\alpha \leq \chi_{2Q_0} \]

and

\[ |\nabla \varphi_\alpha(y)| \leq C|y|^{\alpha-n-1} \text{ for all } y \in \mathbb{R}^{n+1}_+ \setminus \{0\} \]

(in case \( 0 < \alpha < n \), it is easy to see that this fact implies condition (b) of Theorem 7 for \( \varphi_\alpha \)). Now, observe that \( M_\alpha f(x,t) \leq M_\varphi f(x,t) \) for \( (x,t) \in \mathbb{R}^{n+1}_+ \) and apply Theorem 7.

**Proof of Theorem 7.** Let \( S \) be the linear operator defined by

\[ Sf(x,t) = \left\{ \frac{1}{\delta^{n-\alpha}} \int_{\mathbb{R}^n} \varphi \left( \frac{x-y}{\delta} \cdot \frac{t}{\delta} \right) f(y) \, dy \right\}_{\delta > 0}. \]

By (a) it is clear that \( S \) is bounded from \( L^{n/\alpha}(dx) \) into \( L^{\infty}_m(dm) \), moreover \( S \) is given by a \( \mathcal{L}(C, l^{\infty}) \cong l^{\infty} \)-valued kernel

\[ K(x,y,t) = \left\{ \frac{1}{\delta^{n-\alpha}} \varphi \left( \frac{x-y}{\delta} \cdot \frac{t}{\delta} \right) \right\}_{\delta > 0}. \]
Condition (b) says that Theorem 1 can be applied to S. Moreover, condition (b') says that for 
\[ |x' - y'| + t > 2|y - y'| \]
\[ \frac{1}{\delta^n} \left| \varphi \left( \frac{x - y}{\delta}, t \right) - \varphi \left( \frac{x - y'}{\delta}, t \right) \right| \leq \frac{C}{\delta^n (|x - y'| + t)^{n+1}} \frac{|y - y'|}{|x - y'| + t} \]
\[ \leq C \frac{|y - y'|}{(|x - y'| + t)^{n+1}}. \]

In particular this means that
\[ \|K(x, y, t) - K(x, y', t)\|_{L^\infty} \leq C \frac{|y - y'|}{(|x - y'| + t)^{n+1}} \quad \text{for} \quad |x - y'| + t > 2|y - y'|. \]

So Theorem 2 applies to S.

The proof is finished by observing that \( M \varphi f = \|Sf\|_{L^\infty} \).

The results in Corollary 3 can be improved, in fact a vector-valued version is true. This will be a consequence of the following

**PROPOSITION.** Let \( 0 < \alpha < n \) and \( 0 < 1/s < 1 - \alpha/n \). Let \( \mu \) be a generalized Carleson measure of order \( s(1 - \alpha/n) \) and \( r, 1 \leq r \leq \infty \). Then the generalized fractional integral of order \( \alpha, T_\alpha \), defined in the introduction verifies the following inequalities:

(i)
\[ \left\{ \int_{\mathbb{R}^{n+1}} \left( \sum_j |T_\alpha f_j(x,t)|^r \right)^{q/r} d\mu(x,t) \right\}^{1/q} \leq C \left\{ \int_{\mathbb{R}^n} \left( \sum_j |f_j(x)|^r \right)^{p/r} dx \right\}^{1/p} \]

for \( 1/p = (\alpha/n) + (s/q)(1 - \alpha/n), \ s < q < \infty. \)

(ii)
\[ \mu \left( \left\{ (x,t) \in \mathbb{R}^{n+1}_+; \sum_j |T_\alpha f_j(x,t)|^r > \lambda^r \right\} \right) \leq \frac{C}{\lambda^q} \left\{ \int_{\mathbb{R}^n} \left( \sum_j |f_j(x)|^r \right)^{1/r} dx \right\}^q. \]

**COROLLARY 4.** The same inequalities are true for the maximal operator \( M_\alpha \).

For the proof of the corollary observe that
\[ M_\alpha f(x, t) \leq C \cdot T_\alpha f(x, t), \quad (x, t) \in R^{n+1}_+. \]

**PROOF OF THE PROPOSITION.** The idea is to check that Theorem 5 can be applied. This will be true because of the following lemma.
LEMMA. Let \( \alpha \) be given, \( 0 < \alpha < n \). Then for any \( \varepsilon > 0 \) with \( 0 < \alpha - \varepsilon < \alpha + \varepsilon < n \) there exists a constant \( C_\varepsilon \) such that
\[
T_\alpha f(x, t) \leq C_\varepsilon (M_{\alpha+\varepsilon}f(x, t) \cdot M_{\alpha-\varepsilon}f(x, t))^{1/2}, \quad (x, t) \in \mathbb{R}^{n+1}_+.
\]

Taking the lemma for granted and verifying \( p_0 \) and \( q_0 \):

\[
1/p_0 = (\alpha/n) + (s/q_0)(1 - \alpha/n), \quad s < q_0 < \infty,
\]
choose \( q_\varepsilon \) and \( \bar{q}_\varepsilon \) given by
\[
q_\varepsilon \left(1 - \frac{\alpha - \varepsilon}{n}\right) = q_0 \left(1 - \frac{\alpha}{n}\right), \quad \bar{q}_\varepsilon \left(1 - \frac{\alpha + \varepsilon}{n}\right) = q_0 \left(1 - \frac{\alpha}{n}\right).
\]
Observe that
\[
q_\varepsilon < q_0 < \bar{q}_\varepsilon \quad \text{and} \quad (q_0/2q_\varepsilon) + (q_0/2\bar{q}_\varepsilon) = 1.
\]

Then Hölder's inequality says that
\[
\int_{\mathbb{R}^{n+1}_+} |T_\alpha f(x, t)|^{q_0} \, d\mu(x, t)
\leq C_\varepsilon \int_{\mathbb{R}^{n+1}_+} |M_{\alpha+\varepsilon}f(x, t) \cdot M_{\alpha-\varepsilon}f(x, t)|^{q_0/2} \, d\mu(x, t)
\leq C_\varepsilon \left(\int_{\mathbb{R}^{n+1}_+} M_{\alpha+\varepsilon}f(x, t)^{\bar{q}_\varepsilon} \, d\mu(x, t)\right)^{q_0/2\bar{q}_\varepsilon}
\cdot \left(\int_{\mathbb{R}^{n+1}_+} M_{\alpha-\varepsilon}f(x, t)^{q_\varepsilon} \, d\mu(x, t)\right)^{q_0/2q_\varepsilon}
\]
and by Corollary 3 this is less than
\[
C_\varepsilon \left(\int_{\mathbb{R}^n} |f(x)|^{p_0} \, dx\right)^{q_0/2p_0} \left(\int_{\mathbb{R}^n} |f(x)|^{p_0} \, dx\right)^{q_0/2p_0} = C_\varepsilon \|f\|_{L^{p_0}(dx)}^{q_0},
\]

On the other hand the computations in the proof of Theorem 6 can be reproduced to see that the kernel of \( T_\alpha \) satisfies condition (b) of Theorem 5.

Therefore \( T_\alpha \) maps \( L^p(dx) \) into \( L^q(d\mu) \) for \( 1/p = (\alpha/n) + (s/q)(1 - \alpha/n), s < q < \infty \), and \( L^1(dx) \) into weak-\( L^s(d\mu) \).

To obtain the required vector-valued inequalities it is a well-known fact that if \((\Omega, A, m)\) is an arbitrary measure space, \( B \) is a Banach space and \( T \) is a positive linear operator acting on measurable functions (i.e. if \( f \geq 0 \), then \( Tf \geq 0 \)), then for any nice \( B \)-valued function \( f \), let us say \( f \in B \otimes L^p(\Omega, A, m) \), the following pointwise inequality is true:

\[
\|Tf(x)\|_B \leq T(\|f\|_B)(x), \quad x \in \Omega.
\]

Taking \( T = T_\alpha \) and \( B = l^r \) in (17), one obtains the vector-valued inequalities stated in the proposition.

PROOF OF THE LEMMA. We follow [10 and 2]. Given \( (x, t) \in \mathbb{R}^{n+1}_+ \) and \( \varepsilon > 0, 0 < \alpha - \varepsilon < \alpha + \varepsilon < n \), we choose \( \delta \) such that
\[
\delta^{2\varepsilon} = M_{\alpha+\varepsilon}f(x, t) \cdot (M_{\alpha-\varepsilon}f(x, t))^{-1}.
\]
Now we put
\[
T_\alpha f(x,t) = c_n \int_{|z-y|+t<\delta} \frac{f(y)}{(|x-y|+t)^{n-\alpha}} \, dy \\
+ c_n \int_{|z-y|+t>\delta} \frac{f(y)}{(|x-y|+t)^{n-\alpha}} \, dy = I_1 + I_2.
\]

Let \( R_i \) and \( B_i \) \((i \in \mathbb{Z})\) be the sets
\[
R_i = \{ y \in \mathbb{R}^n : 2^{-i-1}\delta < |x-y| + t < 2^{-i}\delta \}, \\
B_i = \{ y \in \mathbb{R}^n : |x-y| < 2^{-i}\delta \}.
\]

Observe that if \( t > \delta \), then \( I_1 = 0 \) and in any case
\[
|I_1| \leq C \sum_{i=0}^{\infty} \int_{R_i} (2^{-i-1}\delta)^{-n+\alpha} |f(y)| \, dy \\
\leq C \sum_{i=0}^{\infty} \frac{1}{(2^{-i}\delta)^{n-\alpha}} \int_{B_i} |f(y)| \, dy \\
\leq C \sum_{i=0}^{\infty} (2^{-i}\delta)^{\epsilon} \frac{1}{(2^{-i}\delta)^{n-\alpha+\epsilon}} \int_{B_i} |f(y)| \, dy \\
\leq C \delta^{\epsilon} M_{\alpha+\epsilon} f(x,t).
\]

Analogously
\[
|I_2| \leq C \sum_{i=1}^{\infty} (2^i\delta)^{-\epsilon} \frac{1}{(2^{i}\delta)^{n-\alpha-\epsilon}} \int_{B_{-i}} |f(y)| \, dy \\
\leq C' \delta^{-\epsilon} M_{\alpha+\epsilon} f(x,t),
\]
and so with the above election of \( \delta \) the lemma is proved.

REMARKS. 1. The Poisson integral is a linear positive operator. Then any vector-valued extension can be obtained from (17).
2. The linearity of the operator is essential in (17). This can be released with the following example:

Take the sequence of functions \( f_j = \chi_{[2^{-j-1},2^{-j}]} \) on \( R \). Let \( T \) be the standard Hardy-Littlewood maximal operator and let \( q, 1 \leq q < \infty \), be given. For \( B = l^q \) inequality (17) means
\[
T \left( \left( \sum_{j=0}^{\infty} |f_j|^q \right)^{1/q} \right)(x) \geq \left( \sum_{j=0}^{\infty} |T f_j(x)|^q \right)^{1/q}
\]
and this is
\[
T(\chi_{[0,1]})(x) \geq \left( \sum_{j=0}^{\infty} |T f_j(x)|^q \right)^{1/q}.
\]
That is false in \( x = 0 \); moreover when \( x \) increases to zero the left-hand side remains bounded while the right-hand side tends to infinity.
3. The translation invariance of this operator is the first variable that makes it possible to obtain mixed norm estimates in some particular case. This will be
considered in a forthcoming paper but we can state the following example of mixed norms:

If $\mu$ is a Carleson measure on $\mathbb{R}^2$, then the following mixed norm estimate is true:

$$\left( \int \left( \int \cdots \left( \int |Mf(x_1, \ldots, x_n, t)|^{p_1} \, dx_1 \right)^{p_2/p_1} \, dx_2 \cdots \left( \int |Mf(x_1, \ldots, x_n)|^{p_1} \, dx_1 \right)^{p_2/p_1} \, dx_2 \cdots \right)^{p_n/p_{n-1}} \, d\mu(x_n, t) \right)^{1/p_n}$$

$$\leq C \left( \int \left( \int \cdots \left( \int |f(x_1, \ldots, x_n)|^{p_1} \, dx_1 \right)^{p_2/p_1} \, dx_2 \cdots \left( \int |f(x_1, \ldots, x_n)|^{p_1} \, dx_1 \right)^{p_2/p_1} \, dx_2 \cdots \right)^{p_n/p_{n-1}} \, dx_n \right)^{1/p_n},$$

$1 < p_i < \infty$, $i = 1, \ldots, n$.

5. **Some weighted norm inequalities.** The main theorem in this part is the following

**Theorem 8.** Let $p, q$ be given, $1 \leq p \leq q < \infty$, $0 \leq \alpha < n$. Then the following are equivalent:

(i) The operator $M_\alpha$ is bounded from $L^p(du)$ into weak-$L^q(d\mu)$.

(ii) The pair $(\mu, \omega)$ satisfies condition $C_{q, p, \alpha}$ (see §2).

The idea of the proof we shall give is taken from the proof of the corresponding dyadic theorem; in order to state it we define

$$N_\alpha f(x, t) = \sup_Q \left\{ \frac{1}{|Q|^{1-\alpha/n}} \int_Q |f(y)| \, dy \right\} \quad (x \in \mathbb{R}^n, \ t \geq 0),$$

where the supremum is taken over the dyadic cubes $Q$ (i.e. cubes of the form $\prod_{i=1}^n [x_i, x_i + 2^k]$, where $x \in 2^k \mathbb{Z}^n$, $k \in \mathbb{Z}$) in $\mathbb{R}^n$ containing $x$ and have side length at least $t$.

We shall say that the pair $(\mu, \omega)$ satisfies dyadic $C_{q, p, \alpha}$ if condition (2) is only fulfilled for dyadic cubes $Q$ in $\mathbb{R}^n$.

**Dyadic Theorem 8.** Let $p, q$ be given, $1 \leq p \leq q < \infty$, $0 \leq \alpha < n$. Then the following are equivalent:

(i) The operator $N_\alpha$ is bounded from $L^p(dw)$ into weak-$L^q(d\mu)$.

(ii) The pair $(\mu, \omega)$ satisfies dyadic $C_{q, p, \alpha}$.

The proof of (i) $\Rightarrow$ (ii) is the same in both theorems; we write it for the dyadic case.

It is clear that

$$\hat{Q} \subset \left\{ (x, t) \in R_{t+1}^n : N_\alpha f(x, t) \geq \frac{1}{|Q|^{1-\alpha/n}} \int_Q |f(y)| \, dy \right\}.$$

Then taking $f = \chi_{Q'} \omega^{-p'/p}$ in the $p > 1$ case and $f = \chi_{Q'} \omega^{-1}$ with $Q' \subset Q$ in the $p = 1$ case (let $Q'$ tend to $x$), the use of hypothesis (i) gives (ii).

**Proof of (ii) $\Rightarrow$ (i). Dyadic case.** It is enough to prove that $N_\alpha^R$ is bounded from $L^p(dw)$ into weak-$L^q(d\mu)$ with bound independent of $R$ and $N_\alpha^R$ the operator defined by

$$N_\alpha^R f(x, t) = \sup_Q \left\{ \frac{1}{|Q|^{1-\alpha/n}} \int_Q |f(y)| \, dy \right\} \quad (x \in \mathbb{R}^n, \ t \geq 0),$$
where the supremum is taken over the dyadic cubes in \( R^n \) containing \( x \) and have side length bigger than \( t \) but smaller than \( R \).

The bound \( R \) for the side length of the cubes permits us to make a standard maximality argument and prove that for each \( \lambda > 0 \) there exists a family \( \{Q_j\} \) of dyadic cubes in \( R^n \) such that

\[
E_\lambda = \{(x, t) \in R_{n+1}^+: M_{\alpha}^R f(x, t) > \lambda \} = \bigcup Q_j,
\]

(19)

The interiors of \( \tilde{Q}_j \) are disjoints,

(20)

\[
\frac{1}{|Q_j|^{1-\alpha/n}} \int_{Q_j} |f(y)| \, dy > \lambda.
\]

(21)

Then

\[
\mu \left( \{(x, t) \in R_{n+1}^+: M_{\alpha}^R f(x, t) > \lambda \} \right) = \sum_j \mu(\tilde{Q}_j)
\]

\[
\leq \sum_j \frac{\mu(\tilde{Q}_j)}{\lambda^q} \cdot \frac{1}{|Q_j|^{(1-\alpha/n)q}} \left( \int_{Q_j} |f(y)| \, dy \right)^q.
\]

In the \( p = 1 \) case the condition \( C_{q,1,\alpha} \) gives directly that this is less than

\[
\frac{C}{\lambda^q} \sum_j \int_{Q_j} |f(y)| \omega(y) \, dy \leq \frac{C}{\lambda^q} \left( \int_{R^n} |f(y)| \omega(y) \, dy \right)^q.
\]

In the other case, \( p > 1 \), Hölder’s inequality says that \( \mu(E_\lambda) \) is less than

\[
\frac{1}{\lambda^q} \sum_j \mu(\tilde{Q}_j) \frac{1}{|Q_j|^{(1-\alpha/n)q}} \left( \int_{Q_j} |f(y)|^p \omega(y) \, dy \right)^{q/p} \left( \int_{Q_j} \omega^{-p'/p} \, dx \right)^{q/p'}
\]

\[
\leq \frac{C}{\lambda^q} \left( \int_{R^n} |f(x)|^p \omega(x) \, dx \right)^{q/p},
\]

where condition \( C_{q,p,\alpha} \) and the fact \( p \leq q \) have been used.

**Proof of (ii) \( \Rightarrow \) (i). Nondyadic case.** The proof can be done as in the dyadic case if we prove the following

**Lemma.** Given \( 0 < \lambda < \infty \), there exists a sequence of cubes \( \{Q_k\} \) in \( R^n \) such that:

\((i)\)

\[
\{(x, t) \in R^+_{n+1}: M_{\alpha}^R f(x, t) > \lambda \} \subset \bigcup_k \tilde{Q}_k,
\]

\((ii)\)

\[
\frac{1}{|Q_k|^{1-\alpha/n}} \int_{Q_k} |f(y)| \, dy > c\lambda
\]

(where \( c \) is a positive constant depending only on \( \alpha \) and \( n \)).

\((iii)\) The sequence \( \{\tilde{Q}_k\} \) can be distributed in \( N \) (number depending on the dimension \( n \)) families of cubes with disjoint interiors.

\( (Here, M_{\alpha}^R \) has obvious meaning.)
Proof of the Lemma. Let \( \mathcal{M}_\alpha f(x,t) \) be the noncentered maximal function, i.e., the supremum in the definition of \( \mathcal{M}_\alpha \) is taken over all the cubes containing \( x \). Analogously we define \( \mathcal{M}_\alpha^R \).

The existence of constants \( c_n \) and \( k_n \) independent of \( R \) and bigger than 1 is clear, such that

\[
(22) \quad \mathcal{M}_\alpha^R f(x,t) \leq \mathcal{M}_\alpha f(x,t) \leq c_n \mathcal{M}_\alpha^{k_n R} f(x,t), \quad (x,t) \in \mathbb{R}_{+}^{n+1}.
\]

Let \( f_\alpha^*(R) \) be the standard centered fractional maximal operator truncated at \( R \), i.e.

\[
f_\alpha^*(R) = \sup_Q \left\{ \frac{1}{|Q|^{1-\alpha/n}} \int_Q |f(y)| \, dy \right\}, \quad x \in \mathbb{R}^n,
\]

where the supremum is taken over cubes in \( \mathbb{R}^n \) centered at \( x \), with sides parallel to the axes and have side length less than \( R \).

We define the following sets:

\[ E^R = \{(x,t) \in \mathbb{R}_{+}^{n+1} : M_\alpha f(x,t) > \eta \}, \]
\[ A^R = \{x \in \mathbb{R}^n : f_\alpha^*(R) > \eta \}. \]

For \( x \in A^R \) let \( t(x,\eta,R) = \sup \{t : (x,t) \in E^R \} \); then the following statements are obvious:

(a) \( t(x,\eta,R) \leq R; x \in \mathbb{R}^n, \eta > 0. \)

(b) If \( Q(x,\eta,R) \) is the cube centered at \( x \) and with radius \( t(x,\eta,R) \), then

\[
\frac{1}{|Q(x,\eta,R)|^{1-\alpha/n}} \int_{Q(x,\eta,R)} |f(y)| \, dy > \eta.
\]

(c) \( A^R \subset \bigcup_{x \in A^R} Q(x,\eta,R) \).

A standard application of Besicovitch’s covering lemma says that there exists a sequence \( \{x_k\} \) such that

\[
A^R \subset \bigcup_k Q(x_k,\eta,R) = \bigcup_k Q_k
\]

and the family \( \{Q_k\} \) can be distributed in \( N \) disjoint subfamilies (\( N \) depending only on \( n \)).

Then the lemma will be proved if we show

\[
E^R_\lambda \subset \bigcup_k Q(x_k,c_n^{-1} \lambda, k_n R).
\]

Let \( (x,t) \in E^R_\lambda \subset E_{c_n^{-1} \lambda}^{k_n R} \), in particular

\[
x \in A_{c_n^{-1} \lambda}^{k_n R} \subset \bigcup_k Q(x_k,c_n^{-1} \lambda, k_n R)
\]

and then there exists a \( k \) such that

\[
x \in Q(x_k,c_n^{-1} \lambda, k_n R).
\]
If \((x,t) \notin Q(x_k, c_1^{-1} \lambda, k_n R)\), then \(t > t(x_k, c_1^{-1} \lambda, k_n R)\) and this would say that \(x_k\) is in any cube, \(Q(x; s)\), centered at \(x\) and with radius \(s \geq t\), therefore

\[
M^R_\alpha f(x, t) = \overline{M}^R_\alpha f(x_k, t).
\]

Now using (22) and the fact that \((x,t) \in E^R_\lambda\) we have

\[
\lambda < c_n M^R_\alpha f(x_k, t),
\]

which is a contradiction to the definition of \(t(x_k, c_1^{-1} \lambda, k_n R)\).

**Remarks.** 1. The case \(\alpha = 0\) has already been considered in [7] where a different proof was given.

2. In order to prove that conditions \(C_{q,p,\alpha}\) and \(C_{q,1,\alpha}\) are necessary we have assumed that \(\omega^{-p'/p}\) and respectively \(\omega^{-1}\) are locally integrable; this can be done because in the other case (i) fails; in fact: If \(\int Q \omega^{-p'/p}(x) \, dx = \infty\), then \(\int Q \omega^{-p'/p}(x) \, dx = \int Q \omega^{-p'}(x) \omega(x) \, dx = \infty\) and this will imply the existence of \(g \in L^p(Q; \omega(x) \, dx) \subset L^p(\omega(x) \, dx)\) such that \(\int g(x) \omega^{-1}(x) \omega(x) \, dx = \infty\) and then \(M_\alpha g(x, t) = \infty\) for \((x,t) \in R^{n+1}_+\).

If \(\int Q \omega^{-1}(x) \, dx = \infty\) this will say that \(M_\alpha(\chi_Q \omega^{-1}) \equiv \infty\) and \(\chi_Q \omega^{-1} \in L^1(\omega)\) which is a contradiction to (i).

3. If \(t = 0\), then \(T_\alpha f(x, 0)\) and \(M_\alpha f(x, 0)\) are respectively the usual fractional integral \(I_\alpha f\) and the maximal fractional operator \(f_\alpha^*\) in \(R^n\). In this case taking \(d\mu(x, t) = u(x) \, dx \otimes \delta_0(t)\) we have some necessary and sufficient condition in the pair of weights \((u, \omega)\) for the weak boundedness of the operator \(f_\alpha^*\). The case in which \((1/q) = (1/p) - (\alpha/n)\) and \(u^{1/q} = \omega^{1/p}\) has been treated in [4]. The case in which \(p = q\) for different weights and strong boundedness has been considered in [9].

4. The maximal operator \(M_\alpha\) can be defined with respect to any doubling measure \(\sigma\) on \(R^n\), i.e.

\[
M_\alpha f(x, t) = \sup_Q \left\{ \frac{1}{\sigma(Q)} \int_Q |f(y)| \, d\sigma(y) \right\}
\]

and, as Besicovitch’s lemma remains valid, all the results in §5 are true substituting the Lebesgue measure for the measure \(\sigma\).

In particular, for \(\alpha = 0, \omega \equiv 1\) and \(\sigma\) doubling, Theorem 8 gives as a consequence the following well-known lemma about Carleson measures:

**Lemma 1.** Let \(\mu\) and \(\sigma\) be nonnegative measures on \(R^{n+1}_+\) and \(R^n\) respectively such that \(\sigma\) is doubling and \(\mu(\bar{Q}) \leq C\sigma(\bar{Q})^{q/p}\) for \(q \geq p\). Then

\[
\mu \left( \{(x,t) \in R^{n+1}_+ : |f(x,t)| > \lambda \} \right) \leq \frac{C}{\lambda^q} \left( \int_{R^n} N(f)(x) \, d\sigma(x) \right)^{q/p}.
\]

Here \(N(f)(x)\) is the nontangential maximal function

\[
N(f)(x) = \sup_{(z,t) \in \Gamma(x)} |f(z,t)|,
\]

where \(\Gamma(x)\) is the cone \(\{(z,t) \in R^{n+1}_+ : |x - z| < at\}\) with vertex \(x\) and aperture \(a\).

The proof of the lemma is given by the inequality

\[
|f(x,t)| \leq CM(Nf)(x,t), \quad (x,t) \in R^{n+1}_+.
\]

This inequality allows us to state the following generalization of Lemma 1:
LEMMA 2. Let $\mu, \nu, \sigma$ be nonnegative measures on $\mathbb{R}^{n+1}$, $\mathbb{R}^n$ and $\mathbb{R}^n$ respectively such that $\sigma$ is doubling, $\nu$ is absolutely continuous with respect to $\sigma$ and such that for any cube $Q$ in $\mathbb{R}^n$

$$
\mu(Q) \left( \frac{1}{\sigma(Q)} \int_Q \left( \frac{d\nu(x)}{d\sigma} \right)^{1-p'} d\sigma(x) \right)^{q/p'} \leq C \sigma(Q)^{q/p}.
$$

Then

$$
\mu(\{(x,t) \in \mathbb{R}^{n+1}: |f(x,t)| > \lambda\}) \leq \frac{C}{\lambda^q} \left( \int_{\mathbb{R}^n} (N(f)(x))^p d\nu(x) \right)^{q/p}.
$$

5. The lemma stated in §4 allows us to obtain some weighted norm inequalities for the operator $T_\alpha$ and then by inequality (17) some vector-valued inequalities with weights.

In our opinion the main applications of this kind of inequality would be in the theory of Besov-Lizorkin-Triebel spaces (see [3]); this will be considered in a forthcoming paper.
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