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Abstract. We study the range transformations $\text{Op}_p(A, \text{Re} B)$ and $\text{Op}(A, B)$ for Banach function algebras $A$ and $B$. As a special instance, the harmonicity of functions in $\text{Op}(A, \text{Re} A)$ for a nontrivial function algebra $A$ is established and is compared with previous investigations of $\text{Op}(A_0, A)$ and $\text{Op}((\text{Re} A), (\text{Re} A))$ for an interval $I$. In §2 we present some results on $\text{Op}(A, B)$ and use them to show that functions in $\text{Op}_p(A_0, B)$ are analytic for certain Banach function algebras.

Introduction. We say that $A$ is a Banach function algebra on a compact Hausdorff space $X$ if $A$ is a unital subalgebra of $C(X)$ which is a Banach algebra with the norm $N_A(\cdot)$ such that $A$ separates the points of $X$. A function algebra on $X$ is a Banach function algebra on $X$ with the uniform norm as the Banach algebra norm. We denote by $\|\cdot\|_Y$ the uniform norm on a subset $Y$ of $X$. If $E$ is a normed space, we denote by $\hat{E}$ the set of all bounded sequences in $E$. If $A$ is a Banach function algebra, then $\hat{A}$ is a unital Banach algebra lying in $C(\hat{X})$, where $\hat{X}$ is the Stone-Čech compactification of the direct product $X \times N$ of the discrete space $N$ of all positive integers and $X$, with the Banach algebra norm $\hat{N}_A(\hat{f}) = \sup\{N_A(f_n): n = 1, 2, \ldots\}$ for $\hat{f} = (f_n)$ in $\hat{A}$. In this paper we denote Banach function algebras on a compact Hausdorff space $X$ by $A$ or $B$ unless we mention it.

Definition 1. We say that $A$ is ultraseparating if $A$ separates the points of $\hat{X}$. Definition 2. Let $x$ be a point in $X$. We denote:

$$A_x = \{ f \in A : f(x) = 0 \},$$

$$Q(A_x) = \{ \hat{x} \in \hat{X} : \hat{f}(\hat{x}) = 0 \forall \hat{f} \in A_x \},$$

$$F_x = \bigcap_{\alpha} (G_{a} \times N)^-,$$

where $G_{a}$ varies over all the compact neighborhoods of $x$ and $(G_{a} \times N)^-$ is the closure of $G_{a} \times N$ in $\hat{X}$.

$A_x$ is closed in $A$ since $\|\cdot\|_X \leq N(\cdot)$ for every Banach function algebra $A$ on $X$. We also remark that $(G_{a} \times N)^-$ is homeomorphic to $G_{a}$ by the definition of the Stone-Čech compactification. For each $p$ in $\hat{X}$, the functional $f \mapsto (f)(p)$ on $C(X)$
is linear and multiplicative, where \((f)\) denotes the element \((f, f, \ldots)\) in \((C(X))^- = C(\tilde{X})\), so there is a unique \(x_p\) in \(X\) such that \(f(x_p) = (f)(p)\) for all \(f\) in \(C(X)\).

**Lemma 1.** We have \(F_x = \{ p \in \tilde{X} \colon x_p = x \}\) for every \(x\) in \(X\), and \(\tilde{X} = \bigcup_{x \in X} F_x\) is a disjoint union.

**Proof.** Let \(q\) be in \(\{ p \in \tilde{X} \colon x_p = x \} \sim F_x\). Then there is a compact neighborhood \(G_a\) of \(x\) such that \(q \notin (G_a \times N)^-\). So we have \(q \in ((\text{Int} G_a)^c \times N)^-\) since \(\tilde{X} = (G_a \times N)^- \cup ((\text{Int} G_a)^c \times N)^-\), where \((\text{Int} G_a)^c\) is the complement of the interior of \(G_a\) in \(\tilde{X}\). Therefore we see that \(x = x_q\) is in \((\text{Int} G_a)^c\) which is a contradiction.

Conversely, let \(q\) be in \(F_x\); then \(x_q\) is in every compact neighborhood of \(x\), so we have \(x_q = x\). It is trivial that \(\tilde{X} = \bigcup F_x\) is a disjoint union.

**Lemma 2.** \(Q(A_x) \subset F_x\) for every \(x\) in \(X\).

**Proof.** Suppose that \(p\) is in \(Q(A_x) \sim F_x\). Then we have \(x_p \neq x\) by Lemma 1, so there exists an \(f\) in \(A_x\) such that \(f(x_p) \neq f(x) = 0\). It follows that \((f)(p) = f(x_p) \neq f(x) = 0\), which contradicts \(p \in Q(A_x)\).

**Lemma 3.** \(A\) is ultraseparating if and only if \(A\) separates the points of \(F_x\) for every \(x\) in \(X\).

**Proof.** Let \(p\) and \(q\) be different points in \(\tilde{X}\). Suppose that \(p\) is in \(F_x\) and \(q\) is in \(F_y\) for different points \(x\) and \(y\) in \(X\), so \(x_p = x\) and \(x_q = y\) by Lemma 1. Since \(A\) separates the points of \(X\), there is an \(f\) in \(A\) such that \(f(x) \neq f(y)\). We then have

\[
(f)(p) = f(x_p) \neq f(x_q) = (f)(q),
\]

so \(A\) separates \(p\) and \(q\).

**Lemma 4.** If \(A\) is ultraseparating, then we have \(Q(A_x) = (\{ x \} \times N)\) for every \(x\) in \(X\).

**Proof.** \(Q(A_x) \subset (\{ x \} \times N)^-\) is trivial by the definition. Suppose that \(\tilde{x} \in Q(A_x) \sim (\{ x \} \times N)^-\). We can choose a finite number of functions \(\tilde{f}_1 = (f_1^{(1)}), \tilde{f}_2 = (f_2^{(2)}), \ldots, \tilde{f}_n = (f_n^{(n)}), \tilde{g}_1 = (g_1^{(1)}), \tilde{g}_2 = (g_2^{(2)}), \ldots, \tilde{g}_n = (g_n^{(n)})\) in \(\tilde{A}\) such that

\[
|\tilde{f}_1| + |\tilde{f}_2| + \cdots + |\tilde{f}_n| - \left|\tilde{g}_1 + \tilde{g}_2 + \cdots + \tilde{g}_n\right| > \frac{1}{2} \text{ at } \tilde{x},
\]

\[
|\tilde{f}_1| + |\tilde{f}_2| + \cdots + |\tilde{f}_n| - \left|\tilde{g}_1 + \tilde{g}_2 + \cdots + \tilde{g}_n\right| < -\frac{1}{2} \text{ on } (\{ x \} \times N)
\]

by the Stone-Weierstrass theorem since \(\tilde{A}\) separates the points of \(\tilde{X}\). Then we have

\[
\tilde{f}_j(\tilde{x}) = (f_j^{(j)}(x))(\tilde{x}), \quad \tilde{g}_j(\tilde{x}) = (g_j^{(j)}(x))(\tilde{x})
\]
for every $j = 1, 2, \ldots, n$ because $\tilde{f}_j - (f_m^{(j)}(x))$ and $\tilde{g}_j - (g_m^{(j)}(x))$ are functions in $\tilde{A}_\chi$. So we see that

$$\left\{ \left| (f_m^{(1)}(x)) \right| + \left| (f_m^{(2)}(x)) \right| + \cdots + \left| (f_m^{(n)}(x)) \right| \right. $$

$$\left. - \left| (g_m^{(1)}(x)) \right| + \left| (g_m^{(2)}(X)) \right| - \cdots - \left| (g_m^{(n)}(x)) \right| \right\}(\tilde{x}) > \frac{1}{2}$$

and

$$\left\{ \left| f_k^{(1)}(x) \right| + \left| f_k^{(2)}(x) \right| + \cdots + \left| f_k^{(n)}(x) \right| \right. $$

$$\left. - \left| g_k^{(1)}(x) \right| - \left| g_k^{(2)}(x) \right| - \cdots - \left| g_k^{(n)}(x) \right| \right\} < -\frac{1}{2}$$

for every positive integer $k$, since $\tilde{f}_j((k, x)) = f_k^{(j)}(x)$ and $\tilde{g}_j((k, x)) = g_k^{(j)}(x)$ for every $j = 1, 2, \ldots, n$ and every positive integer $k$. The function

$$\left| (f_m^{(1)}(x)) \right| + \left| (f_m^{(2)}(x)) \right| + \cdots + \left| (f_m^{(n)}(x)) \right| $$

$$- \left| (g_m^{(1)}(x)) \right| - \left| (g_m^{(2)}(X)) \right| - \cdots - \left| (g_m^{(n)}(x)) \right|$$

in $C(\tilde{X})$ is negative on $\tilde{X}$ by (ii), a contradiction to (i). Therefore we conclude that $Q(A, \chi) \subset (\{x\} \times \mathbb{N})^{-}$.

**Definition 3.** Let $E$ and $F$ be subsets of $C(X)$ and let $D$ be a subset of the complex plane $C$. We denote by $\mathcal{O}(E_D, F)$ the set of all complex-valued functions $h$ on $D$ which satisfy that $zz \circ f$ is in $E$ for every $f$ in $E$ with range in $D$. We denote $\mathcal{O}^\circ(E_D, F) = \mathcal{O}(E_D, F) \cap C(D)$, where $C(D)$ is the set of all complex-valued continuous functions on $D$.

In [15] de Leeuw and Katznelson investigated the range transformation $\mathcal{O}(A_D, A)$ for a Banach function algebra $A$. They showed, for example, that $\mathcal{O}^\circ(A_D, A) = H(D) = \{ f \in C(D): f$ is analytic on $D \}$ for a nontrivial function algebra $A$ and the open unit disk $D$. Later Spraglin [17] removed the continuity of the operating function for the above result (cf. [1, 2, 10]). He in fact proved that $\mathcal{O}(A, A, A) = \mathcal{O}^\circ(A, A, A)$ for a function algebra on an infinite compact Hausdorff space and for a plane domain $Y$. Bernard and Dufresnoy showed $\tilde{z} \notin \mathcal{O}(A_D, A)$ for the case that $A$ is a nontrivial ultraseparating Banach function algebra. On the other hand, functions in $\mathcal{O}(\text{Re}A, \text{Re}A)$ for an interval $I$ were first studied by J. Wermer [18]. In [11 and 16] it was proved that the functions in $\mathcal{O}(\text{Re}A, \text{Re}A)$ are affine on $I$ for a nontrivial function algebra and an analogous result for a nontrivial ultraseparating Banach function algebra is given in [12]. The question of whether functions in $\mathcal{O}(\text{Re}A, \text{Re}A)$ are harmonic for a function algebra $A$ naturally follows from these theorems. In §1 we obtain a result on $\mathcal{O}(A, \text{Re}B)$ and we show, as a special instance, an affirmative answer to the question. The main emphasis in §2 will be on $\mathcal{O}(A, B)$. We show that $\mathcal{O}^\circ(A_D, B) = H(D)$ if and only if $A \subset B \neq C(X)$ in the case that $B$ is a function algebra on $X$ or $A$ is an ultraseparating Banach function algebra on $X$, which provides information on the question in [2]. We will also generalize a theorem of Bernard and Dufresnoy (cf. [6]).
1. Functions in $\text{Op}(A_D, \text{Re} B)$. In this section we study functions in a certain range transformation $\text{Op}(A_D, \text{Re} B)$.

Let $h$ be a complex-valued continuous function on the closed unit disk $D = \{z \in C: |z| \leq 1\}$ and $\Delta_\delta(w)$ a smoothing operator of class $C^\infty$ supported in $D_\delta = \{z \in C: |z| < \delta\}$, that is, $\Delta_\delta(w)$ is a nonnegative real-valued $C^\infty$ function on the complex plane $C$ supported in $D_\delta$ with integral 1. For $0 < \delta < \frac{1}{2}$, for $(z_1, z_2) \in \overline{D}_{1-\delta} \times \overline{D} = \{(z_1, z_2) \in C^2: |z_1| \leq 1 - \delta, |z_2| \leq 1\}$, and for $\alpha \in C$, put

$$h_\delta(z_1, z_2) = \iint h(z_1 - z_2 w) \Delta_\delta(w) \, dx \, dy,$$

$$H_\delta(z_1, z_2, \alpha) = \iint h(z_1 - z_2 w) |\alpha z_2|^2 \Delta(\Delta_\delta(w)) \, dx \, dy,$$

$$L_\delta(z_1, z_2, \alpha) = \iint h(z_1 - z_2 w) |\alpha z_2|^2 \Delta(\Delta_\delta(w)) \, dx \, dy,$$

where $\Delta$ denotes the Laplacian with respect to $x = \text{Re} w$ and $y = \text{Im} w$.

**Lemma 5.** Let $\Delta_1$ denote the Laplacian with respect to $\text{Re} z_1$ and $\text{Im} z_1$. If $0 < \delta < \frac{1}{2}$ and $M > 0$, then

$$|\alpha|^2 \Delta_1(h_\delta(z_1, z_2)|z_2|^2) = \begin{cases} |\alpha z_2|^2 \Delta_1(h_\delta(z_1, z_2)) & \text{if } z_2 \neq 0, \\ 0 & \text{if } z_2 = 0 \end{cases}$$

and the restriction of this function to $D_{1-2\delta} \times D \times D_M = \{(z_1, z_2, \alpha) \in C^3: |z_1| \leq 1 - 2\delta, |z_2| \leq 1, |\alpha| \leq M\}$ lies, for each $\gamma$ such that $0 < \gamma < 1/(2M)$, in $I_{8, M, \gamma}$, the uniformly closed subspace of $C(D_{1-2\delta} \times D \times D_M)$ generated by $\{h_\delta(z_1 - \beta \alpha z_2, z_2): \beta \in C, |\beta| < \delta \gamma\}$.

**Proof.** The equality is proven by direct computation, using difference quotients. As the small real number $t$ tends to 0 we have

$$\{h_\delta(z_1 + \alpha z_2^2 t, z_2) - h_\delta(z_1, z_2)\}/t \to H_\delta(z_1, z_2, \alpha)$$

uniformly on $D_{1-1.5\delta} \times D \times D_M$, and

$$\left\{ H_\delta(z_1 + \alpha z_2^2 t, z_2, \alpha) - H_\delta(z_1, z_2, \alpha) \right\}/t + \{ H_\delta(z_1 + i\alpha z_2^2 t, z_2, i\alpha) - H_\delta(z_1, z_2, i\alpha)\}/t \to L_\delta(z_1, z_2, \alpha)$$

uniformly on $D_{1-2\delta} \times D \times D_M$.

It follows successively that $H_\delta(z_1, z_2, \alpha)$, $H_\delta(z_1, z_2, i\alpha)$, and $L_\delta(z_1, z_2, \alpha)$ belong to $L_{8, M, \gamma}$, completing the proof.

The differential operators $\partial/\partial w$, $\partial/\partial \bar{w}$ ($w = x + iy$), $\partial/\partial z_1$, $\partial/\partial \bar{z}_1$ ($z_1 = x_1 + iy_1$) are defined by

$$\partial/\partial w = \frac{1}{2}(\partial/\partial x - i\partial/\partial y), \quad \partial/\partial \bar{w} = \frac{1}{2}(\partial/\partial x + i\partial/\partial y),$$

$$\partial/\partial z_1 = \frac{1}{2}(\partial/\partial x_1 - i\partial/\partial y_1), \quad \text{and} \quad \partial/\partial \bar{z}_1 = \frac{1}{2}(\partial/\partial x_1 + i\partial/\partial y_1).$$

**Lemma 6.** If $0 < \delta < \frac{1}{2}$ and $M > 0$, for $0 < \gamma < 1/(2M)$ the functions

$$a \partial/\partial z_1(h_\delta(z_1, z_2)|z_2|^2) = \begin{cases} a |z_2|^2 \partial/\partial z_1(h_\delta(z_1, z_2)) & \text{if } z_2 \neq 0, \\ 0 & \text{if } z_2 = 0 \end{cases}$$
and

\[ \bar{a} \partial / \partial \bar{z}_1 (h_{\delta}(z_1, z_2) \bar{z}_2^2) = \begin{cases} \bar{a} \bar{z}_2^2 \partial / \partial \bar{z}_1 (h_{\delta}(z_1, z_2)) & \text{if } z_2 \neq 0, \\ 0 & \text{if } z_2 = 0 \end{cases} \]

restricted to \( \overline{D}_{1-\delta} \times \overline{D} \times \overline{D}_M \) belong to \( I_{8,M,Y} \).

**Proof.** Again by direct computation,

\[ a \partial / \partial z_1 (h_{\delta}(z_1, z_2) z_2^2) = \int h(z_1 - z_2 w) a z_2 \partial / \partial w \Delta_{\delta}(w) \, dx \, dy = \frac{1}{2} H_{\delta}(z_1, z_2, \alpha) - \frac{i}{2} H_{\delta}(z_1, z_2, i \alpha) \]

and

\[ a \partial / \partial \bar{z}_1 (h_{\delta}(z_1, z_2) \bar{z}_2^2) = \int h(z_1 - z_2 w) a \bar{z}_2 \partial / \partial \bar{w} \Delta_{\delta}(w) \, dx \, dy = \frac{1}{2} H_{\delta}(z_1, z_2, \alpha) + \frac{i}{2} H_{\delta}(z_1, z_2, i \alpha). \]

As was noted during the proof of Lemma 5, \( H_{\delta}(z_1, z_2, \alpha) \) and \( H_{\delta}(z_1, z_2, i \alpha) \) belong to \( I_{8,M,Y} \).

We will use Lemmas 5 and 6 to prove the main results in §§1, 2.

For a subset \( E \) of \( C(X) \), we denote by \( \text{cl} \, E \) the uniform closure of \( E \) in \( C(X) \).

**Theorem 1.** Suppose that \( A \) and \( B \) are Banach function algebras on \( X \) and that \( D \) is a plane domain. We assume the following condition:

\( \text{(*)} \)

For every pair of points \( \bar{x} \) and \( \bar{y} \) in \( X \), \( \tilde{A} \) separates them whenever \( (\text{cl} \, B)^- \) separates them.

If \( B \neq C(X) \), then every function in \( \text{Op}^c(A_D, \text{Re} \, ?) \) is harmonic.

**Remark 1.** The condition \( (*) \) is necessary. An example is the following: Let \( X \) be an annulus \( \{ z \in C : 1 \leq |z| \leq 2 \} \) and let \( \Gamma \) be the unit circle \( \{ z \in C : |z| = 1 \} \).

Suppose that \( A = \{ f \in C(X) : f \text{ is uniformly approximated by analytic polynomials on } X \} \) and \( B = \{ f \in C(X) : f|\Gamma \text{ is uniformly approximated by analytic polynomials on } \Gamma \} \). Then \( A \) and \( B \) are nontrivial function algebras on \( X \) and the function \( z \mapsto (\text{Re} \, z)_2 \) is in \( \text{Op}(A_D, \text{Re} \, B) \) for every plane domain \( D \) since every function \( \text{Re}(A|\Gamma) \) has absolute converging Fourier series.

An example in which condition \( (*) \) can be verified while \( A \) is not ultraseparating is the following: Let \( H^\infty \) be the Hardy class of boundary values of bounded analytic functions on the open unit disk and \( B \) be a Douglas algebra on the unit circle. We may consider that \( H^\infty \) and \( B \) are function algebras on the maximal ideal space \( M(B) \) of \( B \). If \( \tilde{B} \) separates \( \bar{x} \) and \( \bar{y} \) in \( (M(B))^c \), then \( (H^\infty)^- \) separates them. If \( M(B) \) contains a nontrivial Gleason part (for example, \( M(H^\infty + C) \) contains one), then \( H^\infty \) is not ultraseparating. Suppose that \( K \) is a closed restriction set for \( B \). Then \( (H^\infty|K)^- \) separates the points of \( (M(B))^c \) which are separated by \( (\text{cl}(H^\infty|K))^c \) [13].

**Remark 2.** In the same way as in Corollary II.4.1 in [10] we see the following:

Suppose that \( F \) is a complex-valued function on a subset \( E \) of \( C \). Let \( f \) be a complex-valued continuous function on a compact Hausdorff space with \( f(X) \subset E \).

If \( \overline{f} \) is continuous on \( X \), then we see that \( F \) is continuous on \( f(X) \). Now in the
case where $A$ is a function algebra on an infinite compact Hausdorff space $X$ we see that $A$ partially interpolates by [10, Theorem II.9]. Thus we have the following:

(a) $\text{Op}(A_D, B) = \text{Op}^*(A_D, B),$

(b) $\text{Op}(A_D, \text{Re} B) = \text{Op}^*(A_D, \text{Re} B),$

(c) $\text{Op}((\text{Re} A), (\text{Re} B)) = \text{Op}^*((\text{Re} A), (\text{Re} B)),$

where $D$ is a plane domain and $I$ is a nondegenerate interval. On the other hand, every Banach function algebra on a finite $X$ is the trivial one.

PROOF OF THEOREM 1. Suppose that an $h \in \text{Op}^*(A_D, \text{Re} B)$ is not harmonic. Without loss of generality we may assume that $D = \{z \in C : |z| < 1\}$, $h$ is continuous on $\bar{D} = \{z \in C : |z| \leq 1\}$, $h$ is not harmonic at the origin, and $h(0) = 0$. Let $x$ be a point in $X$.

LEMMA 1.1. $\text{cl} B$ is ultraseparating.

PROOF. Put

$$h_\delta(z) = h_\delta(z, 1) = \iint h(z - w) \Delta_\delta(w) \, dx \, dy \quad (w = x + iy)$$

for a small $\delta > 0$ and a smoothing operator $\Delta_\delta(w)$ of class $C^\infty$ supported in $\{z \in C : |z| < \delta\}$. Then $h_\delta(z)$ is of class $C^\infty$ on $\{z \in C : |z| \leq 1 - 2\delta\}$ and $h_\delta$ tends to $h$ as $\delta$ tends to 0. So for every $\varepsilon > 0$ there is $\delta(\varepsilon) > 0$ such that $\Delta(h_{\delta(\varepsilon)}(z_\varepsilon)) \neq 0$ for some $z_\varepsilon$ with $|z_\varepsilon| < \min\{\varepsilon, 1 - 2\delta(\varepsilon)\}$. For every $f$ in $A$, we have

$$|f|^2 \Delta_1(h_{\delta(\varepsilon)}(z_\varepsilon, 1))^4 \in \text{cl}(\text{Re} B) = |f|^2 \Delta_1(h_{\delta(\varepsilon)}(z_\varepsilon))$$

by Lemma 5. Thus we see that $|f|^2 \in \text{cl}(\text{Re} B)$ for every $f$ in $A$. It follows that $\text{cl}(\text{Re} B) = C_R(X)$ by the Stone-Weierstrass theorem so that $\text{cl} B$ is a Dirichlet algebra. Then $\text{cl} B$ is ultraseparating.

We can prove the following boundedness principle for $h$ in the same way as in the proof of the Theorem in [12].

LEMMA 1.2. For each $x$ and $X$ there are a positive integer $n_0$, a real number $\varepsilon$, $0 < \varepsilon < \frac{1}{2}$, and an $F$ in $\{f \in A_x : \|f\|_X \leq \frac{1}{2}\}$ such that there is a dense subset $U$ of $\{g \in A_x : N_A(g - F) < \varepsilon\}$ with $F$ in $U$ which satisfy the following:

For every $g$ in $U$ we have $\|g\|_X \leq \frac{1}{2}$ and

$$N_{\text{Re} B}(h \circ g) < n_0,$$

where $N_{\text{Re} B}(u) = \inf\{N_B(f) : f \in B \text{ and } \text{Re} f = u\}$ for the norm $N_B(\cdot)$ on $B$.

PROOF OF THEOREM 1 (SEQUEL). By Lemma 1.1 and condition $(\ast)$ we see that $A$ is ultraseparating. Thus there is a positive number $M$ such that for every pair of different points $x$ and $y$ in $X$, there is a function $f$ in $A$ with $f(x) = 0$, $f(y) = 1$, and $N_A(f) < M$ [5]. Given $x$ in $X$, take $z_2$ in $C$ with $0 < |z_2| < \varepsilon/(2M)$ with $F$, $\varepsilon$, $U$ as in Lemma 1.2. In the same way as in the proof of Lemma 1.1, for every $\delta$, $0 < \delta < \min\{\frac{1}{2}, M/\varepsilon\}$, and every $\eta$, $0 < \eta < \min\{\delta|z_2|, 1 - 2\delta\}$, there is a $\delta(0)$ with $0 < \delta(0) < \delta$ such that $h_{\delta(0)}(z, z_2)$ is not harmonic on $\{z \in C : |z| < \eta\}$. Thus we see that there is a $z_0$ with $|z_0| < \eta$ such that

$$\Delta_1(h_{\delta(0)}(z_0, z_2)|z_2|^4) \neq 0.$$
By Lemma 5 we have
\[ \Delta_1\left( h_{\delta(0)}(z_0, z_2) |z_2|^4 \right) = \iint h(z_0 - z_2 w) |z_2|^2 \Delta(\Delta_{\delta(0)}(w)) \, dx \, dy, \]
and changing the variable of integration by \( w' = w - z_0/z_2 \) we have
\[ = \iint h(-z_2 w') |z_2|^2 \Delta(\Delta_{\delta(0)}(w' + z_0/z_2)) \, dx \, dy, \]
where \( \Delta_{\delta(0)}(w' + z_0/z_2) \) is a smoothing operator of class \( C^\infty \) supported in \( \{ z \in \mathbb{C} : |z| < 2\delta \} \). Thus without loss of generality we may assume that \( z_0 = 0 \). So we conclude that \( h_{\delta(0)}(z, w) |w|^4 \) is of class \( C^\infty \) with respect to \( \text{Re} \, z \) and \( \text{Im} \, z \) and
\[ \left| \Delta_1\left( h_{\delta(0)}(z, w) |w|^4 \right) \right| \geq \frac{1}{2} \left| \Delta_1\left( h_{\delta(0)}(0, z_2) |z_2|^4 \right) \right| \neq 0 \]
on \( \{(z, w) \in \mathbb{C}^2 : |z| < \varepsilon', |w - z_2| < \varepsilon' \} \) for some \( \varepsilon' > 0 \).

Put \( K_x = \{ a \in X : |F(a)| < \varepsilon'/2 \} \) and let \( y \in K_x - \{ x \} \). There is an \( \alpha > 0 \) with \( |F(y)| < \varepsilon'/2 - \alpha \) and \( g \in A_x \) such that \( g(y) = 1 \) and \( N_x(g) \leq M \). So
\[ G_y = \{ b \in K_x : |F(b)| < \varepsilon'/2 - \alpha, |1 - g(b)| < \min\{\varepsilon'/2 |z_2|, 1/2\} \} \]
is a compact neighborhood of \( y \) such that \( x \notin G_y \subset K_x \). For every \( \tilde{F} \) in \( \tilde{A} \) and complex numbers \( \beta \) and \( w \) with sufficiently small absolute values \( |eta| \) and \( |w| < \delta(0) \) we have
\[ h\left( (F) + \tilde{F}(z_2 g)^2 \beta - (z_2 g) w \right) \in \text{cl Re} \tilde{B} \]
by Lemma 1.2 since we see
\[ \tilde{N}(\tilde{F}(z_2 g)^2 \beta - (z_2 g) w) < \varepsilon^2 |\beta| \tilde{N}(\tilde{F}) + \varepsilon \delta(0) < \varepsilon \]
for a \( w \) and a \( \beta \) with sufficiently small absolute values. It follows that
\[ \left| \tilde{F} \right|^2 \Delta_1\left( h_{\delta(0)}((F), (z_2 g)) |(z_2 g)|^4 \right) \]
is in \( \text{cl Re} \tilde{B} \) by Lemma 5 since
\[ h_{\delta(0)}\left( ((F) + \beta \tilde{F}(z_2 g)^2, (z_2 g) \right) \]
is in \( \text{cl Re} \tilde{B} \). We see that \( |(F)| < \varepsilon'/2 \) and \( |z_2 - (z_2 g)| < \varepsilon'/2 \) on \( \tilde{G}_y \) by the definition of \( \tilde{G}_y \), so the inequality
\[ \left| \Delta_1\left( h_{\delta(0)}((F), (z_2 g)) |(z_2 g)|^4 \right) \right| \geq \frac{1}{2} \left| \Delta_1\left( h_{\delta(0)}(0, z_2) |z_2|^4 \right) \right| \neq 0 \]
holds on \( \tilde{G}_y \). Since \( \tilde{A} \) separates the points of \( \tilde{X} \), we have
\[ C_R(\tilde{G}_y) \subset \text{cl(cl Re} \tilde{B}|\tilde{G}_y) = \text{cl(Re} \tilde{B}|\tilde{G}_y) = \text{cl(Re} B|G_y)^\sim \]
by the Stone-Weierstrass theorem. It follows by Bernard’s lemma [5] that \( \text{Re} B|G_y = C_R(G_y) \). Thus we see that \( B|G_y = C(G_y) \) by a theorem of Bernard on Banach function algebras with uniformly closed real parts [5]. By compactness of \( X \) we have a finite number of points \( x(1), x(2), \ldots, x(n) \) in \( X \) such that the open neighborhoods \( K_{x(1)}, K_{x(2)}, \ldots, K_{x(n)} \) of the points \( x(j) \) cover \( X \). Thus we conclude the following:

For every \( y \) in \( X - \{ x(1), x(2), \ldots, x(n) \} \), there is a compact neighborhood \( G_y \) with \( G_y \subset K_{x(j)} \) for some \( j = 1, 2, \ldots, n \) such that \( B|G_y = C(G_y) \). If \( B \) is a function algebra we have the conclusion \( B = C(X) \).

To prove the general case we need some lemmas.
Lemma 1.3. For every $x$ in $X$, $F_x$ is a $p$-set for $\overline{\mathcal{B}}$, that is, $F_x$ is an intersection of peak sets for $\overline{\mathcal{B}}$.

Proof. Every compact neighborhood of $x$ is a $p$-set for $\overline{\mathcal{B}}$ since we have $\overline{\mathcal{B}} = C(X)$ by the above argument. If $G_a$ is a compact neighborhood of $x$, there exist a compact neighborhood $G_\beta$ of $x$ and a peak set $Y_\alpha$ for $C(X)$ such that $G_\beta \subset Y_\alpha \subset \text{Int } G_a$. Put $\hat{Y}_\alpha = \{ p \in \hat{X}: (f_a)(p) = 1 \}$, where $f_a \in C(X)$ is a peaking function for $Y_\alpha$, so $\hat{Y}_\alpha$ is a peak set for $\overline{\mathcal{B}}$ and we have

$$(G_\beta \times N)^- \subset \hat{Y}_\alpha \subset (G_a \times N)^-,$$

which proves that $F_x = \bigcap_\alpha \hat{Y}_\alpha$ is a $p$-set for $\overline{\mathcal{B}}$.

By Lemma 1.3 we see that $F_x$ is a closed restriction set for $\overline{\mathcal{B}}$.

Lemma 1.4. Suppose that $Y$ is an antisymmetric set for $\overline{\mathcal{B}}$. Then there is an $x$ in $X$ such that $F_x \supseteq Y$. In particular, every maximal antisymmetric set is always contained in some $F_x$.

Proof. By Lemma 1 we can choose an $x$ in $X$ such that $\exists \hat{x} \in Y \cap F_x$. If we assume $Y \sim F_x \neq \emptyset$, then we have a $y$ in $X \sim \{x\}$ such that $\exists \hat{y} \in Y \cap F_x$. Since $\overline{\mathcal{B}} = C(X)$, there exists a real-valued $f$ in $\overline{\mathcal{B}}$ such that $f(x) \neq f(y)$. It follows that $(f)(\hat{x}) = f(x) \neq f(y) = (f)(\hat{y})$ by Lemma 1. This is a contradiction, for $(f)$ is in $\overline{\mathcal{B}}$ by simple calculation and $(f)$ is a nonconstant real-valued function on $Y$. So we have $Y \sim F_x = \emptyset$ or $F_x \supseteq Y$.

Lemma 1.5. $\mathcal{B}$ is ultraseparating.

Proof. By Lemma 3 we need only prove that $\hat{B}$ separates the points of $F_x$ for every $x$ in $X$. There are two cases to consider: (1) $\hat{a} \in F_x - Q(B_x)$ and $\hat{b} \in F_x$; (2) $\hat{a}, \hat{b} \in Q(B_x)$. Note that $Q(B_x) \supseteq Q(A_x) = (\{x\} \times N)^-$ by Lemma 4.

(1) An $\hat{f}$ in $\hat{A}$ separates $\hat{a}$ and $\hat{b}$ since $A$ is ultraseparating. There is a $\hat{g}$ in $\hat{A}_x$ such that $\hat{g}(\hat{a}) \neq 0$ since $\hat{a} \notin Q(B_x)$. Thus $\hat{g}$ and $\hat{f}\hat{g}$ are in $\hat{A}_x$ and $\hat{g}$ or $\hat{f}\hat{g}$ separates $\hat{a}$ and $\hat{b}$. Suppose that $\hat{g}_0 \in \hat{A}_x$ separates $\hat{a}$ and $\hat{b}$ and $\hat{g}_0(\hat{a}) \neq 0$. Put $\hat{g}_1 = \hat{g}_0 - \hat{g}_0(\hat{b})\hat{g}_0$; so we have $\hat{g}_1 \in \hat{A}_x$ and $\hat{g}_1(\hat{b}) = 0$, but $\hat{g}_1(\hat{a}) \neq 0$. Since $h$ is not harmonic at 0, $h$ is not constant near the origin. For an appropriate complex number $\alpha$, we have $h((F) + \alpha\hat{g}_1) \in \text{cl Re } \hat{B}$ by Lemma 1.2 and we see that

$$h((F) + \alpha\hat{g}_1)(\hat{a}) = h(\alpha\hat{g}_1)(\hat{a}) \neq 0 = h(\alpha\hat{g}_1)(\hat{b}) = h((F) + \alpha\hat{g}_1)(\hat{b})$$

since $(F)$ is 0 on $F_x$.

(2) Now $A_x$ cannot separate $\hat{a}$ and $\hat{b}$ but $\hat{A} = \hat{A}_x + l^\infty$ does because $A$ is ultraseparating; hence $l^\infty$ must separate $\hat{a}$ and $\hat{b}$, hence $\hat{B}$ separates them since $\hat{B}$ contains $l^\infty$.

By Lemma 1.5 $\overline{\mathcal{B}}$ is a function algebra on $\hat{X}$. If we see that $\overline{\mathcal{B}}|F_x = C(F_x)$ for every $x$ in $X$, then $\overline{\mathcal{B}} = C(\hat{X})$ by Lemma 1.4 and Bishop's generalization of the Stone-Weierstrass theorem [8].

Proof of Theorem 1 (sequel). Let $\hat{F}_x$ be the quotient space of $F_x$ for $\hat{B}_x$, that is, the space defined by identifying the points of $F_x$ which cannot be separated by $\hat{B}_x$. If $\hat{x}$ is in $\hat{F}_x \sim Q(B_x)$ and $\hat{y}$ is in $\hat{F}_x$, then it is easy to see that $\hat{B}_x$ separates $\hat{x}$
and \( \tilde{y} \). If \( \tilde{x} \) and \( \tilde{y} \) are points in \( Q(B_x) \), then \( \tilde{B}_x \) cannot separate them. Thus \( Q(B_x) \) is the only subset of \( F_x \) with more than one element which corresponds to a point in \( 0F_x \). Let \( p \) be the point in \( 0F_x \) which corresponds to \( Q(B_x) \). Let \( [\tilde{B}_x] \) be the uniformly closed algebra generated by \( \tilde{B}_x \) \( F_x \) and the constant functions. Then we may view \( [\tilde{B}_x] \) as a function algebra on \( 0F_x \). Let \( \tilde{x} \) be a point in \( 0F_x \) \( \sim \) \( p \). Since \( Q(B_x) = Q(A_x) = (\{x\} \times N)^{-} \), there is an \( \tilde{f}_2 \) in \( A_x \) with \( \tilde{N}_d(\tilde{f}_2) = \frac{1}{2} \) such that \( \tilde{f}_2(\tilde{x}) = z_2 \neq 0 \). Take \( \delta > 0 \) with \( \tilde{N}_d(\tilde{f}_2) \cdot \delta < \epsilon/2 \), where \( \epsilon \) is the constant in Lemma 1.2. We can take \( \delta(0) \) with \( 0 < \delta(0) < \delta \) and a smoothing operator \( \Delta_{\delta(0)}(w) \) of class \( C^\infty \) such that

\[
\Delta_{1}(h_{\delta(0)}(0, z_2)) \neq 0.
\]

We can choose \( \epsilon' > 0 \) such that

\[
|\Delta_{1}(h_{\delta(0)}(z, w))| \geq \frac{1}{2} |\Delta_{1}(h_{\delta(0)}(0, z_2))|
\]
on \( \{(z, w) \in C^2: |z| \leq \epsilon', |w - z_2| \leq \epsilon'\} \). Put

\[
Y = \{ \tilde{y} \in 0F_x: |\tilde{f}_2(\tilde{y}) - \tilde{f}_2(\tilde{x})| \leq \min\{ \epsilon'/2, |z_2|/2 \}\}.
\]

Then \( Y \) is a compact neighborhood of \( \tilde{x} \) in \( 0F_x \) and we may view \( Y \) as a compact set in \( F_x \) since \( Y \not\ni p \). For a function \( \tilde{F} \) in \( \tilde{A} = (\tilde{A})^{-} \) take a complex number \( \beta \) with sufficiently small absolute value. Then we have

\[
\tilde{N}_d(\tilde{F}(\tilde{f}_2)^2 \tilde{\beta} - (\tilde{f}_2)w) \leq \tilde{N}(\tilde{F}) \tilde{N}(\tilde{f}_2)^2 |\beta| + \tilde{N}(\tilde{f}_2) \cdot \delta(0) < \epsilon
\]
for a complex number \( w \) with \( |w| < \delta(0) \), where we denote \( (\tilde{f}_2) = (\tilde{f}_2, \tilde{f}_2, \ldots) \) in \( \tilde{A} \).

So we see by Lemma 1.2 that

\[
h((F)) + \tilde{F}(\tilde{f}_2)^2 - (\tilde{f}_2)w) \in \text{cl Re } \tilde{B}_x
\]
since \( h(0) = 0 \). So

\[
h_{\delta(0)}(((F)) + \tilde{F}(\tilde{f}_2)^2 - (\tilde{f}_2)w, (\tilde{f}_2)) \in \text{cl Re } \tilde{B}_x.
\]

By Lemma 5 we have

\[
|\tilde{F}|^2 \Delta_{1}(h_{\delta(0)}(((F)), (\tilde{f}_2))(\tilde{f}_2)^4) \in \text{cl Re } \tilde{B}_x,
\]

so

\[
|\tilde{F}|^2 \Delta_{1}(h_{\delta(0)}(0, (\tilde{f}_2))(\tilde{f}_2)^4)|\tilde{Y} \subseteq (\text{cl Re } \tilde{B}_x)|\tilde{Y} \subseteq (\text{Re } (\tilde{B}_x \cap Y)^-)
\]
since \( (F) = 0 \) on \( F_x \). Thus by the Stone-Weierstrass theorem we have

\[
C_R(\tilde{Y}) \subseteq (\text{Re } (\tilde{B}_x \cap Y)^-),
\]

for \( |\Delta_{1}(h_{\delta(0)}(0, (\tilde{f}_2))(\tilde{f}_2)^4)| > 0 \) on \( \tilde{Y} \) since \( |\tilde{f}_2 - z_2| \leq \epsilon'/2 \) on \( Y \). So we have

\[
C_R(\tilde{Y}) = \text{Re } \tilde{B}_x \cap Y \text{ by Bernard's lemma and } C(\tilde{Y}) = [\tilde{B}_x] Y \text{ by a theorem of Bernard.}
\]

We have just shown that for every point \( \tilde{x} \) in \( 0F_x \) \( \sim \) \( p \), there is an interpolating compact neighborhood \( Y \) of \( \tilde{x} \). Thus by [9, Corollary 2.13] we have

\[
[\tilde{B}_x] = C(0F_x).
\]
Thus \((\tilde{B}, + I^\infty)|F_x\) is a selfadjoint subalgebra of \(C(F_x)\) which contains \(\tilde{B}|F_x\) (so separates the points of \(F_x\)) and is contained in \(\text{cl}(\tilde{B}|F_x)\), hence by the Stone-Weierstrass theorem \(\text{cl}(\tilde{B}|F_x) = C(F_x)\). By Lemma 1.3, \((\text{cl} \tilde{B})|F_x = \text{cl}(\tilde{B}|F_x)\). It follows that \(\text{cl} \tilde{B} = C(\tilde{X})\), and we conclude that \(B = C(X)\) by Bernard’s lemma.

**Corollary 1.1.** Let \(A\) be a nontrivial function algebra on a compact Hausdorff space. Let \(I\) be a nondegenerate interval and \(D\) be a plane domain. Then we have:

1. Every function in \(\text{Op}(A_D, \text{Re} A)\) is harmonic.
2. Every function in \(\text{Op}(A_D, B)\) is analytic [15].
3. Every function in \(\text{Op}((\text{Re} A)^\tau, \text{Re} A)\) is affine [11, 16].

**Proof.** By Remark 2 we have \(\text{Op}^\tau(A_D, \text{Re} A) = \text{Op}(A_D, \text{Re} A), \text{Op}^\tau(A_D, A) = \text{Op}(A_D, A),\) and \(\text{Op}^\tau((\text{Re} A)^\tau, \text{Re} A) = \text{Op}((\text{Re} A)^\tau, \text{Re} A)\). (1) is trivial by Theorem 1. If \(h \in \text{Op}(A_D, A)\) then \(\text{Re} h, \text{Im} h, \text{Re} zh,\) and \(\text{Im} zh\) are harmonic by (1), hence \(h\) and \(zh\) are harmonic, which implies that \(h\) is analytic, proving (2). For (3) we may assume \(I = [-1,1]\). If \(h \in \text{Op}((\text{Re} A)^\tau, \text{Re} A)\) then \(\varphi: z \mapsto h \circ \text{Re} z\) belongs to \(\text{Op}(A_U, \text{Re} A)\) where \(U = \{z \in C: |z| < 1\}\), so \(\varphi\) is harmonic by (1). \(0 = \Delta(\varphi) = h'' \circ \text{Re} z\) shows that \(h'' = 0\) on \((-1,1)\), hence \(h\) is affine, proving (3).

Next we will obtain an analogous result when \(A\) is ultraseparating.

**Corollary 1.2.** Let \(A\) be an ultraseparating Banach function algebra on a compact Hausdorff space \(X\) and \(B\) be a nontrivial Banach function algebra on \(X\). Let \(I\) be a nondegenerate interval and \(D\) be a plane domain. Then we have:

1. Every function in \(\text{Op}^\tau(A_D, \text{Re} B)\) is harmonic.
2. Every function in \(\text{Op}^\tau(A_D, B)\) is analytic or anti-analytic.
3. Every function in \(\text{Op}^\tau((\text{Re} A)^\tau, \text{Re} B)\) is affine.

**Proof.** Since \(A\) is ultraseparating, condition \((\ast)\) in Theorem 1 holds. Thus we have (1) by Theorem 1. We will prove (2) in Corollary 2.2. In the same way as in the proof of (3) of Corollary 1.1, we see that (3) holds.

**Remark 3.** The results (2) and (3) for the case of \(B = A\) are obtained in [13 and 12], respectively.

We will show in §2 that \(\text{Op}^\tau(A_D, B) \subset H(D) = \{f: f\text{ is analytic on } D\}\) or \(\text{Op}^\tau(A_D, B) \subset \overline{H(D)}\) for ultraseparating \(A\).

**2. Functions in \(\text{Op}(A_D, B)\).** In this section we study functions in \(\text{Op}(A_D, B)\) and give a characterization of \(\text{Op}^\tau(A_D, B)\) for the case that \(B\) is a function algebra and \(D = \{z \in C: |z| < 1\}\). For a subset \(E\) of \(C(X)\) we denote by \(X/E\) the quotient space of \(X\) for \(E\), that is, the space defined by identifying the points of \(X\) that cannot be separated by \(E\).

**Theorem 2.** Let \(D\) be a plane domain. Suppose that one of the following holds:

1. There are functions \(\varphi_1\) and \(\varphi_2\) in \(\text{Op}(A_D, B)\) such that \(\varphi_1\) is a nonconstant analytic function and \(\varphi_2\) is a nonconstant anti-analytic function.
2. There is a function \(\varphi\) in \(\text{Op}^\tau(A_D, B)\) such that \(\varphi\) is neither analytic nor anti-analytic.

Then we have \(\text{cl} \tilde{B} \supset \tilde{A}, (\tilde{A})^\tau = \{f \in C(\tilde{X}) : \tilde{f} \in \tilde{A}\}\).
Proof. We first consider the case (1). Without loss of generality we may assume that \( \varphi_1 = \sum_{n=m} a_n z^n \) and \( \varphi_2 = \sum_{n=m} b_n z^n \) on \( \{ z \in \mathbb{C} : |z| < 1 \} \) with \( a_k b_m \neq 0 \) and that \( k, m \geq 1 \). So there is \( 1 > \gamma > 0 \) such that

\[
\frac{\partial^k}{\partial z^k} \varphi_1(z) \neq 0 \quad \forall z \in \{ z \in \mathbb{C} : |z| \leq \gamma \}
\]

and

\[
\frac{\partial^m}{\partial z^m} \varphi_2(z) \neq 0 \quad \forall z \in \{ z \in \mathbb{C} : |z| \leq \gamma \}.
\]

In the same way as in Lemma 1.2 we have the boundedness principle of \( \varphi_1 \) and \( \varphi_2 \) as follows:

For \( j = 1 \) and \( 2 \) there are positive integers \( n_j \), positive real numbers \( \epsilon_j \), functions \( F_j \) in \( \{ f \in A : \|f\|_X \leq \gamma /2 \} \), and dense subsets \( U_j \) of \( \{ g \in A : N_{A}(g - F_j) < \epsilon_j \} \) with \( F_j \in U_j \), such that \( \|g\|_X \leq \gamma /2 \) and \( N_{A}(\varphi_j \circ g) < \epsilon_j \) for every \( g \) in \( U_j \).

Let \( \tilde{f} \) be in \( A \). Let \( t \) and \( \delta > 0 \) be real numbers with sufficiently small absolute value. By the boundedness principle we have

\[
\varphi_j((F_j) + \delta \tilde{f} + t) \in \text{cl } \tilde{B} \quad \text{and} \quad \varphi_j((F_j) + i \delta \tilde{f} + t) \in \text{cl } \tilde{B}
\]

for \( j = 1 \) and \( 2 \). We see that

\[
\left\{ \varphi_j((F_j) + \delta \tilde{f} + t) - \varphi_j((F_j) + t) \right\} / \delta
\]

and

\[
\left\{ \varphi_j((F_j) + i \delta \tilde{f} + t) - \varphi_j((F_j) + t) \right\} / \delta
\]

tend to

\[
\text{Re} \tilde{f} \partial / \partial x \varphi_j((F_j) + t) + \text{Im} \tilde{f} \partial / \partial y \varphi_j((F_j) + t)
\]

and

\[
\text{Re} i \tilde{f} \partial / \partial x \varphi_j((F_j) + t) + \text{Im} i \tilde{f} \partial / \partial y \varphi_j((F_j) + t)
\]

uniformly on \( X \) for \( j = 1 \) and \( 2 \). Thus we have

\[
\tilde{f} \partial / \partial x \varphi_1((F_1) + t) \in \text{cl } \tilde{B} \quad \text{and} \quad \tilde{f} \partial / \partial x \varphi_2((F_2) + t) \in \text{cl } \tilde{B}.
\]

In the same way we have

\[
\tilde{f} \partial / \partial x \varphi_1((F_1) + it) \in \text{cl } \tilde{B} \quad \text{and} \quad \tilde{f} \partial / \partial x \varphi_2((F_2) + it) \in \text{cl } \tilde{B}.
\]

In the same way as in the above argument it follows that for a real number \( t \) with sufficiently small absolute value we have

\[
\tilde{f} \partial^2 / \partial z^2 \varphi_1((F_1) + t), \quad \tilde{f} \partial^2 / \partial z^2 \varphi_1((F_1) + it) \in \text{cl } \tilde{B}
\]

and

\[
\tilde{f} \partial^2 / \partial z^2 \varphi_2((F_2) + t), \quad \tilde{f} \partial^2 / \partial z^2 \varphi_2((F_2) + it) \in \text{cl } \tilde{B}.
\]

Continuing in this manner, at the \( k \)th and \( m \)th stages we get

\[
\tilde{f} \partial^k / \partial z^k \varphi_1((F_1)), \quad \tilde{f} \partial^m / \partial z^m \varphi_1((F_1)) \in \text{cl } \tilde{B}
\]

and

\[
\tilde{f} \partial^k / \partial z^k \varphi_2((F_2)), \quad \tilde{f} \partial^m / \partial z^m \varphi_2((F_2)) \in \text{cl } \tilde{B}.
\]
if we put \( t = 0 \). Thus we have

\[
|f|^2 \frac{\partial^k}{\partial z^k} \varphi_1((F_1)) \frac{\partial^m}{\partial \bar{z}^m} \varphi_2((F_2)) \in \text{cl } \tilde{B}.
\]

By the Stone-Weierstrass theorem we conclude that

\[
\tilde{A}, (\tilde{A})^{-} \subset \text{cl } \tilde{B}
\]

since \( |(F_j)| \leq \gamma \) on \( \tilde{X} \) for \( j = 1 \) and \( 2 \).

Next we consider case (2). We may suppose that there are functions \( \varphi^{(1)} \) and \( \varphi^{(2)} \) in \( \text{Op}(A_+, B) \) for \( U = \{ z \in C : |z| < 1 \} \) such that \( \varphi^{(1)} \) is continuous on \( U \) and not analytic at the origin and \( \varphi^{(1)}(0) = 0 \) and \( \varphi^{(2)} \) is continuous on \( U \) and not anti-analytic at the origin and \( \varphi^{(2)}(0) = 0 \). We obtain the boundedness principle for \( \varphi^{(1)} \) and \( \varphi^{(2)} \) as usual:

For each \( x \) in \( X \), there are positive integers \( n^{(1)} \) and \( n^{(2)} \), positive numbers \( \epsilon^{(1)} \) and \( \epsilon^{(2)} \), and functions \( F^{(1)} \) and \( F^{(2)} \) in

\[
\{ f \in A_x : \| f \|_X \leq \frac{1}{2} \}
\]

which satisfy: for \( j = 1 \) and \( 2 \) there is a dense subset \( U^{(j)} \) of \( \{ g \in A_x : N_A(g - F^{(j)}) < \epsilon^{(j)} \} \) with

\[
F^{(j)} \in U^{(j)}
\]

such that \( \| g \|_X \leq \frac{1}{2} \) and \( N_B(\varphi^{(j)} \circ g) < n^{(j)} \) for every \( g \in U^{(j)} \).

Let \( x \) be a point in \( X \). Let \( \tilde{x} \) and \( \tilde{y} \) be different points in \( F_x \sim Q(A_x) \). If \( \tilde{A} \) separates \( \tilde{x} \) and \( \tilde{y} \), we see that \( \tilde{A}_x \) separates them. For, let \( \tilde{f} \in \tilde{A} \) with \( 0 \neq f(y) \neq f(x) \) and put \( \tilde{f}_x \in \tilde{A}_x \) with \( \tilde{f}_x(\tilde{y}) \neq 0 \). If \( \tilde{f}_x(\tilde{x}) = \tilde{f}_x(\tilde{y}) \), then \( \tilde{f}_x(\tilde{y}) \neq \tilde{f}_y(\tilde{x}) \) and \( \tilde{f}_y(\tilde{x}) \in \tilde{A}_x \). Thus we may suppose that \( F_x/\tilde{A} \) is the quotient space of \( F_x/\tilde{A} \) which is defined by identifying the points \( Q(A_x) \). Let \( V = \text{cl } \tilde{B} \cap C(\tilde{X}/\tilde{A}) \). By the boundedness principle for \( \varphi^{(j)} \) at each \( x \) in \( X \), we may think of \( V \) as a function algebra on \( \tilde{X}/\tilde{A} \). We will show that \( V = C(\tilde{X}/\tilde{A}) \). Since \( \text{cl } B = C(X) \) by the theorem of de Leeuw and Katznelson [15], we see that for every \( x \) in \( X \), \( F_x/\tilde{A} \) is a closed restriction set for \( V \) and that each antisymmetric set for \( V \) is contained in some \( F_x/\tilde{A} \), as in Lemmas 1.3 and 1.4. So we need only show that \( V | F_x/\tilde{A} = C(F_x/\tilde{A}) \) for every \( x \) in \( X \). For each \( x \) in \( X \) put \( V_x = \{ f = (f_n) \in V : f_n(x) = 0 \ \forall n = 1, 2, \ldots \} \) and let \( [V_x] \) denote the uniformly closed algebra generated by \( V_x/\tilde{A} \) and the constant functions. So we may suppose that \( [V_x] \) is a function algebra on \( F_x/\tilde{A}_x \) by the boundedness principle for \( \varphi^{(j)} \) for \( j = 1 \) and \( 2 \). Let \( p \) denote the point in \( F_x/\tilde{A}_x \) which corresponds to \( Q(A_x) \). Let \( \tilde{x} \in F_x/\tilde{A}_x \sim \{ p \} \). Since \( Q(A_x) = \{(x) \times N \}^- \), there is an \( \tilde{f}_2 \) in \( \tilde{A}_x \) with \( \tilde{N}_A(\tilde{f}_2) \leq \frac{1}{2} \) such that \( \tilde{f}_2(\tilde{x}) = z_2 \neq 0 \). Let \( \delta \) be a positive number with \( \delta < \min\{\epsilon^{(1)}, \epsilon^{(2)}\}/\tilde{N}_A(\tilde{f}_2) \). We see that for every small \( \eta > 0 \), there are \( \delta(1) \) and \( \delta(2) \) with \( 0 < \delta(j) < \delta \) for \( j = 1 \) and \( 2 \) such that \( \varphi^{(1)}(z_1, z_2) \) is not analytic on \( \{ z \in C : |z| < \eta \} \) and \( \varphi^{(2)}(z_1, z_2) \) is not anti-analytic on \( \{ z \in C : |z| < \eta \} \). In the same way as in the proof of Theorem 1 we may suppose that

\[
\frac{\partial}{\partial z} \varphi^{(1)}(0, z_2) \neq 0 \quad \text{and} \quad \frac{\partial}{\partial z} \varphi^{(2)}(0, z_2) \neq 0.
\]

Thus we have positive numbers \( \epsilon^{(3)} \) and \( \epsilon^{(4)} \), \( \epsilon^{(3)} \leq \frac{1}{2} \), such that

\[
\frac{\partial}{\partial z} \varphi^{(1)}(z, w) = 0 \quad \text{and} \quad \frac{\partial}{\partial z} \varphi^{(2)}(z, w) = 0
\]

for every \( (z, w) \) in \( \{ (z, w) \in C^2 : |z| \leq \epsilon^{(3)} \) and \( |w - z_2| \leq \epsilon^{(3)} \} \) and

\[
\frac{\partial}{\partial z} \varphi^{(1)}(z, w) = 0
\]
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for every \((z, w)\) in \(\{(z, w) \in \mathbb{C}^2: |z| \leq \varepsilon^{(4)}\) and \(|w - z_2| \leq \varepsilon^{(4)}\}\). Define a compact neighborhood \(\theta\) of \(\tilde{x}\) as follows:

\[
\theta = \{ \tilde{y} \in F_x/\hat{A}_x: |\tilde{f}_2(\tilde{y}) - \tilde{f}_2(\tilde{x})| \leq \min\{\varepsilon^{(3)}, \varepsilon^{(4)}\}/2 \}.
\]

We remark that we may suppose that \(\theta\) is a compact subset of \(F_x/\hat{A}\). For a function \(\tilde{f}\) in \(\hat{A}\) take a complex number \(\beta\) with small absolute value, so we have

\[
\phi^{(j)}(\tilde{f}_2(\tilde{y})) + \beta \overline{\tilde{f}_2}^2 - \overline{w}^2
\]

is in \(\text{cl } \hat{B}_r\), so is in \(V_x\). Thus by Lemma 6 we have

\[
\hat{f}_2 \partial / \partial \tilde{z}_1 \left( \phi^{(1)}_{\theta_{(1)}}(\tilde{f}_2, \hat{f}_2) \right) \in V_x
\]

and

\[
\hat{f}_2 \partial / \partial \tilde{z}_1 \left( \phi^{(2)}_{\theta_{(2)}}(\tilde{f}_2, \hat{f}_2) \right) \in V_x.
\]

Therefore we see that

\[
|\hat{f}_2|^2 \partial / \partial \tilde{z}_1 \left( \phi^{(1)}_{\theta_{(1)}}(0, \hat{f}_2) \hat{f}_2^2 \right) \partial / \partial \tilde{z}_1 \left( \phi^{(2)}_{\theta_{(2)}}(0, \hat{f}_2) \hat{f}_2^2 \right) | F_x \in V_x / F_x.
\]

It follows by the Stone-Weierstrass theorem that

\[
C( F_x / A) \times \partial / \partial \tilde{z}_1 \left( \phi^{(1)}_{\theta_{(1)}}(0, \hat{f}_2) \hat{f}_2^2 \right) \partial / \partial \tilde{z}_1 \left( \phi^{(2)}_{\theta_{(2)}}(0, \hat{f}_2) \hat{f}_2^2 \right) | F_x / \hat{A} \subseteq [V_x].
\]

Since \(|\hat{f}_2 - z_2| \leq \min\{\varepsilon^{(3)}, \varepsilon^{(4)}\}\) on \(\theta\) we have \(C(\theta) \subseteq [V_x]|\theta\). Then we see \(C( F_x / A, \hat{A}) = [V_x]\) since \([V_x]\) is a function algebra on \(F_x / \hat{A}\). Because \(F_x / \hat{A}\) is a closed restriction set we have \(V | F_x / A = [V_x] + I^\infty\). Thus we conclude that

\[
C( F_x / \hat{A}) = V | F_x / \hat{A}
\]

for every \(x\) in \(X\). So every antisymmetric set for \(V\) is a singleton if we view \(V\) as a function algebra on \(\hat{X} / \hat{A}\), hence \(V = C(\hat{X} / \hat{A})\), that is,

\[
\text{cl } \hat{B} \supset \hat{C}(\hat{X} / \hat{A}) \supset \hat{A}, (\hat{A})^{-}.
\]

We prove a generalization of a result of Bernard and Dufresnoy \cite{6} (cf. \cite{13, 14}).

**Corollary 2.1.** Let \(A\) be a Banach function algebra on \(X\) and let \(D\) be a plane domain. If there is a nonanalytic function on \(D\) in \(\text{Op}^c(A_D, \hat{A})\), then we have \(\text{cl } \hat{A} = C(\hat{X} / \hat{A})\). In particular if \(A\) is ultraseparating, then we have \(A = C(\hat{X})\).

**Proof.** Put \(A = B\). Then we have \(\text{cl } \hat{A} = C(\hat{X} / \hat{A})\) by Theorem 2 and the Stone-Weierstrass theorem. If \(A\) is ultraseparating, then \(\text{cl } \hat{A} = C(\hat{X})\). Thus it follows that \(A = C(\hat{X})\) by Bernard's lemma.

In \cite{2} Bachar asked when \(\text{Op}(A_D, B) = H(D)\). We provide information in the case where \(A\) is an ultraseparating Banach function algebra or \(B\) is a function algebra.

**Corollary 2.2.** Let \(A\) be ultraseparating. Let \(D\) be a plane domain. Then one of the following takes place.

1. \(\text{Op}^c(A_D, B) \subseteq H(D)\).
2. \(\text{Op}^c(A_D, B) \subseteq \overline{H}(D)\).
3. \(\text{Op}^c(A_D, B) = C(D)\).
Proof. Suppose that a nonanalytic and nonanti-analytic function \( \varphi \) is in \( \text{Op}'(A_D, B) \) or a nonconstant analytic function \( \varphi_1 \) and a nonconstant anti-analytic function \( \varphi_2 \) are in \( \text{Op}'(A_D, B) \). Then by Theorem 2 we have \( \text{cl} \, B \supseteq \hat{A} \). Since \( A \) is ultraseparating, we see that \( \text{cl} \, B = C(\hat{X}) \) by the Stone-Weierstrass theorem. Thus we have \( B = C(X) \) by Bernard's lemma. It follows that \( \text{Op}'(A_D, B) = C(D) \).

In the case where \( B \) is a function algebra we can prove the following proposition.

**Proposition 1.** Suppose that \( B \) is a nontrivial function algebra on \( X \). Then \( \text{Op}'(A_D, B) \subseteq H(D) \) or \( \text{Op}'(A_D, B) \subseteq \overline{H(D)} \) for every plane domain \( D \).

Next we characterize \( \text{Op}'(A_D, B) \) for a function algebra \( B \) on \( X \) and for \( D = \{ z \in C : |z| < 1 \} \).

**Theorem 3.** Let \( B \) be a function algebra on \( X \). Put \( D = \{ z \in C : |z| < 1 \} \). Then one of the following takes place.
1. \( \text{Op}'(A_D, B) = H(D) \).
2. \( \text{Op}'(A_D, B) = \overline{H(D)} \).
3. \( \text{Op}'(A_D, B) = C(D) \).
4. \( \text{Op}'(A_D, B) \) is the set of all constant functions on \( D \).

In particular, if \( A \) is also a function algebra and \( X \) is infinite, then we have \( \text{Op}'(A_D, B) = \text{Op}(A_D, B) \) by Remark 2. Furthermore we see
1. happens if and only if \( A \subset B \neq C(X) \); 
2. happens if and only if \( A \subset \overline{B} \neq C(X) \); 
3. happens if and only if \( B = C(X) \).

Proof. By Proposition 1 we see that \( \text{Op}'(A_D, B) \subseteq H(D) \) or \( \text{Op}'(A_D, B) \subseteq \overline{H(D)} \) or \( \text{Op}'(A_D, B) = C(D) \). Suppose that \( \{ \text{constant functions on } D \} \nsubseteq \text{Op}'(A_D, B) \subset H(D) \). Let \( \varphi = \sum_{n=1}^{\infty} a_n z^n \) be in \( \text{Op}'(A_D, B) \). Without loss of generality we may assume that \( k \geq 1 \) and \( a_k \neq 0 \). For every \( f \) in \( A \) with \( f(X) \subset D \), we have \( \varphi(f + t) \) and \( \varphi(f + it) \) in \( B \) for every real number \( t \) with small absolute value. In the same way as in the proof of Theorem 2 we see that
\[
k! a_k f = \frac{f^{(k)}}{\partial z^k} \varphi(0) \in B = f a_k,
\]
so \( f \in B \), for \( a_k \neq 0 \). Thus we conclude that \( A \subset B \). It follows that \( \text{Op}(A_D, B) \supseteq H(D) \) since \( D = \{ z \in C : |z| < 1 \} \). Suppose that \( \{ \text{constant functions on } D \} \nsubseteq \text{Op}'(A_D, B) \subset \overline{H(D)} \). We see that \( A \subset \overline{B} \) and \( \text{Op}'(A_D, B) = \overline{H(D)} \) in the same way as above.
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