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Abstract. Given an aperiodic dynamical system \((X, T, \mu)\) then there is an \(f \in L^2(\mu)\) with \(\int f \, d\mu = 0\) satisfying the Central Limit Theorem, i.e., if \(S_m f = f + f \circ T + \cdots + f \circ T^{m-1}\) and \(\sigma_m = \|S_m f\|_2\) then
\[
\mu \left\{ \frac{S_m f(x)}{\sigma_m} < u \right\} \to (2\pi)^{-1/2} \int_{-\infty}^{u} \exp \left[ -\frac{v^2}{2} \right] dv.
\]

The analogous result also holds for flows.

1. Introduction. The most important and most studied theorem in probability theory is the Central Limit Theorem (CLT) which may be stated in the context of dynamical systems. If \((X, T, \mu)\) is a dynamical system (i.e., \(T\) is a measurable, measure-preserving transformation of the Lebesgue probability space \((X, \mu)\)) and if \(f \in L^2(\mu)\) is centered, i.e., \(\int_X f \, d\mu = 0\), with \(f, f \circ T, f \circ T^2, \ldots\) forming an independent sequence then
\[
\mu \left\{ x \in X \left| \frac{S_m f(x)}{\|S_m f\|} < u \right\} \to \Phi(u) \quad \text{as } m \to \infty
\]
where \(S_m f = f + f \circ T + \cdots + f \circ T^{m-1}\), \(\|S_m f\| = L^2\)-norm of \(S_m f\), and \(\Phi(u) = 2(\pi)^{-1/2} \int_{-\infty}^{u} \exp \left[ -v^2/2 \right] dv\). In this case \(\|S_m f\| = \sqrt{m}\|f\|\) but we shall drop the independent assumption above, and we shall then say that \(f \in L^2(\mu)\) satisfies the CLT if (1) holds.

Many generalizations of the CLT are in the literature where (1) is shown to hold for a wider class of functions. To the authors’ knowledge, all of these work by weakening the independence assumptions. As examples, (1) still holds for certain functions \(f\) where \(f, f \circ T, \ldots\) satisfy mixing conditions of Rosenblatt or Ibragimov \([8, 14]\) or form a martingale \([2]\) or satisfy positive dependence conditions with summable covariance functions as in Newman and Wright \([10]\). Some attention has been paid to CLT for special dynamical systems, such as Ratner \([12]\), Denker and Philipp \([4]\), Hofbauer and Keller \([7]\), and others cited there. All these results are deduced from kinds of mixing as described above. Similar things can be said about flows, built under a function, but the situation is somewhat more complicated. All these theorems and examples imply at least the \(K\)-property, so far no CLT for a dynamical system seems to be published where
the system is not $K$, especially where the system has zero entropy. On the other hand examples of zero entropy Gaussian processes are known to exist, e.g. [9]. The question whether the irrational rotation has a function with CLT was raised by J. P. Conze (see [3, p. 159]). See also the forthcoming paper of Dürre and Goldstein [11]. To make the idea of this paper clear, we would like to point out that there are other types of CLTs known in probability and number theory, and we would like to make them applicable to dynamical systems, as was done for the probabilistic mixing CLTs.

In particular, another sort of generalization of the CLT due to Salem and Zygmund [16] uses the fact that trigonometric functions whose frequencies are far enough apart are ‘almost independent’. Specifically given a lacunary sequence satisfying $n_{k+1} > 3n_k$ for $k = 1, 2, \ldots$ and $C_k, D_k \in \mathbb{R}$ with $a_k = \sqrt{C_k^2 + D_k^2} > 0$ then

$$\mu \left\{ x \in [0,1] \mid \frac{1}{A_m} \sum_{k=1}^{m} C_k \cos(2\pi n_k x) + D_k \sin(2\pi n_k x) < u \right\} \rightarrow \Phi(u)$$

as $m \to \infty$

where $A_m = \{\frac{1}{2}(C_1^2 + D_1^2 + \ldots + C_m^2 + D_m^2)\}^{1/2}$ provided $a_m/A_m \to 0$ and $A_m \to \infty$ and where $\mu$ denotes Lebesgue measures.

Rothstein [15] has constructed a class of Vershik processes of zero entropy and a function $f$ taking only a finite number of values with $\|S_m f\|^2/m \to 1$ that satisfies the CLT.

The main result of the present paper is

**Theorem 1.** If $(X,T,\mu)$ is an aperiodic dynamical system then there exists $f \in L^2(\mu)$ which satisfies the CLT.

In the second part, we prove Theorem 1 in the case where $(X,T,\mu)$ is an irrational rotation using Fourier series. In the third part, Rochlin towers will provide a structure that will allow us to imitate the construction for a rotation in the general case.

**Remark.** If the entropy of $(X,T,\mu)$ is positive, then by Sinai’s theorem, there are Bernoulli factors so Theorem 1 is trivial. However, the method of construction will be flexible enough to obtain the following results.

**Theorem 2.** The function $f$ in Theorem 1 may be chosen to be a generator for the $\sigma$-field.

We may also extend the theorem to flows built under a function by making the construction on the base transformation and appealing to standard arguments, see Rényi [13, p. 390].

**Theorem 3.** Let $T_t (t \in \mathbb{R})$ be an aperiodic measure preserving flow on $(X,\mu)$. Then there exists a function $f \in L^2(\mu)$ satisfying the CLT, i.e. letting $S_t f = \int_0^t f \circ T_\tau \, d\tau$; then

$$\mu \left\{ x \mid S_tf(x)/\|S_tf\| \leq u \right\} \rightarrow \Phi(u).$$

We conjecture that there are such functions $f$ satisfying the almost sure invariance principle, namely there is a time change $A(t)$ and possibly after enlarging the
probability space, a Brownian motion $B(t)$ so that $|S_{A(t)} f - B(t)| = O(t^{1/2-\lambda})$ for some $\lambda > 0$. See Philipp and Stout [11, p. 60ff.].

REMARK. It is an open problem to determine the category in $L^2$ of the set of functions satisfying the CLT. It will be clear from the proofs that this set of functions is dense in $L^2$, if $\mu$ is ergodic. This also follows more directly from the observation that the subspace \{\varphi \circ T - \varphi : \varphi \in L^2(\mu)\} is dense in \{g \in L^2(\mu) : \int g \, d\mu = 0\} (see Gordin and Lifšic [6, Remark 1, p. 393] and Bhattacharya [1, Proposition 2.2, p. 191]. We would like to thank the referee for helpful suggestions, especially for pointing out this last fact.

II. CLT for rotations. Now let $X = \mathbb{R}/\mathbb{Z}$ be the unit circle with $\mu$ Lebesgue measure and suppose $\alpha \in X$ is irrational and $T : X \to X$ is defined by $T(x) = x + \alpha$. Now any $f \in L^2(\mu)$ with $\int_X f \, d\mu = 0$ has a Fourier representation $f = \sum_{k=-\infty}^{\infty} b_k g_k$ where $b_0 = 0$ and $g_k(x) = e^{2\pi i k x}$ are eigenfunctions. Our functions will be real valued with real Fourier coefficients so $b_k = b_{-k}$ and $f(x) = \sum_{k=1}^{\infty} 2b_k \cos(2\pi k x)$. Now $T g_k = \beta^k g_k$ where $\beta = e^{2\pi i \alpha}$ and it follows easily that

$$S_m f = \sum_{k=-\infty}^{\infty} b_k \frac{1 - \beta^{mk}}{1 - \beta^k} g_k$$

and

$$\sigma_m^2 := \|S_m f\|^2 = \sum_{k=1}^{\infty} 2b_k^2 \left| \frac{1 - \beta^{mk}}{1 - \beta^k} \right|^2.$$  

The examples we construct will all have the following structure: there are $J_1, J_2, \ldots$ subsets of the natural numbers so $k_n = \#(J_n)$, $\min(J_n+1) > 3 \max(J_n)$ and $i, j \in J_n$, $i < j \Rightarrow 3i < j$ for each $n = 1, 2, \ldots$.

We also have real numbers $\epsilon_n \downarrow 0, \bar{\epsilon}_n \downarrow 0$ such that $j \in J_n$ implies $\beta^j$ is in the first quadrant of the circle and $\epsilon_n > |1 - \beta^j| > \epsilon_n - \bar{\epsilon}_n > \epsilon/2$ which gives for $j \in J_n$, and $m \epsilon_n \leq 1$

$$m > \left| \frac{1 - \beta^{jm}}{1 - \beta^j} \right| > m(1 - m \epsilon_n) \geq 0.$$  

Further, we have numbers $a_n > 0$ for $n = 1, 2, \ldots$ so $j \in J_n \Rightarrow b_j = b_{-j} = a_n$ and $j \notin \bigcup_n J_n \Rightarrow b_j = 0$. $f$ so defined will belong to $L^2$ provided

$$\sum_{n=1}^{\infty} a_n^2 k_n < \infty,$$

and because $\alpha$ is irrational, given $\epsilon_n, \bar{\epsilon}, k_n, a_n$ satisfying the above conditions, we can find $J_n$ as above and define $f$.

For such an $f$ we can rewrite (4)

$$\|S_m f\|^2 = \sum_{n=1}^{\infty} 2a_n^2 \sum_{j \in J_n} \left| \frac{1 - \beta^{jm}}{1 - \beta^j} \right|^2.$$  

Now we set $L(n) = 2a_n^2 k_n$. Because $4|1 - \beta^j|^{-2} \geq |(1 - \beta^{jm})/(1 - \beta^j)|^2$ and (5) we have the following estimate on the variance of $S_m f$: for any $n_0$ such that
\[ m \varepsilon_{n_0} \leq 1 \]
\[ L(n_0) m^2 (1 - m \varepsilon_{n_0})^2 \leq \|S_m f\|^2 \]
\[ \leq \sum_{n < n_0} 16 L(n) \varepsilon_n^{-2} + L(n_0) m^2 + m^2 \sum_{n > n_0} L(n). \] (8)

**Lemma 1.** For each \( \gamma, \ 0 < \gamma < 2 \), there is an \( f \) of the above form and a subsequence \( N_0 \subseteq \mathbb{N} \) so that for \( m \in N_0 \)
\[ \|S_m f\|^2 \sim m^{2-\gamma} \]
and (1) is satisfied, i.e. \( S_m f \) satisfies the CLT along the subsequence \( N_0 \).

**Proof.** Set \( L(n) = 2^{-\gamma n^2}, m = 2^{n_0} \), and \( \varepsilon_n = 2^{-n^2-n} \). Then for large enough \( n_0 \) (8) becomes
\[ m^{-\gamma} m^2 (1 - 2^{-n_0}) \leq \|S_m f\|^2 \]
\[ \leq 4 \sum_{n < n_0} (2^{-\gamma n^2})(2^{2n^2+2n}) + m^{2-\gamma} + m^2 \sum_{n > n_0} 2^{-\gamma n^2} \]
\[ \leq 8(2^{(2-\gamma)(n_0-1)^2}) + m^{2-\gamma} + 2m^2 2^{-\gamma(n_0+1)^2} \]
which implies (9) for \( N_0 = \{2^n \mid n = 1, 2, \ldots \} \).
This estimate on the variance of \( S_m f \) shows that \( S_m f \) is well approximated in \( L^2 \) by the terms in its Fourier series coming from the block corresponding to \( J_{n_0} \). Thus to prove (1) for \( m = 2^{n_0} \to \infty \) we may replace \( S_m f \) by
\[ a_{n_0} \sum_{j \in J_{n_0}} \left( \frac{1 - \beta^{jm}}{1 - \beta^j} \right) g_j. \]
Knowing \( k_{n_0} \) we may assume \( \varepsilon_{n_0} \) is so small that \( |1 - \beta^j| \) is essentially \( \varepsilon_{n_0} \) and so by making another small \( L^2 \) error, we may replace
\[ \frac{1 - \beta^{jm}}{1 - \beta^j} g_j + \frac{1 - \beta^{-jm}}{1 - \beta^{-j}} g_j \]
by
\[ C_{n_0} \cos(2\pi j x) + D_{n_0} \sin(2\pi j x) \]
where \( C_{n_0}, D_{n_0} \) depend only on \( \varepsilon_{n_0} \).
Thus the lemma will be proven if we can satisfy (1) with \( S_m f / \|S_m f\| \) replaced by
\[ \frac{1}{A_{n_0} \sqrt{k_{n_0}}} \sum_{j \in J_{n_0}} (C_{n_0} \cos(2\pi j x) + D_{n_0} \sin(2\pi j x)) \]
where \( A_{n_0} = \sqrt{(C_{n_0}^2 + D_{n_0}^2)}/2 \). But this is clear because we are still free to make \( k_{n_0} \) as large as we want which makes this expression arbitrarily close in distribution to the standard normal as is written in (2). \( \square \)

**Theorem 1a.** *In the case where \( (X, T, \mu) \) is an irrational rotation, there exist \( f \in L^2 \) satisfying the CLT.*

**Proof.** We will slightly modify the construction in the proof of Lemma 1. For large \( m \) let \( n_0 = n_0(m) = \sup \{n \mid 2^n \leq m \} \). The estimates above show that most of the variance of \( S_m f \) is carried by terms from the \( J_{n_0} \) and \( J_{n_0+1} \) blocks.
Thus
\[ S_m f(x) \|S_m f\|^{-1} \sum_{k=1}^{\infty} 2a_k \sum_{j \in J_k} \frac{1 - \beta^m j}{1 - \beta^j} \cos 2\pi j x \quad (m \geq 1) \]
is $L^2$-equivalent to
\[ \left( 2a_{n_0}^2 \sum_{j \in J_{n_0}} \left| \frac{1 - \beta j m}{1 - \beta^j} \right|^2 + 2a_{n_0+1} \sum_{j \in J_{n_0+1}} \left| \frac{1 - \beta j m}{1 - \beta^j} \right|^2 \right)^{-1} \]
\[ \cdot \left( a_{n_0} \sum_{j \in J_{n_0}} \frac{1 - \beta j m}{1 - \beta^j} g_j + a_{n_0+1} \sum_{j \in J_{n_0+1}} \frac{1 - \beta j m}{1 - \beta^j} g_j \right) \]
as $m \to \infty$, i.e. both functions will have the same limit distribution if there is any. We still are free to choose the size $k_n$ of the sets $J_n$ as large as we want. If $n$ is fixed choose $k_n$ so large that according to (2) for each $2n^2 \leq m < 2(n+1)^2$
\[ A_m^{-1} \left( a_n \sum_{j \in J_n} \frac{1 - \beta j m}{1 - \beta^j} g_j + a_n+1 \sum_{j \in J_n+1} \frac{1 - \beta j m}{1 - \beta^j} g_j \right) \]
and for each $2(n-1)^2 \leq m < 2n^2$
\[ A_m^{-1} \left( a_{n-1} \sum_{j \in J_{n-1}} \frac{1 - \beta j m}{1 - \beta^j} g_j + a_n \sum_{j \in J_n} \frac{1 - \beta j m}{1 - \beta^j} g_j \right) \]
are approaching the standard normal distribution uniformly in $m$ as $n \to \infty$. Here,
\[ A_m^2 = \frac{1}{2} \left( a_n^2 \sum_{j \in J_n} \left( 2 \text{Re} \frac{1 - \beta j m}{1 - \beta^j} \right)^2 + \left( 2 \text{Im} \frac{1 - \beta j m}{1 - \beta^j} \right)^2 \right) \]
\[ + a_{n \pm 1}^2 \sum_{j \in J_{n \pm 1}} \left( 2 \text{Re} \frac{1 - \beta j m}{1 - \beta^j} \right)^2 + \left( 2 \text{Im} \frac{1 - \beta j m}{1 - \beta^j} \right)^2 \]
\[ = 2a_n^2 \sum_{j \in J_n} \left| \frac{1 - \beta j m}{1 - \beta^j} \right|^2 + 2a_{n \pm 1}^2 \sum_{j \in J_{n \pm 1}} \left| \frac{1 - \beta j m}{1 - \beta^j} \right|^2 \]
and consequently (10) is asymptotically normal. This proves the theorem. \[ \square \]

III. Proof of Theorem 1. Let $(X, T, \mu)$ be an arbitrary aperiodic dynamical system, invertible or not. We will use a structure of Rochlin towers as a frame that will allow us to imitate the construction for rotations. Recall that a measurable set $F \subset X$ is called an $(N, \varepsilon)$-Rochlin set if $F, T^{-1} F, \ldots, T^{-N+1} F$ are disjoint and $\mu(\bigcup_{t=0}^{N-1} T^{-1} F) > 1 - \varepsilon$. Rochlin’s lemma states that these sets exist for any $\varepsilon > 0$ and $N \in \mathbb{N}$, provided the system is aperiodic.

**Definition.** Let $K, N, L$ be integers, $K < N$, $K$ odd, $N$ even and let $\varepsilon > 0$. If $F$ is an $(NL, \varepsilon)$-Rochlin set, a function $g : X \to \{-1, 0, 1\}$ will be called *special* for $(F, N, K)$ if it has the following properties:

(i) $g(x) = 0 \Leftrightarrow x \notin \bigcup_{t=0}^{NL-1} T^{-1} F$. 
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(ii) \(\mu(\{x \in F \mid g(x) = 1\}) = \mu(\{x \in F \mid g(x) = -1\}) = \frac{1}{2}\mu(F)\).

(iii) There exist functions \(g^l : F \to \{-1, 1\} \ (l = 0, 1, \ldots, N-1)\) such that \(g^0, g^2, g^4, \ldots, g^{N-2}\) are independent, identically distributed with respect to the measure \(\mu|F\) and such that \(g(x) = g^l(T_l x)\) if \(x \in T^{-1}F\) \((l = 0, \ldots, N-1)\).

(iv) \(g^{2l}(x) = -g^{2l+K}(x)\) where indices are mod \(N\).

(v) If \(x \in T^{-jN+1}F\) \((j = 2, 3, \ldots, L)\) and if \(0 < l < N\), then \(g(T_l(x)) = g(T^{N+l}(x))\).

Before we proceed with a construction of special functions, let us note the following properties, which immediately follow from the definition.

**Lemma 2.** Let \(g\) be a special function for \((F, N, K)\). Then we have

1. \(\int_X g \, d\mu = 0\).
2. If \(x \in T^{-jN+1}F\) for some \(j = 1, 2, \ldots, L\), then \(\sum_{i=0}^{N-1} g(T^i(x)) = 0\).
3. Let \(K \leq m < N-K\) and \(0 \leq l < N\). Then there exists a set \(J \subset \{0, 1, \ldots, m-1\}\) of cardinality \(K-1\), \(K\), or \(K+1\) such that for every \(x \in \bigcup_{j=1}^{L} T^{-jN+1}F\), we have

\[
\sum_{i=0}^{m-1} g(T^{i+l}(x)) = \sum_{i \in J} g(T^{i+l}(x)).
\]

More precisely, if \(l\) and \(m + l - 1\) are even then

\[
J = \{1, 3, \ldots, K, m-K, m-K+2, \ldots, m-1\}.
\]

If \(l\) is even and \(m + l - 1\) is odd, then

\[
J + \{1, 3, \ldots, K, m-K+1, m-K+3, \ldots, m-2\}.
\]

If \(l\) is odd and \(m + l - 1\) is even then

\[
J + \{0, 2, \ldots, K-1, m-K, m-K+2, \ldots, m-1\}.
\]

If \(l\) and \(m + l - 1\) are odd, then

\[
J = \{0, 2, \ldots, K-1, m-K+1, m-K+3, \ldots, m-2\}.
\]

**Lemma 3.** Let \(g\) be a special function for \((F, N, K)\). Then we have

1. \(|S_m g(x)| \leq 2(K + 1), m \geq 0, x \in X, \) where \(S_m g(x) = \sum_{i=0}^{m-1} g(T^i(x))\).
2. If \(0 \leq m \leq K\) then \((1 - \delta)m \leq \|S_m g\|^2 \leq (1 + \delta)m\) and

\[
\mu(\{x \in X \mid S_m g(x)/\sqrt{m} \leq t\}) = \Phi(t) + \zeta + O(m^{-1/2})
\]

where \(\max(\delta, \zeta) \to 0\) as \(m(L^{-1} + \varepsilon) \to 0, m, L \to \infty\) and \(\varepsilon \to 0\).

(3) If \(K \leq m < N - K\) then \((1 - \delta)K \leq \|S_m g\|^2 \leq (1 + \delta)K\) and

\[
\mu(\{x \in X \mid S_m g(x)/\sqrt{K} \leq t\}) = \Phi(t) + \zeta + O(K^{-1/2})
\]

where \(\max(\delta, \zeta) \to 0\) as \(K(L^{-1} + \varepsilon) \to 0, K, L \to \infty\) and \(\varepsilon \to 0\).
Proof. (1) follows immediately from Lemma 2(2), (3) and (i) in the definition of a special function. (2) is similar to (3), hence we only prove (3). Let \( G = \bigcup_{i=0}^{L-1} T^{-i} F \) and \( B = G^c \). Then \( \mu(G) = (L-1)N\mu(F) \geq (L-1)N(1-\varepsilon)/LN = 1 - \varepsilon(L-1)/L - 1/L \). We have

\[
\|S_m g\|^2 = \int_G |S_m g|^2 \, d\mu + \int_B |S_m g|^2 \, d\mu,
\]

\[
\int_B |S_m g|^2 \, d\mu \leq 4(K + 1)^2 \mu(B) \leq 4(K + 1)^2 (\varepsilon + L^{-1})
\]

and

\[
\int_G |S_m g|^2 \, d\mu = \sum_{i=0}^{L-1} \int_{T^{-i} F} |S_m g|^2 \, d\mu.
\]

Fix \( l \) and denote by \( J \) the set of at most \( K + 1 \) indices determined in Lemma 2(3) for \( m \) and \( jN - 1 - l \), where \( l = jN - 1 - l', 0 \leq l' < N, j \geq 2 \). Let \( x \in T^{-i} F \). Choose \( y \in T^{-jN+1} F \) with \( T^{l'} y = x \). Then by (3) in Lemma 2

\[
S_m(g(x)) = \sum_{i \in J} g(T^{l'+i}(y)) = \sum_{i \in J} g(T^i(x)).
\]

Now \( T^i(x) \in T^{-(l-i)} F \), where \( l - i \geq 0 \), so by (iii) and (v)

\[
g(T^i(x)) = g^{l-i(\text{mod } N)}(T^i(x)).
\]

If \( i \) runs through \( J \) the indices \( l - i \text{ mod } N \) are all different and if \( i \in J, i \pm K \notin J \). Thus the functions \( g^{l-i(\text{mod } N)} \) \((i \in J)\) are independent identically distributed and so are the functions \( g \circ T^i \) \((i \in J)\) with respect to \( \mu_{T^{-i} F} \). Since

\[
\int_{T^{-i} F} g(T^i(x)) \mu(dx) = \int_F g^{l-i(\text{mod } N)} d\mu = 0,
\]

it follows that

\[
\int_{T^{-i} F} |S_m g|^2 = \int_{T^{-i} F} \sum_{i \in J} g^2 \circ T^i \, d\mu = |J|\mu(F).
\]

This shows the lemma, since we have

\[
\|S_m g\|^2 \leq 4(K + 1)^2 (\varepsilon + L^{-1}) + (K + 1)(L - 1)N\mu(F)
\]

\[
= K \left(1 + K^{-1} + 4\frac{K + 1}{K}(K + 1)(\varepsilon + L^{-1})\right),
\]

\[
\|S_m g\|^2 \geq (K - 1)(L - 1)N\mu(F)
\]

\[
\geq (K - 1)\frac{L - 1}{L} (1 - \varepsilon) \geq K(1 - L^{-1} - \varepsilon - K^{-1})
\]
and by the Central Limit Theorem with remainder
\[
\mu(\{x \in X|S_m g(x)/\sqrt{K} \leq t\})
\leq \mu(B) + \sum_{l=N}^{LN-1} \mu(T^{-l} F) \mu(T^{-l} F) \left( \left\{ x \in T^{-l} F | S_m g(x)/\sqrt{|J|} \leq \frac{K}{\sqrt{|J|}} t \right\} \right)
\leq \varepsilon + L^{-1} \sum_{l=N}^{LN-1} \mu(T^{-l} F) \left( \phi \left( \frac{K}{\sqrt{|J|}} t \right) + O(|J|^{-1/2}) \right)
= \Phi(t) + \xi_1 + O(K^{-1/2}),
\]
\[
\mu(\{x \in X|S_m g(x)/\sqrt{K} \leq t\})
\leq \sum_{l=N}^{LN-1} \mu(T^{-l} F) \mu(T^{-l} F) \left( \left\{ x \in T^{-l} F | S_m g(x)/\sqrt{|J|} \leq \frac{K}{\sqrt{|J|}} t \right\} \right)
\geq \sum_{l=N}^{LN-1} \mu(T^{-l} F) \left( \phi \left( \frac{K}{\sqrt{|J|}} t \right) + O(|J|^{-1/2}) \right)
\geq (1 - L^{-1})(1 - \varepsilon)(\Phi(t) + \xi_1 + O(K^{-1/2}))
= \Phi(t) + \xi_3 + O(K^{-1/2}),
\]
where \(|\xi_3|, |\xi_1| \to 0\) as \(L, K \to \infty\) and \(\varepsilon \to 0\).

We will now turn to the construction of special functions as we will need it below. We begin with

**Lemma 4.** Let \(F\) be an \((NL, \varepsilon)\)-Rochlin set, \(K < N, K\) odd and \(N\) even. Let \(\beta_i\) be a finite partition of \(T^{-l} F\) \((i = 0, 1, \ldots, LN - 1)\). Then there exists a partition \(\alpha\) of \(F\) into \(2^{N/2}\) sets such that for every \(A \in \alpha\) and \(B \in \beta_i\) \((0 \leq l < LN)\)

\[
\mu(B \cap T^{-l} A) = 2^{-N/2} \mu(B).
\]

**Proof.** We will use Zorn's lemma as a convenience. Let \(\Sigma\) be the family of all systems \(\alpha = \{A_1, \ldots, A_{2N/2}\}\) where

(i) \(A_i \cap A_j = \emptyset, A_i \subset F\) \((1 \leq i \neq j \leq 2N/2)\).

(ii) If \(B \in \beta_i\) then \(\mu(B \cap T^{-l} A_i) \leq 2^{-N/2} \mu(B)\) \((1 \leq i \leq 2N/2)\).

If \(\beta = \{B_1, \ldots, B_{2N/2}\}\) is another system then \(A \leq B\) if and only if \(A_i \subset B_i, i = 1, \ldots, 2N/2\). Clearly, \(\Sigma\) is nonempty and if \(\Sigma_0 \subset \Sigma\) is totally ordered, the system \(\alpha = \{A_1, \ldots, A_{2N/2}\}\) defined by

\[
A_i = \bigcup_{B_i \in \alpha \in \Sigma_0} B_i
\]

belongs to \(\Sigma\). Denote by \(\alpha\) a maximal element in \(\Sigma\). We claim that \(\alpha\) is the partition we seek. For this it is sufficient to show that \(\sum_{A \in \alpha} \mu(A) = \mu(F)\). Assume that this is not true. Let \(c = \inf \mu(B \setminus \bigcup_{l=0}^{LN-1} T^{-l} \bigcup_{A \in \alpha} A)\) where the infimum extends over all \(B \in \beta_i\) \((l = 0, \ldots, LN - 1)\) for which the \(\mu(B \setminus T^{-l} \bigcup_{A \in \alpha} A) > 0\). Thus \(c > 0\) and therefore we can find a set \(E \subset F \setminus \bigcup_{A \in \alpha} A\) with \(0 < \mu(E) \leq 2^{-N/2} c\). Then for \(B \in \beta_i\)

\[
\mu(B \cap T^{-l} E) \leq \mu(E) \leq 2^{-N/2} c
\]
if \( \mu(B \setminus \bigcup A T^{-l}A) > 0 \). Then define \( \tilde{\alpha} \) by enlarging one set of \( \alpha \) by \( E \), and this contradicts the assumption since \( \tilde{\alpha} \in \Sigma \). It is also clear that this argument may be made independent of the axiom of choice. \( \square \)

Now, let \( \alpha \) be a partition as in the previous lemma. Write

\[
\alpha = \{ A(\varepsilon_0, \ldots, \varepsilon_{N/2-1}) | \varepsilon_i \in \{ \pm 1 \} \}.
\]

Define functions \( g^{2l} \) (\( l = 0, \ldots, N/2 - 1 \)) on \( F \) by setting \( g^{2l}(x) = \varepsilon_l \) if \( x \in A(\varepsilon_0, \ldots, \varepsilon_l, \ldots, \varepsilon_{N/2-1}) \) (\( l = 0, \ldots, N/2 - 1 \)). Moreover we set \( g^{2l+K}(x) = -g^{2l} \) (\( l = 0, \ldots, N/2 - 1 \)) where the indices are mod \( N \) and

\[
(*) \quad g(x) = \begin{cases} 
  g^l(T_j^N(x)) & \text{if } x \in T^{-jN-l}F \ (0 \leq l < N, j = 0, \ldots, L - 1), \\
  0 & \text{if } x \notin \bigcup_{l=0}^{LN-1} T^{-l}F.
\end{cases}
\]

**Lemma 5.** The function \( g \) defined in (*) is special for \( (F, N, K) \) and each of the functions \( S_{m} g \), restricted to \( T^{-1} F \), is independent of \( \beta_l \) (\( l = N, \ldots, NL - 1; 1 \leq m \leq N \)) with respect to the measure \( \mu | T^{-1} F \).

**Proof.** That \( g \) is special follows from the definition and Lemma 4: (i), (iv), and (v) in the definition of a special function follow immediately from the above definitions of \( g^l \) and \( g \). We show (ii) and (iii).

(ii) Let \( x \in F \). Then \( g(x) = g^0(x) \) and for \( \varepsilon \in \{ \pm 1 \} \),

\[
\mu(\{ y \in F | g(y) = \varepsilon \}) = \sum_{\varepsilon_1, \ldots, \varepsilon_{N/2-1}} \mu(A(\varepsilon, \varepsilon_1, \ldots, \varepsilon_{N/2-1})) = 2^{N/2-1} 2^{-N/2} \mu(F) = \frac{1}{2} \mu(F).
\]

(iii) \( \mu(g^0 = \varepsilon_0, g^2 = \varepsilon_1, \ldots, g^{N-2} = \varepsilon_{N/2-1} = \mu(A(\varepsilon_0, \ldots, \varepsilon_{N/2-1})) = 2^{N/2-1} \mu(F) \) and \( \mu(g^{2l} = \varepsilon) = \frac{1}{2} \mu(F) \) (as in (iii)). Thus \( g^0, g^2, \ldots, g^{N-2} \) are independent with respect to \( \mu | F \).

Let us now show the additional independence statement in the lemma. Let \( l \geq N \) and \( m \leq N \) be fixed. Fix an atom \( B \in \beta_l \) and let \( A = \{ x \in T^{-l}F | g(T_j^l(x)) = \varepsilon_j, 0 \leq j < m \} \), where a priori \( \varepsilon_j \in \{-1, 0, 1\} \). But for \( x \in T^{-l}F \) \( g(T_j^l(x)) = 0 \) never happens (\( l - j \geq 0 \) for all \( j < m \leq N \)), so we take \( \varepsilon_j \in \{ \pm 1 \} \). We have seen earlier that for \( x \in T^{-l}F \) \( g(T_j^l(x)) = g^{l-j(\text{mod} N)}(T_l^l(x)) \). It follows that either \( A = \emptyset \) (if the \( \varepsilon_j \) do not match, condition (iv)) or \( A \) is a finite union of sets \( T^{-l} A(\eta_1, \ldots, \eta_{N/2-1}) \) with \( \eta_i \in \{ \pm 1 \} \) (depending on \( m \) and \( l \)). It follows from Lemma 4 that

\[
\mu | T^{-l} F(B \cap A) = \mu(T^{-l} F(B \cap UT^{-l} A(\eta_0, \ldots, \eta_{N/2-1}))) = \mu(F)^{-1} \sum \mu(B \cap T^{-l} A(\eta_0, \ldots, \eta_{N/2-1})) = \mu(F)^{-1} \sum 2^{-N/2} \mu(B) = [\mu(A)/\mu(F)] [\mu(B)/\mu(F)]
\]

since

\[
\mu(A) = \sum \mu(A(\eta_0 \eta_1 \cdots \eta_{N/2-1})) = \sum_{A(\eta_0, \ldots, \eta_{N/2-1}) \subset A} 2^{-N/2} \mu(F).
\]

After these preparations we are ready to define the functions \( f : X \to \mathbb{R} \) for which we will show the CLT property below. We start with a sequence \( \varepsilon_n \searrow 0 \), a sequence
Kn ∨ ∞ of odd integers, a sequence Nn ∨ ∞ of even integers, and a sequence Ln ∨ ∞ of integers (n ≥ 1) satisfying (c) below and

(a) Kn < Nn−1,
(b) Kn(Ln−1 + εn) → 0 (n → ∞).

Let Fn (n ≥ 1) be (NnLn, εn)-Rochlin sets and let gn be special functions for (Fn, Nn, Kn) such that for each m = 1, . . . , Nn, Smgn is independent on T−lFnl (l = N, . . . , LN − 1) of the partition generated by {Tngn−1|0 ≤ i < Nn} (w.r.t. μ|T−lFnl). By Lemma 5, this is possible. Finally, let an ↘ 0 (n → ∞) be a sequence of positive real numbers, such that

\[
\begin{align*}
\sum a_n^2 &< \infty, \\
\frac{1}{a_n} \sum_{j<n} a_j &\to 0 \quad \text{as } n \to \infty, \\
\frac{1}{a_n} K_n^{-1/2} \sum_{j<n} a_j K_j &\to 0 \quad \text{as } n \to \infty.
\end{align*}
\]

(c)

Then we define \( f = \sum_{n \geq 1} a_n g_n \). It is left to show that f satisfies the CLT. Given m ≥ 1 define no = no(m) = sup{n|Kn ≤ m}.

**LEMMA 6.** We have

\[
\begin{align*}
(1) \quad (1 - \delta) (K_n a_n^2 + m a_{n+1}^2) &\leq \| S_m (a_n g_n + a_{n+1} g_{n+1}) \|^2 \\
&\leq (1 + \delta) (K_n a_n^2 + m a_{n+1}^2)
\end{align*}
\]

where \( \delta \to 0 \) as \( m \to \infty \).

\[
\begin{align*}
(2) \quad (K_n a_n^2 + m a_{n+1}^2)^{-1} \left\| \sum_{n \neq n_0 \neq n_0+1} S_m (a_n g_n) \right\|^2 &\to 0 \quad \text{as } m \to \infty.
\end{align*}
\]

**PROOF.** (1) Since \( m < K_{n+1} < N_n \), \( S_m (a_n g_n + a_{n+1} g_{n+1}) \) is independent of \( S_m (a_n g_n) \) on each level \( T^{-l}F_{n+1} \) \((N_{n+1} ≤ l < L_{n+1}N_{n+1})\) (w.r.t. \( \mu|T^{-l}F_{n+1} \)).

Thus if \( G = \bigcup_{l=N_{n+1}}^{L_{n+1}N_{n+1}-1} T^{-l}F, B = G^c, \) by Lemma 3

\[
\| S_m (a_n g_n + a_{n+1} g_{n+1}) \|^2 \\
\leq 2 \int_B (S_m (a_n g_n))^2 d\mu + 2 \int_B (S_m (a_{n+1} g_{n+1}))^2 d\mu \\
+ \sum_{l=N_{n+1}}^{L_{n+1}N_{n+1}-1} \int_{T^{-l}F_{n+1}} (S_m (a_n g_n))^2 d\mu \\
+ \int_{T^{-l}F_{n+1}} (S_m (a_{n+1} g_{n+1}))^2 d\mu \\
\leq 8 \left[ a_n^2 (K_{n+1})^2 + a_{n+1}^2 m^2 \right] (\epsilon_{n+1} + L_{n+1}^{-1}) \\
+ \| S_m (a_n g_n) \|^2 + \| S_m (a_{n+1} g_{n+1}) \|^2 \\
= \left[ a_n^2 K_n + a_{n+1}^2 m \right] (1 + \delta')
\]
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where $\delta' \to 0$ as $m \to \infty$ by our general assumptions. By a similar argument one obtains
\[
\|S_m(a_{n_0}g_{n_0} + a_{n_0+1}g_{n_0+1})\|^2 \geq \|S_m(a_{n_0}g_{n_0})\|^2 + \|S_m(a_{n_0+1}g_{n_0+1})\|^2 \\
- 4 \left[ a_{n_0}^2 (K_{n_0+1})^2 + a_{n_0+1}^2 m^2 \right] \\
= \left[ a_{n_0}^2 K_{n_0} + a_{n_0+1}^2 m \right] (1 - \delta')
\]
where $\delta' \to 0$.

(2) Using Lemma 3 again we have
\[
\sum_{n \neq n_0 \neq n_0+1} \|S_m(a_n g_n)\| \leq \sum_{n \neq n_0 \neq n_0+1} \|S_m(a_{n_0} g_{n_0})\| \leq \sum_{n < n_0} 2(K_{n} + 1)a_n + \sum_{n \geq n_0+2} ma_n
\]
and (2) follows from (c).

**Lemma 7.** We have
\[
\mu \left( \left\{ x \in X \mid \frac{S_m(a_{n_0}g_{n_0} + a_{n_0+1}g_{n_0+1})(x)}{(K_{n_0}a_{n_0}^2 + a_{n_0+1}^2 m)^{1/2}} \leq t \right\} \right) \to \phi(t)
\]
as $m \to \infty$.

**Proof.** As before, let $g = \bigcup_{l=N_{n_0+1}}^{L_{n_0+1}N_{n_0+1}-1} T^{-l}F_{n_0+1}$ and $B = G^c$. Since $S_m(a_{n_0+1}g_{n_0+1})$ is independent of $S_m(a_{n_0}g_{n_0})$ on $T^{-l}F_{n_0+1}$ with respect to $\mu|_{T^{-l}F_{n_0+1}} (\mathcal{N}_{n_0+1} \leq l < L_{n_0+1}N_{n_0+1})$ we have (using Fourier transforms):
\[
\int_G \exp \left( it \frac{S_m(a_{n_0}g_{n_0} + a_{n_0+1}g_{n_0+1})}{(a_{n_0}^2 K_{n_0} + a_{n_0+1}^2 m)^{1/2}} \right) \mu \left( \sum_{l=N_{n_0+1}}^{L_{n_0+1}N_{n_0+1}} (T^{-l}F_{n_0+1}) \right) \\
= \sum_{l=N_{n_0+1}}^{L_{n_0+1}N_{n_0+1}} \mu(T^{-l}F_{n_0+1}) \\
\cdot \int_{T^{-l}F_{n_0+1}} \exp \left( it \frac{S_m(a_{n_0}g_{n_0} + a_{n_0+1}g_{n_0+1})}{(a_{n_0}^2 K_{n_0} + a_{n_0+1}^2 m)^{1/2}} \right) \mu|_{T^{-l}F_{n_0+1}} \\
= \sum_{l=N_{n_0+1}}^{L_{n_0+1}N_{n_0+1}} \mu(T^{-l}F_{n_0+1}) \\
\cdot \int_{T^{-l}F_{n_0+1}} \exp \left( it \frac{a_{n_0}^{1/2}}{(a_{n_0}^2 K_{n_0} + a_{n_0+1}^2 m)^{1/2}} S_m(a_{n_0}g_{n_0}) \right) \mu|_{T^{-l}F_{n_0+1}} \\
\cdot \left( \exp \left( \frac{1}{2} \frac{a_{n_0+1}^2 m^2}{a_{n_0}^2 K_{n_0} + a_{n_0+1}^2 m} \right) + \eta_m \right)
\]
where $\eta_m \to 0$ as $m \to \infty$, because $S_m(a_{n_0+1}g_{n_0+1})/a_{n_0+1}m^{1/2}$ converges to the standard normal distribution. Hence the last expression equals

$$
\int_G \exp \left( it \frac{a_{n_0}K_{n_0}}{a_{n_0}K_{n_0} + a_{n_0+1}m} \right) \frac{S_m(a_{n_0}g_{n_0})}{a_{n_0}K_{n_0}^{1/2}} \, d\mu
\cdot \left( \exp \left( -\frac{1}{2} \frac{a_{n_0+1}^2 m t^2}{a_{n_0}K_{n_0} + a_{n_0+1}^2 m} \right) + \eta_m \right)
$$

and this converges to $\exp -\frac{1}{2} t^2$, since $S_m(a_{n_0}g_{n_0})/a_{n_0}K_{n_0}^{1/2}$ converges to the standard normal distribution and since $\mu(G) = 1$. Lemmas 6 and 7 now imply that $f$ satisfies the CLT. Lemma 6 shows that for a given $m$ only the contributions of $a_n g_n + a_{n+1} g_{n+1}$ ($n = n_0(m)$) determine the limit and by Lemma 7 this limit exists and is the standard normal distribution. The details are carried out as in the proof of Theorem 1a for the irrational rotation.
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