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Abstract. We suppose that $S$ is a smooth hypersurface in $\mathbb{R}^{n+1}$ with Gaussian curvature $\kappa$ and surface measure $dS$, $w$ is a compactly supported cut-off function, and we let $\mu_\alpha$ be the surface measure with $d\mu_\alpha = w\kappa^\alpha dS$. In this paper we consider the case where $S$ is the graph of a suitably convex function, homogeneous of degree $d$, and estimate the Fourier transform $\hat{\mu}_\alpha$. We also show that if $S$ is convex, with no tangent lines of infinite order, then $\hat{\mu}_\alpha(\xi)$ decays as $|\xi|^{-n/2}$ provided $\alpha \geq [(n+3)/2]$. The techniques involved are the estimation of oscillatory integrals; we give applications involving maximal functions.

1. Introduction. The purpose of this paper is to obtain estimates for the decay at infinity of certain oscillatory integrals related to the Fourier transform of surface carried measures. Let $S$ denote a smooth hypersurface in $\mathbb{R}^{n+1}$ with Gaussian curvature $\kappa$ and element of surface measure $dS$ induced by the Lebesgue measure of $\mathbb{R}^{n+1}$. We fix a smooth function $w$ with compact support in $\mathbb{R}^{n+1}$ and a nonnegative number $\alpha$ and consider the finite Borel measure $\mu_\alpha$, with $d\mu_\alpha = |\kappa|^\alpha w dS$, which is carried by $S$. We seek conditions on $S$ and $\alpha$ that guarantee that the Fourier transform $\hat{\mu}_\alpha(\xi)$ of $\mu_\alpha$ satisfies the estimate

$$\left| (\mu_\alpha)^{-}\right| \leq c|\theta|^{-n/2} \quad \forall \theta \in \mathbb{R}^{n+1}. \tag{1.1}$$

This problem can be reduced to that of estimating the decay at infinity of an oscillatory integral. Indeed, by introducing a smooth partition of unity on $S$, we may assume that in a neighborhood of the support of $w$ the surface $S$ can be represented as the graph of a smooth function $f$ in $C_0^\infty(\mathbb{R}^n)$. Thus there exists a function $u$ in $C_0^\infty(\mathbb{R}^n)$ such that $d\mu_\alpha = |\det f'(x)|^\alpha u(x) dx$. Hence the Fourier transform of $\mu_\alpha$ can be written as an oscillatory integral

$$I_\alpha(f, u)(\theta) = \int_{\mathbb{R}^n} \exp[i((\xi \cdot x + \lambda f(x))] |\det f''(x)|^\alpha u(x) dx,$$

where $\theta = (\xi, \lambda)$ is a point in $\mathbb{R}^{n+1} \simeq \mathbb{R}^n \times \mathbb{R}$. The method of stationary phase (see, e.g., [H, Theorem 7.7.5]) shows that the decay given by the estimate

$$|I_\alpha(f, u)(\theta)| \leq c|\theta|^{-n/2} \quad \forall \theta \in \mathbb{R}^{n+1} \tag{1.2}$$

is optimal, in the sense that for every nonlinear $f$ one can find a function $u$ in $C_0^\infty(\mathbb{R}^n)$ and a unit vector $\Theta$ in $\mathbb{R}^{n+1}$ such that $|I_\alpha(f, u)(\rho\Theta)| \sim C(f, u)\rho^{-n/2}$ as
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\( \varrho \to \infty \). Moreover if \( \det(f'') \) never vanishes on the support of \( u \), i.e. if the curvature of \( S \) never vanishes on the support of \( w \), (1.2) holds.

Our interest in this problem arose in connection with the study of maximal averages of functions over hypersurfaces in \( \mathbb{R}^{n+1} \). Define for every \( t > 0 \) the "mean value" operator

\[
M_t \phi(x) = \int_S \phi(x - ty)w(y) \, dS(y) \quad \forall \phi \in \mathcal{S}(\mathbb{R}^{n+1})
\]

and the maximal operator

\[
M\phi(x) = \sup\{|M_t \phi(x)| : t > 0\}.
\]

One seeks conditions on the measure \( \mu \) with \( d\mu = w \, dS \) that guarantee that for some \( p \) in \( (1, +\infty] \) the estimate

\[
\|M\phi\|_p \leq c\|\phi\|_p \quad \forall \phi \in \mathcal{S}(\mathbb{R}^{n+1})
\]

holds. A generalization of the methods introduced by E. M. Stein in his study of "the spherical maximal averages" [S, SW] reduces the problem to that of obtaining decay estimates for the Fourier transform of the measure \( \mu \) [CM, SS]. In particular if \( \hat{\mu} \) vanishes at infinity of order less than \( 1/2 \), one must obtain better decay for the Fourier transform of the measure \( \mu_\alpha \), where \( d\mu_\alpha = |\kappa|^\alpha \, d\mu \) for some positive \( \alpha \). In [CM] the authors exhibited a class of surfaces in \( \mathbb{R}^3 \) for which \( (\mu_{1/2})^- \) has optimal decay, i.e.

\[
|\langle \mu_{1/2} \rangle^-| \leq c|\theta|^{-1} \quad \forall \theta \in \mathbb{R}^3.
\]

In [SS] Sogge and Stein proved that \( (\mu_{2n})^- \) has optimal decay for any smooth hypersurface \( S \) in \( \mathbb{R}^{n+1} \). In terms of oscillatory integrals this means that (1.2) is satisfied for every \( u \) in \( C_\infty^0(\mathbb{R}^n) \) if \( f \) is smooth and \( \alpha = 2n \).

Our goal is to improve this result for particular classes of functions \( f \). In the next section we obtain decay estimates for the oscillatory integral \( I \):

\[
I(f, g, u)(\theta) = \int \exp[i(\xi \cdot x + \lambda f(x))]g(x)u(x) \, dx,
\]

where \( \theta = (\xi, \lambda) \in \mathbb{R}^{n+1} \), and, roughly speaking, \( f \) is a convex function homogeneous of degree \( d \geq 2 \), \( \det(f'') \) vanishes only at the origin, \( g \) is a homogeneous function of degree \( z \), \( \text{Re} \, z + n > 0 \), and \( u \in C_\infty^0(\mathbb{R}^n) \). These estimates show that, when \( \alpha \geq 1/2 \), \( I_\alpha(f, u) = I(f, \det(f'')^\alpha, u) \) has the optimal decay in (1.2) for every \( u \) in \( C_\infty^0(\mathbb{R}^n) \). In §3 we apply these results to obtain sharp \( L^p \)-estimates for the maximal operator associated to a measure with compact support on the graph of \( f \).

In §4 we derive decay estimates for a one-dimensional oscillatory integral whose phase function is convex, but no longer homogeneous. These results are applied in §5 to prove that if \( S \) is a smooth convex hypersurface in \( \mathbb{R}^{n+1} \) which has no tangent of infinite order than \( (\mu_{\alpha})^- \) has optimal decay for \( \alpha = [(n+3)/2] \) (the integer part of \((n+3)/2\)).

2. Oscillatory integrals with homogeneous phase. Let \( f \) be a real-valued function, smooth on \( \mathbb{R}^n \setminus \{0\} \), and homogeneous of degree \( d \geq 2 \). Assume further that for some positive constant \( a \)

\[
(f''(x)\varrho, \varrho) \geq a|\varrho|^2.
\]
for every \( v, x \in \mathbb{R}^n \), with \( |x| = 1 \). Then \( f \) is convex and \( \det(f''(x)) \) vanishes only at the origin. Let \( g \) be a smooth function on \( \mathbb{R}^n \setminus \{0\} \), homogeneous of degree \( z \). If \( \Re z + n > 0 \) then \( g \) is locally integrable. Thus for \( u \in C_c(\mathbb{R}^n) \) and \( \theta = (\xi, \lambda) \in \mathbb{R}^n \times \mathbb{R} \) we may consider the oscillatory integral \( I \):

\[
I(f, g, u)(\theta) = \int_{\mathbb{R}^n} \exp[i(\xi \cdot x + \lambda f(x))]|g(x)|u(x)\,dx.
\]

Our goal in this section is to derive estimates for the decay of \( I(f, g, u)(\theta) \) as \( |\theta| \to \infty \). In particular we shall prove that if \( \Re z + n \geq nd/2 \) then \( I(f, g, u) \) has optimal decay.

The first step towards this result (which is Theorem 2.4 below) is Lemma 2.1 on the geometry of the graph of \( f \). This is followed by Proposition 2.2 on the Fourier transform of the function \( x \to \exp[i f(x)]g(x) \). Lemma 2.3 is a technical result used for proving Proposition 2.2, and the main result, Theorem 2.4, then follows.

**LEMMA 2.1.** For any \( \xi \in \mathbb{R}^n \) there exists a unique \( x(\xi) \in \mathbb{R}^n \) such that \( f'(x(\xi)) = -\xi \). Moreover there exist constants \( b, c, c(d) > 0 \) such that

(i) \( b^{|\xi|^{1/(d-1)}} \leq |x(\xi)| \leq c |\xi|^{1/(d-1)} \),

(ii) \( |\xi + f'(x)| \geq c(d)a|x(\xi)|^{d-2}|x - x(\xi)| \),

(iii) \( |\xi + f'(x)| \geq c(d)a|x|^{d-2}|x - x(\xi)| \),

for every \( x \in \mathbb{R}^n \).

**PROOF.** Since \( f \) is strictly convex and \( f(x) \geq ad^{-1}(d - 1)^{-1}|x|^d \) by (2.1), the set \( \Sigma = \{x: f(x) = 1\} \) is the boundary of a strictly convex body. For every \( x \in \Sigma \) let \( n(x) \) denote the exterior normal to \( \Sigma \) at \( x \). Thus for every unit vector \( \sigma \) in \( \mathbb{R}^n \) there exists \( x_\sigma \) in \( \Sigma \) such that

\[
n(x_\sigma) = f'(x_\sigma)|f'(x_\sigma)|^{-1} = \sigma.
\]

For \( \xi \in \mathbb{R}^n \setminus \{0\} \) set \( \sigma = -\xi/|\xi| \) and \( x(\xi) = (|\xi|/|f'(x_\sigma)|)^{1/(d-1)}x_\sigma \). Then it is easily seen that \( f'(x(\xi)) = -\xi \) and \( |x(\xi)| \sim |\xi|^{1/(d-1)} \). This proves (i). The uniqueness of \( x(\xi) \) will follow from estimate (ii). To prove the estimate write, for the sake of brevity, \( \phi(x) = \xi \cdot x + f(x) \). Then

\[
\phi'(x)(x - x(\xi)) = \int_0^1 f''(x(\xi) + t(x - x(\xi)))(x - x(\xi), x - x(\xi)) \, dt
\]

\[
\geq a|x - x(\xi)|^2 \int_0^1 |x(\xi) + t(x - x(\xi))|^{d-2} \, dt
\]

by (2.1) and the homogeneity of \( f \). Since it is easily see that

\[
|x(\xi) + t(x - x(\xi))| = |x(\xi)|\left|1 - \{|x(\xi)|^{-1}|x - x(\xi)|\}t\right|
\]

we have

(2.2) \( |\phi'(x)| \geq a|x(\xi)|^{d-2}|x - x(\xi)| \int_0^1 \left|1 - \{|x(\xi)|^{-1}|x - x(\xi)|\}t\right|^{d-2} \, dt \).

Since there exists a constant \( c(d) > 0 \) such that

\[
\int_0^1 |1 - \alpha t|^{d-2} \, dt \geq c(d) \quad \forall \alpha \geq 0,
\]
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(ii) follows from (2.2). Interchanging the roles of $x$ and $x(\xi)$, we can use the same argument to prove (iii). □

Let $T_{f,g}(x) = e^{if(x)}g(x)$. Since $\text{Re} \, z + n > 0$, $T_{f,g}$ defines a tempered distribution on $\mathbb{R}^n$.

**Proposition 2.2.** If $\text{Re} \, z + n > 0$ then $\hat{T}_{f,g} \in C^\infty(\mathbb{R}^n)$. If further $0 < \text{Re} \, z + n \leq nd/2$, then there exists a constant $c(f,g)$ such that, for every $\xi$ in $\mathbb{R}^n$,

$$|\hat{T}_{f,g}(\xi)| \leq c(f,g).$$

**Proof.** The basic idea of the proof consists in expressing the Fourier transform of the distribution $T_{f,g}$ as an oscillatory integral with phase function $\phi(x,\xi) = \xi \cdot x + f(x)$. The function $x \rightarrow \phi(x,\xi)$ is in $C^2(\mathbb{R}^n)$, is smooth away from the origin, and for every $\xi \neq 0$ has a unique nondegenerate stationary point $x(\xi)$. Then we decompose the domain of integration into three regions: a neighborhood of the stationary point that does not contain the origin, a neighborhood of the origin that does not contain the stationary point, and a neighborhood of infinity. In the first region the required estimate will follow by the stationary phase argument, while in the last two regions it will follow by integration by parts.

If $m \in \mathbb{R}$ we denote by $S^m(\mathbb{R}^n)$ the symbol class of all functions $a$ in $C^\infty(\mathbb{R}^n)$ such that for every multi-index $\alpha$ in $\mathbb{N}^n$ there exists a constant $c(\alpha)$ such that

$$|\partial^\alpha a(x)| \leq c(\alpha)(1 + |x|)^{m-|\alpha|} \quad \forall x \in \mathbb{R}^n.$$ 

We shall prove first that if $\text{Re} \, z + n > 0$ then $\hat{T}_{f,g} \in C^\infty(\mathbb{R}^n)$. Let $\varsigma$ be a function in $C^\infty(\mathbb{R}^n)$ such that $0 \leq \varsigma(x) \leq 1$, $\varsigma(x) = 1$ if $|x| < 1/2$, and $\varsigma(x) = 0$ if $|x| \geq 2$. Then, if $\varsigma_t(x) = \varsigma(tx)$,

$$\hat{T}_{f,g}(\xi) = \lim_{t \to 0^+} \int e^{i\phi(x,\xi)}g(x)\varsigma_t(x) \, dx$$

in $S'(\mathbb{R}^n)$. By (i) and (iii) of Lemma 2.1, for every positive $R$ there exist positive constants $c_2$ and $c(f,R)$ such that

$$|\phi'_x(x,\xi)| \geq c_2(1 + |x|)^{d-1}$$

if $|\xi| \leq R$ and $|x| \geq c(f,R)$. Now let $\psi$ be a function in $C^\infty_c(\mathbb{R}^n)$ such that $0 \leq \psi(x) \leq 1$, $\psi(x) = 1$ for $|x| \leq c(f,R)$, and $\psi(x) = 0$ for $|x| \geq 2c(f,R)$. Set $\chi = 1 - \psi$. Then

$$\hat{T}_{f,g}(\xi) = \int_{\mathbb{R}^n} e^{i\phi(x,\xi)}g(x)\psi(x) \, dx$$

$$+ \lim_{t \to 0^+} \int_{\mathbb{R}^n} e^{i\phi(x,\xi)}g(x)\chi(x)\varsigma_t(x) \, dx.$$ 

The first integral in (2.5) is an entire function of $\xi$. To handle the second integral consider the differential operator

$$Lu(x) = i \sum_{j=1}^n \partial_j (|\phi'_x(x,\xi)|^{-2} \partial_j \phi(x,\xi) u(x)),$$

where the derivatives $\partial_j$ are taken with respect to the variable $x$. The operator $L$ maps functions supported away from the origin in the symbol class $S^m(\mathbb{R}^n)$ into...
the symbol class $S^{m-d}(\mathbb{R}^n)$. Moreover its formal transpose $L^t$ satisfies $L^t e^{i\phi} = e^{i\phi}$. Since the function $x \rightarrow g(x)\chi(x)\zeta(tx)$ is supported away from the origin and is in the symbol class $S^{\text{Re} z}(\mathbb{R}^n)$ uniformly with respect to $t$ in $[0, 1]$, by integrating by parts $k$ times we get

$$\int_{\mathbb{R}^n} e^{i\phi(x, \xi)} g(x)\chi(x)\zeta(t) dx = \int_{\mathbb{R}^n} e^{i\phi(x, \xi)} L^k(g\chi_{\zeta})(x) dx,$$

where $L^k(g\chi_{\zeta}) \in S^{\text{Re} z-d}(\mathbb{R}^n)$, uniformly with respect to $t$ in $[0, 1]$. Thus, if $k > \text{Re} z + n$, then by the Lebesgue dominated convergence theorem

$$\lim_{t \to 0^+} \int_{\mathbb{R}^n} e^{i\phi(x, \xi)} g\chi_{\zeta}(x) dx = \int_{\mathbb{R}^n} e^{i\phi(x, \xi)} g\chi(x) dx.$$

The latter integral converges absolutely and defines a smooth function of $\xi$. Consequently

$$\hat{T}_{f,g}(\xi) = \int_{\mathbb{R}^n} e^{i\phi(x, \xi)} [g\psi + L^k g\chi](x) dx,$$

$\hat{T}_{f,g}(\xi)$ is a smooth function of $\xi$, and

$$|\hat{T}_{f,g}(\xi)| \leq c(g) \quad \forall |\xi| \leq 1.$$

Then to obtain estimate (2.3) we only need to investigate the behavior of $\hat{T}_{f,g}(\xi)$ as $|\xi| \to \infty$. Letting $\omega = \xi/|\xi|$ and performing the change of variables $x = |\xi|^{1/(d-1)} y$ in (2.4), we get

$$|\xi|^{-z+n/(d-1)} \hat{T}_{f,g}(\xi) = \lim_{t \to 0^+} \int_{\mathbb{R}^n} \exp[i|\xi|^d/(d-1) (\omega \cdot y + f(y))] g(y)\zeta_{t}(y) dy.$$

Estimate (2.3) is then an immediate consequence of the following lemma. □

**Lemma 2.3.** Let $r > 0$, $\omega \in \mathbb{R}^n$, $|\omega| = 1$. Define

$$I_\omega(r) = \lim_{t \to 0^+} \int_{\mathbb{R}^n} \exp[i(r(\omega \cdot y + f(y))] g(y)\zeta_{t}(y) dy.$$

Then there exists a constant $c_3$, independent of $\omega$, such that

$$|I_\omega(r)| \leq c_3 (1 + r)^{-\min\{\text{Re} z + n, n/2\}} \quad \forall r \in \mathbb{R}^+.$$

**Proof.** Let $\phi(y, \omega) = \omega \cdot y + f(y)$, $\omega, y \in \mathbb{R}^n$, $|\omega| = 1$. The function $y \rightarrow \phi(y, \omega)$ is in $C^\infty(\mathbb{R}^n \setminus \{0\}) \cup C^2(\mathbb{R}^n)$ and, by Lemma 2.1, has a unique critical point $y(\omega)$ for every unit vector $\omega$ in $\mathbb{R}^n$. Moreover there exist positive $\omega$-independent constants $c_4, c_5, \varepsilon_0, \varepsilon_1$, such that

(i) $\varepsilon_0 \leq |y(\omega)| \leq \varepsilon_1$,

(ii) $|\phi'_y(y, \omega)| \geq c_4 (1 + |y|)^{d-1}$ if $|y - y(\omega)| \geq 1$,

(iii) $|\phi''_y(y(\omega), \omega)| \geq c_5$,

(iv) $|\partial_\alpha^2 \phi(y, \omega)| \leq c(\alpha)|y|^{d-|\alpha|} \forall y \in \mathbb{R}^n \setminus \{0\}, \forall \alpha \in \mathbb{N}^n, |\alpha| \geq 2$.

Since these estimates hold uniformly with respect to $\omega$, $|\omega| = 1$, we shall forget altogether the dependence on $\omega$ and write $\phi(y)$ instead of $\phi(y, \omega)$ and $y_0$ instead of $y(\omega)$. Now let $\psi_1, \psi_2, \text{ and } \psi_3$ be $C^\infty(\mathbb{R}^n)$-functions such that
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(b) \( \psi_1 \) has support in a ball \( B_1 \) of center \( y_0 \) which does not contain the origin,
(c) \( \psi_2 \) has support in a small ball \( B_2 \) of center the origin, to be chosen later, which
does not contain \( y_0 \).

Using this partition of unity we can write

\[
\int_{\mathbb{R}^n} e^{i \alpha(y)} g(y) \xi (y) \, dy = \sum_{j=1}^{3} I_j(t, r),
\]

where \( I_j(t, r), j = 1, 2, \) is the integral over \( B_j \). Now

\[
\lim_{t \to 0} I_1(t, r) = I_1(r) = \int_{\mathbb{R}^n} e^{i \alpha(y)} g(y) \psi_1(y) \, dy;
\]

this is an oscillatory integral, with a smooth phase function which has a unique
nondegenerate stationary point in the support of the amplitude. Thus by the
stationary phase theorem [H, Theorem 7.7.5] there exists a constant \( c_6 \) such that

\[
|I_1(r)| \leq c_6 (1 + r)^{-m/2} \quad \forall r > 0.
\]

Next

\[
\lim_{t \to 0^+} I_2(t, r) = I_2(r) = \int_{\mathbb{R}^n} e^{i \alpha(y)} g(y) \psi_2(y) \, dy.
\]

Integrating by parts \( k \) times, where \( k \) is the largest integer less than \( \text{Re} \, z + n \), we
get

\[
I_2(r) = r^{-k} \int_{\mathbb{R}^n} e^{i \alpha(y)} L^k (g \psi^2_2)(y) \, dy,
\]

where

\[
L f(y) = i \sum_{j=1}^{n} \partial_j [\phi(y)]^{-2} \partial_j \phi(y) f(y).
\]

An easy induction argument shows that \( L^k (g \psi^2_2) \) is a sum of terms \( (L^j g)(L^{k-j} \psi_2) \); in this product, one factor is homogeneous and the other is smooth and compactly supported. Therefore the function \( a_g = L^k (g \psi^2_2) \) is in the Besov space \( \Lambda^k_{\text{Re} \, z + n}(\mathbb{R}^n) \). Moreover if we choose \( B_2 \) sufficiently small there exists a \( C^2 \) diffeomorphism \( \Phi \) of a neighborhood of the origin onto \( B_2 \) and a unit vector \( v \) in \( \mathbb{R}^n \) such that \( \phi \circ \Phi(x) = v \cdot x \). Thus \( I_2(r) = r^{-k} [(a_g \circ \Phi)(\Phi')^\tau(rv)] \) and so

\[
|I_2(r)| \leq c_7 r^{-\text{Re} \, z + n}.
\]

Finally to estimate \( I_3(t, r) \) we integrate by parts \( j \) times, obtaining

\[
I_3(t, r) = r^j \int e^{i \alpha(y)} L^j a_g(y, t, r) \, dy,
\]

where \( a_g(y, t, r) = g(y) \zeta (t \delta y) \psi_3(y) \) is a symbol of class \( \mathcal{S}^{\text{Re} \, z}(\mathbb{R}^n) \), uniformly with respect to \( t, r > 0 \). Thus since \( L \) maps symbols in \( \mathcal{S}^{m}(\mathbb{R}^n) \) supported away from the origin into \( \mathcal{S}^{m-d}(\mathbb{R}^n) \), we have for all \( j \) large enough

\[
I_3(r) = \lim_{t \to 0^+} I_3(t, r) = r^{-j} \int e^{i \alpha(y)} L^j (g \psi_3)(y) \, dy.
\]

This shows that \( I_3(r) \) is a rapidly decreasing function of \( r \) as \( r \to \infty \), and completes
the proof of Lemma 2.3. \( \square \)
Theorem 2.4. If \( 0 < \Re z + n \) then there exists a constant \( c = c(n, f, g, u) \) such that

\[
|I(f, g, u)(\theta)| \leq c|\theta|^{-\min\{n/2, (\Re z + n)/d\}} \quad \forall \theta \in \mathbb{R}^{n+1}.
\]

In particular if \( \Re z + n \geq nd/2 \) then

\[
|I(f, g, u)(\theta)| \leq c|\theta|^{-n/2} \quad \forall \theta \in \mathbb{R}^{n+1}.
\]

Since for \( \alpha \) real, \( \det(f'')^\alpha \) is homogeneous of degree \( \alpha n (d - 2) \), the following corollary is an immediate consequence of Theorem 2.1.

Corollary 2.5. If \( \alpha \geq 1/2 \) then there exists a constant \( c = c(n, \alpha, f, u) \) such that, when \( \theta = (\xi, \lambda) \),

\[
\left| \int_{\mathbb{R}^n} \exp[i(\xi \cdot x + \lambda f(x))] \det(f''(x))^\alpha u(x) \, dx \right| \leq c|\theta|^{-n/2}.
\]

Proof of Theorem 2.4. Now if \( t > 0 \) and \( x \in \mathbb{R}^n \) let \( \delta_t x = tx \). Since \( g \) is homogeneous of degree \( z \) we have for every \( \lambda > 0 \)

\[
e^{i\lambda f(x)} g(x) = \lambda^{-z/d}[T_{f,g} \delta_{1/d}]_\lambda(x).
\]

Hence, for \( \theta = (\xi, \lambda) \) in \( \mathbb{R}^n \times \mathbb{R} \) and \( u \in C_c^\infty(\mathbb{R}^n) \),

\[
I(f, g, u)(\theta) = \lambda^{-z/d}[(T_{f,g} \delta_{1/d}) u]^{\sim}(\xi)
= \lambda^{-(z+n)/d}[(\hat{T}_{f,g} \delta_{1/d}) \ast \hat{u}](\xi).
\]

Therefore, if \( 0 < \Re z + n \leq nd/2 \), we have by Lemma 2.3,

\[
|I(f, g, u)(\theta)| \leq \lambda^{-(\Re z + n)/d} \|T_{f,g}\|_\infty \|\hat{u}\|_1
\leq c(f, g)\|\hat{u}\|_1 \lambda.
\]

If \( \Re z + n > nd/2 \), by the same argument we get

\[
|I(f, g, u)(\theta)| \leq c(f, g)(\||x|^\varepsilon u\|_1)^{-n/2},
\]

where \( \varepsilon = \Re z + n - nd/2 > 0 \). Notice that

\[
\|(\|x|^\varepsilon u\|_1)^{-1} = \|(\|x|^\varepsilon \| \ast \hat{u})_1 < \infty,
\]

since \( \hat{u} \in S(\mathbb{R}^n) \) and \( (|x|^\varepsilon)^{-1} \) is a homogeneous distribution of degree \( -n - \varepsilon \). Thus combining (2.7) and (2.8) we get

\[
|I(f, g, u)(\theta)| \leq c(f, g, u, \delta)|\theta|^{-\min\{n/2, (\Re z + n)/d\}},
\]

in any cone \( \Gamma(\delta) = \{|\xi| \leq \delta \lambda\} \). If \( \lambda < 0 \) the same estimate follows by considering the conjugate of \( I(f, g, u)(\theta) \). To estimate the oscillatory integral in the complement of one of the cones \( \Gamma(\delta) \) we use Proposition 2.2. Let

\[
h(x) = h(x; \xi, \lambda) = |\xi|^{-1}(\xi \cdot x + \lambda f(x)).
\]

We claim that there exist constants \( \delta_0, e > 0 \) such that

\[
(2.9) \quad \inf\{|h'(x)|: x \in \text{supp}(u)\} \geq e \quad \forall |\xi| \geq \delta_0|\lambda|.
\]

Indeed \( h'(x) = |\xi|^{-1}(\xi + \lambda f'(x)) \) and by Lemma 2.1, there exists a unique \( x(\xi/\lambda) \) such that \( h'(x(\xi/\lambda)) = 0 \), unless \( \lambda = 0 \) in which case (2.9) is trivial. Moreover...
Thus there exists $\delta_0 > 0$ such that for $|\xi| \geq \delta_0|\lambda|$ we have $\text{dist}(x(\xi/\lambda), \text{supp}(u)) \geq 1$. Finally, by (iii) of Lemma 2.1, if $x \in \text{supp}(u)$,

$$|h'(x)| \geq c_1|\lambda||\xi|^{-1}|\xi/\lambda|^{(d-2)/(d-1)}|x - x(\xi/\lambda)|$$

$$\geq c_1|\xi/\lambda|^{-1/(d-1)} \max\{1, |x(\xi/\lambda)| - |x|\}
\geq e > 0.$$

Thus we can integrate by parts $k$ times in the integral $I(f, g, u)(\theta)$, where $k$ is the largest integer less than $\Re z + n$, obtaining

$$I(f, g, u)(\theta) = \frac{1}{L^n} \int_{\mathbb{R}^n} e^{i|\xi||h(z)|} g(x) u(x) \, dx$$

where $L$ is the different operator $i \sum_{j=1}^n \partial_j \frac{1}{|\nabla h|^{-2}} \partial_j h$. Now an induction argument shows that $a_g = L^k(g u)$ is a sum $\sum_p a_pb_p$, where each $a_p$ is a function in $C_0^\infty(\mathbb{R}^n \setminus \{0\})$ which is homogeneous of degree $\lambda$, $\Re \lambda \geq \Re z - k$, and $b_p \in C_0^2(\mathbb{R}^n)$. Thus $a_g$ is in the Besov space $\Lambda_{\Re z - k + n}^1(\mathbb{R}^n)$. Now, since $|h'|$ is bounded away from zero on the support of $u$, we can decompose $u$ with a partition of unity into a sum $u = \sum_j u_j$ of smooth functions $u_j$ with compact support in balls $B_j$, in such a way that $h$ can be taken as a coordinate in a new local coordinate system in a neighborhood of each $B_j$. More precisely, for every $j$ there exists a unit vector $\omega_j$ in $\mathbb{R}^n$ and a $C^2$ diffeomorphism $\Phi_j$ of a neighborhood of the origin onto $B_j$ such that $h \circ \Phi_j(x) = x \cdot \omega_j$. Thus

$$I(f, g, u)(\theta) \leq |\xi|^{-k} \sum_j |(a_g \circ \Phi_j)|\Phi_j'|^{-1}(\xi)$$

and, since $(a_g \circ \Phi_j)|\Phi_j'| \in \Lambda_{\Re z - k + n}^1(\mathbb{R}^n)$, we have

$$|I(f, g, u)(\theta)| \leq \sum_j \|a_g \circ \Phi_j||\Phi_j'|^{-1}(\xi)^{-\Re z + n - k + n}$$

$$\leq c(n, f, g, u)|\xi|^{-\Re z + n - k + n}$$

for $|\xi| > \delta_0|\lambda|$. This proves the theorem. \qed

3. Estimates for maximal functions. In this section we shall apply the results of the previous section to derive $L^p$ estimates, $1 < p \leq \infty$, for maximal operators associated to averages over a hypersurface $S$ in $\mathbb{R}^{n+1}$ which, modulo a rotation and a translation, is the graph of a homogeneous function $f: \mathbb{R}^n \rightarrow \mathbb{R}$. We shall assume that $f$ satisfies the assumptions of §2, to wit $f$ is a smooth function in $\mathbb{R}^n \setminus \{0\}$, homogeneous of degree $d \geq 2$, and there exists a positive constant $a$ such that $(f''(x)v, v) \geq a|v|^2$ for every $x, v$ in $\mathbb{R}^n$, $|x| = 1$. Let $\mu$ be a finite Borel measure of the form $d\mu = w \, dS$, where $dS$ is the surface measure on $S$ and $w$ is a function with compact support on $S$ such that the function

$$x \rightarrow u(x) = w(x, f(x))(1 + |f'(x)|^2)^{-1/2}$$

is in $C_0^\infty(\mathbb{R}^n)$. We shall prove that the maximal operator

$$M\phi(x) = \sup_{y \in \mathbb{R}^{n+1}} \left| \int \phi(x - ty) \, d\mu(y) \right|$$
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is bounded on $L^p(\mathbb{R}^{n+1})$ for every $p > p(n,d)$. The critical exponent $p(n,d)$ is less than 2 or larger than 2 according as $d < 2n$ or $d \geq 2n$.

**Theorem 3.1.** Suppose $n \geq 2$. If $d < 2n$ then $M$ is bounded on $L^p(\mathbb{R}^{n+1})$ for every $p > 1 + (d/2n)$. If $d \geq 2n$ then $M$ is bounded on $L^p(\mathbb{R}^{n+1})$ for every $p > d/n$.

**Proof.** First, suppose that $d < 2n$. By [CM, Theorem 2.2] it suffices to show

$$|\mathcal{I}(\theta)| \leq c(1 + |\theta|)^{-n/d} \quad \forall \theta \in \mathbb{R}^{n+1}. \quad (3.1)$$

([CM] treats surfaces which are starlike relative to the origin. The same method, with "Riesz operators" centered at a point $P$, establishes the analogous result for surfaces which are starlike relative to $P$.)

Since $|\mathcal{I}(\theta)| = |I(f, 2, u)(\theta)|$, estimate (3.1) follows at once from Theorem 2.1.

Next assume that $d \geq 2n$ and denote by $\kappa$ the Gaussian curvature of $S$. If $\alpha > -(d - 2)^{-1}$ then $\kappa^\alpha$ is integrable relative to surface measure. Let $d\mu_\alpha = \kappa^\alpha d\mu$. By Theorem 2.1 if $\alpha > (d - 2n)/2n(d - 2)$ there exists $\varepsilon > 0$ such that

$$|\langle \mu_\alpha \rangle(\theta)| = |I(f, \det(f'')^\alpha, u)| \leq c(1 + |\theta|)^{-1/2 - \varepsilon} \quad \forall \theta \in \mathbb{R}^{n+1}. \quad (3.2)$$

The conclusion now follows from [CM, Theorem 3.2].

**Remark.** If $d \geq 2n$ the result of Theorem 3.1 is sharp. Indeed let $S$ be the hypersurface $x_{n+1} = f(x') - 1$, $x' \in \mathbb{R}^n$, and let $u$ in $C_0^\infty(\mathbb{R}^n)$ be a function such that $u(x') = 1$ in a neighborhood of the origin. Consider the function $\phi(x) = \eta(x)|x_{n+1}|^{-1/p}(\log 2|x_{n+1}|)^{-1}$, where $\eta$ is a nonnegative $C_0^\infty$ function supported in the unit ball, with $\eta = 1$ near the origin. Then $\phi$ is in $L^p(\mathbb{R}^{n+1})$. However for $p \leq d/n$ the average

$$M_t \phi(x', x_{n+1}) = \int_{\mathbb{R}^n} \phi(x' - ty', x_{n+1} - t(f(y') - 1))u(y') dy'$$

is infinite for $x_{n+1} < 0$ and $t = |x_{n+1}|$. This is precisely the value of $t$ that brings together in convolution the singularity of $\phi$ and the point where the curvature of $S$ vanishes. Thus

$$M \phi(x', x_{n+1}) = +\infty \quad \forall x_{n+1} < 0.$$  

**4. A one-dimensional oscillatory integral.** Let $I$ be the interval $[0, 1]$. For every $m \in \mathbb{N}$ and every function $f \in C^m(I)$ we shall denote by $\|f\|_m$ the norm of $f$ in $C^m(I)$:

$$\|f\|_m = \max\{|f^{(i)}(t)| : t \in I, \; 0 \leq i \leq m\}.$$

In this section we shall consider functions $\phi \in C^{p+1}(I)$, $\psi \in C^{p-1}(I)$, and $u \in C^p(I)$, $p \geq 3$, such that

1. $\phi$ is a convex function on $I$, $\phi(0) = \phi'(0) = 0$, and there exist an integer $q$ in $[2, p]$ and a positive constant $\varepsilon$ such that

$$\max\{|\phi^{(i)}(0)| : 2 \leq i \leq q\} \geq \varepsilon; \quad (4.1)$$

2. there exists a positive constant $c_0$ such that $0 \leq \psi(t) \leq c_0\phi''(t)$ for $t \in I$;

3. there exists a constant $M$ such that

$$\|\phi\|_{C^{p+1}} \leq M \quad \text{and} \quad \|\psi\|_{C^{p-1}} \leq M; \quad (4.3)$$
Our goal is to give estimates for the oscillatory integral $I_k$:

$$I_k(\lambda) = \int_0^1 \exp[i\lambda\phi(t)]\psi(t)^{k+1}u(t)t^{2k-1} \, dt \quad \forall \lambda \in \mathbb{R}$$

for $k$ a positive integer. We begin by proving an easy result on $\phi'$ (Lemma 4.1), and then we estimate certain derivatives of $t \to \psi(t)^{k+1}t^{2k-1}$, first in an easy case (Lemma 4.2) then in a more difficult situation (Lemma 4.3). These estimates enable us to prove our main estimate (Proposition 4.4) by integration by parts.

**Lemma 4.1.** If $\phi$ satisfies hypotheses (4.1) and (4.3) then there exists a positive constant $c(\varepsilon, p, M)$ such that

$$\phi'(t) \geq c(\varepsilon, p, M) \quad \forall t \in [1/3, 1].$$

**Proof.** The set $F$ of all $0$ in $C_p(I)$ which satisfy (4.1) and (4.3) is compact in $C_p(I)$, and $\phi \to \phi'(1/3)$ is a continuous functional on $C_p(I)$; consequently, there exists $\phi_0$ in $F$ so that, for any $\phi$ in $E$, and $t$ in $[1/3, 1]$,

$$\phi_0'(1/3) \leq \phi'(1/3) \leq \phi'(t).$$

Since $\phi(0) = \phi_0(0) = 0$ and $\phi_0$ is increasing in $I$, if $\phi_0'(1/3)$ were 0, then $\phi_0$ would be identically zero in $[0, 1/3]$, contradicting (4.1). So $\phi_0'(1/3) > 0$, as required. □

(See also Lemma 3.3 and the following remark in [Sv].)

Let $D_\phi$ be the differential operator given by the rule

$$D_\phi f(t) = \frac{d}{dt} [\phi'(t)^{-1} f(t)] \quad \forall f \in C^1(I)$$

and write $j$ for the identity function: $j(t) = t, \, t \in I$.

**Lemma 4.2.** Suppose $\phi$ and $\psi$ satisfy (4.1), (4.2), and (4.3). Assume that for some integer $m \in [1, q - 1]$ one has

$$\phi^{(i)}(0) = 0, \quad i = 0, \ldots, m, \quad |\phi^{(m+1)}(0)| \geq \varepsilon.$$ 

Then there exists a constant $c = c(p, q, \varepsilon, c_0, M, k)$ such that

$$\|D_\phi^k(\psi^{k+1}j^{2k-1})\|_\infty \leq c.$$ 

**Proof.** Since $\phi$ is convex, $\phi^{(m+1)}(0) \geq \varepsilon$. A simple induction argument on $k$ shows that

$$D_\phi^k(\psi^{k+1}j^{2k-1})(t) = \sum_P P(t, D_t, \psi(t), F(t), G(t))$$

where $D_t = d/dt, F(t) = t\psi(t)/\phi'(t), G(t) = t^2\psi'(t)/\phi'(t)$, and the sum runs over a finite set of polynomials $P$ in the variables $t, D_t, \psi, F,$ and $G$ of degree at most $k$ in $D_t$. Thus we only need to prove that the norms of $\psi, F,$ and $G$ in $C^k(I)$ are bounded by a constant depending on $p, q, \varepsilon, c_0,$ and $M$. By (4.3) this is obvious for $\psi$, since $p \geq k + 1$. To estimate the norms of $F$ and $G$ we write

$$F(t) = [t^m/\phi'(t)][\psi(t)/t^{m-1}] \quad \text{and} \quad G(t) = [t^m/\phi'(t)][\psi'(t)/t^{m-2}].$$

By Taylor's formula with integral remainder,

$$\psi(t) = t^{m-1} \xi(t) \quad \text{and} \quad \psi'(t) = t^{m-2} \eta(t),$$
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where $\xi \in C^{p-m}(I)$ while $\eta \in C^{p-m}(I)$ if $m \geq 2$ and $\eta \in C^{p-2}(I)$ if $m = 1$. At any rate, since $k \leq \min\{p-m, p-2\}$, $\xi$ and $\eta$ are both in $C^k(I)$ and

$$\|\xi\|_{(k)} + \|\eta\|_{(k)} \leq c(p, q)\|\psi\|_{(p-1)} \leq c(p, q, M).$$

Hence we only need to estimate the norm of $j^m/\phi'$ in $C^k(I)$. Consider first the function $\phi'/j^m$. Again by Taylor's formula we have $\phi'(t) = t^m \alpha(t)$, where $\alpha \in C^k(I)$ and

$$\|\alpha\|_{(k)} \leq c(p, q)\|\phi\|_{(p+1)} \leq c(p, q, M).$$

Next we claim that there exists a positive constant $c(\varepsilon, M)$ such that

$$|\alpha(t)| \geq c(\varepsilon, M) \quad \forall t \in I.$$

Indeed, since $\phi^{(m+1)}(0) \geq \varepsilon$, we have

$$\phi^{m+1}(t) \geq \varepsilon/2 \quad \forall t \in [0, \varepsilon/2\|\phi\|_{(p+1)}].$$

Thus for $0 \leq t \leq \varepsilon/2\|\phi\|_{(p+1)}$,

$$\alpha(t) = \phi'(t)t^{-m} = [(m-1)!]^{-1}\int_0^1 (1-u)^{m-1}\phi^{(m+1)}(tu)\,du \geq \varepsilon/2|m|!.$$

On the other hand, since $\phi'$ is increasing, we have for $\varepsilon/2\|\phi\|_{(p+1)} \leq t \leq 1$

$$\alpha(t) \geq \phi'(\varepsilon/2\|\phi\|_{(p+1)})t^{-m} \geq (\varepsilon/2\|\phi\|_{(p+1)})^m\varepsilon[m!] \geq c(\varepsilon, q, M) > 0.$$

Thus $j^m/\phi' = \alpha^{-1}$ is in $C^k(I)$ and

$$\|j^m/\phi'\|_{(k)} \leq c(p, q, \varepsilon, M).$$

This proves the lemma. \(\Box\)

**Lemma 4.3.** Let $\phi$ and $\psi$ satisfy hypotheses (4.1)-(4.3). If

$$p \geq \max(k + q - 1, k + 2)$$

then the function $D^k_\phi(\psi^{k+1}j^{2k-1})$ is bounded in $I$ and there exists a constant $B = B(p, \varepsilon, c_0, M, k)$ such that

$$(4.5) \quad \|D^k_\phi(\psi^{k+1}j^{2k-1})\|_{\infty} \leq B.$$

If $l < k$ then we have also

$$(4.6) \quad \lim_{t \to 0^+} D^l_\phi(\psi^{k+1}j^{2k-1})(t) = 0.$$

**Proof.** To prove (4.6) just consider the Taylor expansions of $j^{2k-1}\psi^{k+1}$ and $\phi'$ centered at $0$. We shall prove estimate (4.5) by induction on $m$:

$$m = \min\{n \in \mathbb{N} : |\phi^{(n)}(0)| \geq \varepsilon\}.$$

At most $q - 2$ steps will be required since we start when $m = 2$ and stop when $m = q$. If $m = 2$, Lemma 4.2 applies. Next suppose that estimate (4.5) holds whenever $2 \leq m \leq \mu$ and take $\phi$ such that

$$\min\{n \in \mathbb{N} : |\phi^{(n)}(0)| \geq \varepsilon\} = \mu + 1.$$
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If $\phi^{(n)}(0) = 0$ for $n = 0, \ldots, \mu$ we are done by Lemma 4.2. It remains to treat the case where there is some $n \in [2, \mu]$ with $\phi^{(n)}(0) \neq 0$. For $s, t$ in $I$, let

$$\phi_s(t) = s^{-1-\mu} \phi(st), \quad \psi_s(t) = s^{1-\mu} \psi(st).$$

Since

$$\phi_s^{(i)}(t) = s^{i-1-\mu} \phi^{(i)}(st), \quad i = 0, \ldots, p + 1,$$

$$\psi_s^{(i)}(t) = s^{i+1-\mu} \psi^{(i)}(st), \quad i = 0, \ldots, p - 1,$$

we have

$$0 \leq \psi_s(t) \leq c_0 \phi_s''(t) \quad \forall t \in I,$$

and $\phi_s^{(i)}(0) = s^{i-1-\mu} \phi^{(i)}(0)$. Since, for $0 \leq i \leq \mu$, $|\phi_s^{(i)}(0)|$ is a decreasing function of $s$ which tends to $\infty$ as $s \to 0^+$, there exists a critical value $\sigma$ in $(0, 1)$ such that

$$\max\{|\phi_s^{(i)}(0)| : 0 \leq i \leq \mu\} \leq \varepsilon \quad \text{as } s \leq \sigma.$$

Moreover there exists a constant $\overline{M} = \overline{M}(q, \varepsilon, M)$ such that

$$\|\phi_s\|_{(p+1)} + \|\psi_s\|_{(p-1)} \leq \overline{M} \quad \forall s \in (0, 1).$$

Indeed to prove (4.11) observe that by (4.7) if $i \geq \mu + 1$,

$$|\phi_s^{(i)}(t)| \leq \|\phi_s^{(i)}\|_{(\infty)} \leq M \quad \forall t \in I.$$

If $i \leq \mu$ we have by (4.10)

$$|\phi_s^{(i)}(t)| \leq |\phi_s^{(i)}(0)| + \int_0^t |\phi_s^{(i+1)}(u)| \, du \leq \varepsilon + \|\phi_s^{(i+1)}\|_{(\infty)}.$$

Hence, by a backward induction argument on $i$:

$$\|\phi_s^{(i)}\|_{(\infty)} \leq (\mu + 1 - i)\varepsilon + \|\phi^{(\mu+1)}\|_{(\infty)}, \quad i = 0, \ldots, \mu.$$

This proves that

$$\|\phi_s\|_{(p+1)} \leq (\mu + 1)\varepsilon + \|\phi\|_{(p+1)} \leq (q + 1)\varepsilon + M.$$

Finally, to prove that $\|\psi_s\|_{(p-1)}$ is bounded uniformly with respect to $s$, we use (4.8), (4.9), and the well-known estimates

$$\|\psi_s^{(i)}\|_{(\infty)} \leq \gamma((\|\psi_s\|_{(\infty)} + \|\psi_s^{(p-1)}\|_{(\infty)}), \quad i = 0, \ldots, p - 1.$$

Next it is easily seen that for $t, s$ in $I$,

$$D^k_{\phi_s}(s^{2-k-1}j^{2-k-1})(t) = s^{2-k-\mu}[D^k_{\phi}(\psi^{k+1}j^{2-k-1})](st).$$

Since $k + \mu - 2 \geq 1$ we have

$$|D^k_{\phi}(\psi^{k+1}j^{2-k-1})(st)| \leq |D^k_{\phi}(\psi^{k+1}j^{2-k-1})(t)|.$$

If $0 \leq s \leq \sigma$ we can find $t$ in $[0, 1]$ such that $s = \sigma t$. Since $\phi_\sigma$ and $\psi_\sigma$ satisfy (4.1)-(4.3) with $q = \mu$ and $\overline{M}$ instead of $M$, we get by (4.12) and the inductive hypothesis

$$|D^k_{\phi_s}(\psi^{k+1}j^{2-k-1})(s)| \leq |D^k_{\phi_s}(\psi^{k+1}j^{2-k-1})(t)| \leq B(p, \varepsilon, c_0, \overline{M}, k).$$
To estimate $|D^k(\psi^{k+1}j^{2k-1})(s)|$ when $\sigma \leq s \leq 1$, we observe that (4.12) yields

$$|D^k(\psi^{k+1}j^{2k-1})(s)| \leq |D^k(\psi^{k+1}j^{2k-1})(1)|.$$  

The functions $\phi_s$ and $\psi_s$ for $\sigma \leq s \leq 1$ satisfy conditions (4.2)-(4.3), with $M$ replaced by $\tilde{M}$. Let $K$ be the set of all pairs of functions $(\phi, \psi)$ in $C^{p+1}(I) \times C^{p-1}(I)$ satisfying (4.2)-(4.3) for a fixed choice of the constants $q, \varepsilon, c_0, M$. By the compactness of the injection $C^{m+1}(I) \to C^m(I)$, $K$ is relatively compact in $C^p(I) \times C^{p-2}(I)$. Moreover by Lemma 4.1, $\phi'(1)$ is bounded below for $(\phi, \psi)$ in $K$. Thus there exists a constant $c(K)$ such that $|D^k(\psi^{k+1}j^{2k-1})(1)| \leq c(K)$ for all $(\phi, \psi)$ in $K$. This proves the lemma.  

**Proposition 4.4.** Let $\phi, \psi$, and $u$ satisfy hypotheses (4.1)-(4.4). If $p > \max(k + q - 1, k + 2)$ then there exists a constant $a = a(p, \varepsilon, c_0, M, u, k)$ such that

$$|I_k(A)| < a|A|^{-k} \quad \forall A \in \mathbb{R}.$$  

**Proof.** We can estimate $I_k(\lambda)$ by integrating by parts $k$ times; thus

$$I_k(\lambda) = (-i\lambda)^{-k} \int_0^1 \exp[i\lambda \phi(t)]D^k(\psi^{k+1}j^{2k-1}u)(t) \, dt,$$

and so

$$|I_k(\lambda)| \leq \|D^k(\psi^{k+1}j^{2k-1}u)\|_\infty|\lambda|^{-k} \quad \forall \lambda \in \mathbb{R}.$$  

By expanding out the derivatives, we find that

$$D^k(\psi^{k+1}j^{2k-1}u) = uD^k(\psi^{k+1}j^{2k-1}) + \text{other terms}.$$  

Each of the other terms involves a derivative of $u$ and so it vanishes outside $[1/3, 2/3]$. By Lemma 4.1 and Leibniz' rule the contribution of the other terms is bounded by a constant which depends only on $\varepsilon, c_0, M, u, \text{and} k$. The estimate for $D^k(\psi^{k+1}j^{2k-1})$ is the content of Lemma 4.3.  

**5. Estimates for convex surfaces.** Let $S$ denote a smooth convex hypersurface in $\mathbb{R}^{n+1}$ (not necessarily closed), with Gaussian curvature $\kappa$ and induced Lebesgue measure $dS$. Let $w \in C^\infty_c(S)$ be a function compactly supported away from the boundary of $S$.

**Theorem 5.1.** If $S$ has no tangent of infinite order and $\alpha = \alpha(n) = [(n+3)/2]$, then the Fourier transform of the measure $\mu_\alpha$ with $d\mu_\alpha = \kappa^\alpha w \, dS$ satisfies the estimate

$$|\hat{\mu}_\alpha(\theta)| \leq C(n, w, S)|\theta|^{-n/2} \quad \forall \theta \in \mathbb{R}^{n+1}.$$  

**Proof.** We shall represent the surface $S$ in a neighborhood of each point $p$ in $\text{supp}(w)$ as the graph of a convex function defined on the tangent plane $T_p$ at $p$. Introducing polar coordinates in $T_p$ we shall reduce matters to the estimation of a one-dimensional oscillatory integral of the type studied in the previous section. A similar approach has been previously used by several authors to estimate these Fourier transforms [He, Sv, R].

Since $S$ is strictly convex, for every vector $\Theta$ in the unit sphere $\Sigma_n$ in $\mathbb{R}^{n+1}$ there exists at most one point $X(\Theta)$ on $S$ with interior normal $\Theta$, i.e. $(x - X(\Theta)) \cdot \Theta \geq 0$ for every $x \in S$. Let $\Sigma'$ be the compact subset of $\Sigma$ consisting of those $\Theta$ for
which \( X(\Theta) \) exists and belongs to the support of \( w \). Since the function \( \kappa^\alpha w \) is smooth, by a well-known argument (see for instance [L]) the contribution to

\[
\hat{\mu}(\lambda \Theta) = \int_S e^{i\lambda \Theta \cdot x} \kappa^\alpha(x) w(x) \, dS(x) \quad \forall \lambda \in \mathbb{R}
\]

coming from portions of \( S \) outside a small neighborhood of the points \( X(\Theta) \) and \( X(-\Theta) \) is a rapidly decreasing function of \( \lambda \) as \( |\lambda| \to \infty \). Thus it is enough to examine the contribution to (5.1) coming from a small neighborhood \( N(\Theta) \) of \( X(\Theta) \), whose radius can be chosen to be independent of \( \Theta \), and it suffices to prove the estimate

\[
\int_S e^{i\lambda \Theta \cdot x} \kappa^\alpha(x) w_1(x) \, dS(x) \leq c(n, w, S) |\lambda|^{-n/2} \quad \forall \lambda \in \mathbb{R}
\]

for \( w_1 \in C_0^\infty(N(\Theta)) \). Now consider a rotation and translation of \( \mathbb{R}^{n+1} \) so that the point \( X(\Theta) \) is moved to the origin, and the tangent plane of \( S \) at \( X(\Theta) \) becomes the hyperplane \( x_{n+1} = 0 \). Then in a ball \( B_\delta \) centered at the origin, of radius \( \delta \) that can be chosen independent of \( \Theta \), the surface \( S \) can be given as the graph of a smooth convex function \( f_\Theta : B_\delta \to \mathbb{R} \) such that \( f_\Theta(0) = 0 \), \( f'_\Theta(0) = 0 \), and further the map \( \Theta \to f_\Theta \) is continuous from \( \Sigma_n \) to \( C^m(B_\delta) \) for every \( m \in \mathbb{N} \). Henceforth we shall write \( f \) instead of \( f_\Theta \), for the sake of brevity, unless we want to stress explicitly the dependence of \( f \) on \( \Theta \). Then estimate (5.2) is equivalent to the estimate

\[
\int_{\mathbb{R}^n} e^{i\lambda f(x)} (\det f''(x))^{\alpha} w_2(x) \, dx \leq c(n, w, S) |\lambda|^{-n/2} \quad \forall \lambda \in \mathbb{R},
\]

where \( w_2(\cdot) = w_2(\cdot, \Theta) \in C_0^\infty(B_\delta) \) and the map \( \Theta \to w_2(\cdot, \Theta) \) is continuous from \( \Sigma_n \) into \( C^m(B_\delta) \) for every \( m \in \mathbb{N} \). Next we introduce polar coordinates \( t, \xi \) in \( \mathbb{R}^n \) and we put

\[
\phi(t, \xi, \Theta) = f(\xi) \quad \forall t \geq 0, \forall \xi \in \Sigma_{n-1}.
\]

In terms of these new coordinates the integral in (5.3) becomes

\[
\int_{\Sigma_{n-1}} d\xi \int_0^\delta \exp(i\lambda \phi(t, \xi, \Theta)) \psi^\alpha(t, \xi, \Theta) u(t, \xi, \Theta) t^{n-1} \, dt,
\]

where \( \psi(t, \xi, \Theta) = \det(f''(x)) \) and \( u(t, \xi, \Theta) = w_2(t, \xi, \Theta) \). For every \( m \in \mathbb{N} \) the maps

\[
(\xi, \Theta) \to \phi(\cdot, \xi, \Theta), \quad (\xi, \Theta) \to \psi(\cdot, \xi, \Theta), \quad (\xi, \Theta) \to u(\cdot, \xi, \Theta)
\]

are continuous from \( \Sigma_{n-1} \times \Sigma_n \) into \( C^m([0, \delta]) \). Hence their image is a compact subset of \( C^m([0, \delta]) \). Moreover for every \( (\xi, \Theta) \in \Sigma_{n-1} \times \Sigma_n \) the function \( t \to u(t, \xi, \Theta) \) vanishes in a neighborhood of \( \delta \); moreover, the function \( t \to \phi(t, \xi, \Theta) \) is convex, satisfies \( \phi(0, \xi, \Theta) = \partial_t \phi(0, \xi, \Theta) = 0 \) and, since \( S \) has no tangent of infinite order, there exist an integer \( q \geq 2 \) and a positive constant \( \varepsilon \), both independent of \( (\xi, \Theta) \), such that

\[
\max\{|\partial_i^\varepsilon \phi(0, \xi, \Theta)| : 2 \leq i \leq q\} \geq \varepsilon.
\]

We now need a geometric lemma.

**Lemma 5.2.** There exists a constant \( c_0 \), independent of \( (\xi, \Theta) \), such that

\[
0 \leq u(t, \xi, \Theta) \leq c_0 \phi^2(t, \xi, \Theta) \quad \forall t \in [0, \delta].
\]
PROOF. Let $f$ be a convex $C^2$ function on an open subset $\Omega$ of $\mathbb{R}^n$. Then for every vector $\xi$ in $\Sigma_{n-1}$,

$$\det f''(y) \leq \|f''(y)\|^{n-1} (f''(y) \xi \cdot \xi)$$

for all $y \in \Omega$. Indeed let $\xi_1, \ldots, \xi_n$ be an orthonormal basis of eigenvectors of $f''(y)$ and denote by $C_1, \ldots, C_n$ the corresponding eigenvalues. Let $\xi = \sum \mu_i \xi_i$, $\sum \mu_i^2 = 1$, be a unit vector in $\mathbb{R}^n$. Then, since $0 \leq C_i \leq \|f''(y)\|$, we have

$$\det f''(y) = \prod_{i=1}^n C_i \leq \|f''(y)\|^{n-1} \prod_{i=1}^n C_i^2,$$

$$\leq \|f''(y)\|^{n-1} \sum_{i=1}^n \mu_i^2 C_i = \|f''(y)\|^{n-1} \langle f''(y) \xi \cdot \xi \rangle$$

by the inequality between the geometric and arithmetic means. By applying inequality (5.4) to the function $f \Theta$ we obtain the desired conclusion. □

PROOF OF THEOREM 5.1 (CONTINUED). Now, if $n$ is even, say $n = 2k$, then $\alpha(n) = k + 1$ and Proposition 4.4 yields

$$\left| \int_0^\delta \exp(\lambda f(t, \Theta)) \psi^{\alpha(n)}(t, \Theta) u(t, \Theta) u(t, \Theta) u(t, \Theta) t^{n-1} dt \right| \leq c(n, \delta')|\lambda|^{-n/2} \quad \forall \lambda \in \mathbb{R},$$

from which estimate (5.3) follows easily. If $n$ is odd we increase the dimension to $n + 1$ by considering the function $F$ defined on a ball of center 0 and radius $\delta$ in $\mathbb{R}^{n+1}$ by

$$F(x_1, \ldots, x_{n+1}) = f(x_1, \ldots, x_n) + \frac{1}{2} x_{n+1}^2.$$ 

Given a point $x \in \mathbb{R}^{n+1}$ we shall write $x = (x', x_{n+1})$ where $x' = (x_1, \ldots, x_n)$. Then $\det F''(x) = \det f''(x')$. Let $w_3$ in $C^\infty_\alpha(-\delta, \delta)$ be a function such that $w_3(0) = 1$. Then, since $n + 1$ is even, $\alpha(n + 1) = \alpha(n)$, and the previous argument yields

$$\left| \int_{\mathbb{R}^{n+1}} \exp(i \lambda F(x))(\det F''(x))^{\alpha(n)} w_2(x') w_3(x_{n+1}) dx \right| \leq c|\lambda|^{-(n+1)/2}.$$ 

On the other hand the integral in (5.5) factors into the product of

$$\int_{\mathbb{R}^{n+1}} \exp(i \lambda f(x'))(\det f''(x'))^{\alpha(n)} w_2(x') dx'$$

and

$$\left( \int_{\mathbb{R}} \exp \left( \frac{i}{2} \lambda x_{n+1}^2 \right) w_3(x_{n+1}) dx_{n+1} \right).$$

Since by [E, Chapter II],

$$\int_{\mathbb{R}} \exp \left( \frac{i}{2} \lambda x_{n+1}^2 \right) w_3(x_{n+1}) dx_{n+1} \sim \text{sgn}(\lambda) \left( \frac{|\lambda|}{2\pi i} \right)^{-1/2} \quad \text{as } |\lambda| \to \infty,$$

estimate (5.3) holds also for $n$ odd. □
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