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ABSTRACT. We present a sufficient condition for weak continuity in the method of compensated compactness. The condition links weak continuity to the structure of the wave cone and the characteristic set for polynomials of degree greater than two. The condition applies to all the classical examples of weakly continuous functions and generalizes the Quadratic Theorem and the Wedge Product Theorem. In fact, the condition reduces to the Legendre-Hadamard Necessary Condition when the polynomial is quadratic, and also whenever a certain orthogonality condition is satisfied. The condition is derived by isolating conditions under which the quadratic theorem can be iterated.

1. Introduction. In this paper we present a pointwise condition, sufficient to guarantee weak continuity in the method of compensated compactness. Our condition, which is stated in terms of the wave cone and characteristic set of the first-order linear differential constraints in the method, generalizes both the Wedge Product Theorem [4, 7] and the Quadratic Theorem [5, 6] in a natural way.

Here we restrict our attention to sequences of quadratic maps (analogous to sequences of wedge products) and corresponding sequences of differential operators (analogous to the exterior derivative). We consider polynomials obtained by iterating these quadratic maps. Our main result is a sufficient condition for the weak continuity of such polynomials on sequences constrained by the differential operators. We show that the resulting condition is sharp in the sense that it is the best such condition that takes account only of bounds on the derivatives and not more subtle constraints imposed on the oscillations by the polynomial. Moreover, all smooth weakly continuous functions are generated by polynomials (cf. [1]), and every polynomial can be obtained by iterating quadratic maps. (For instance, the rth Fréchet derivative of an rth-order polynomial is a constant r-linear form which we can iterate "slot-by-slot".) Thus our condition provides a practical method of testing functions for weak continuity.

We do not presently know whether all weakly continuous polynomials converge as a result of our condition, but it is interesting to note that a necessary condition of Murat [3], the best local necessary condition of which we are aware, is stated...
in terms of multilinear forms and iterates of quadratic maps. Our condition is nominally stronger than Murat’s, but we know of no function that satisfies one but not the other. As further evidence of the generality of our condition we note that it reduces to the Legendre-Hadamard necessary condition when the polynomial is quadratic and also when a certain orthogonality condition is satisfied.

The condition we derive also clarifies the relationship between the directions in the wave cone (associated with the dependent variables of the weakly convergent sequence) and the characteristic directions (associated with the independent variables of the sequence). The Legendre-Hadamard condition involves only the wave cone, but for degree greater than two, the coupling of these directions to the characteristic directions is crucial. Murat’s condition takes account of this coupling in a different way.

Our point of view here is to consider the set of rank-1 matrices obtained as the tensor product of elements in the wave cone with the characteristic directions. Our theorem is obtained by studying natural orthogonality conditions that arise in this space.
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2. A sufficient condition for weak continuity. Let \( \{U_\varepsilon\}_{\varepsilon \to 0} \) denote a sequence of functions

\[
U_\varepsilon : \mathbb{R}^I \to \mathbb{R}^J
\]

that satisfy

\[
\|U_\varepsilon\|_\infty < \text{Const.},
\]

\[
\sum_{i,j} A_{ij}^k \frac{\partial U_\varepsilon}{\partial x_i} \in \text{compact set in } H^{-1}_{\text{loc}}(\mathbb{R}^I), \quad k = 1, \ldots, K.
\]

Here \( \| \cdot \|_\infty \) denotes the \( L^\infty(\mathbb{R}^I) \) norm, \( i \) is summed from 1 to \( I \), \( j \) from 1 to \( J \), and \( A_{ij}^k \) are given constants. We adopt the convention of using subscripts to denote components of vectors or matrices, superscripts to denote position in a sequence or collection. Inequality (2.2) implies that by passing to a subsequence we can assume that

\[
U_\varepsilon \xrightarrow{\ast} \overline{U} \quad \text{in } L^\infty(\mathbb{R}^I);
\]

i.e.,

\[
\int_{\mathbb{R}^I} U_\varepsilon \phi \to \int_{\mathbb{R}^I} \overline{U} \phi
\]

for all \( \phi \in L^1(\mathbb{R}^I) \). Here we address the problem of determining the functions \( f \),

\[
f : \mathbb{R}^J \to \mathbb{R},
\]

that are weakly continuous under the differential constraints (2.4); i.e., functions \( f \) for which

\[
f(U_\varepsilon) \xrightarrow{\ast} f(\overline{U}) \quad \text{in } L^\infty(\mathbb{R}^I)
\]

for all sequences satisfying (2.1)-(2.4).
For example, if (2.3) implies that all derivatives of \( \{U^\varepsilon\} \) lie in a compact set in \( H^{-1}_{\text{loc}}(\mathbb{R}^I) \) then by compact imbedding \( U^\varepsilon \rightarrow \overline{U} \) (strongly) in \( L^2_{\text{loc}}(\mathbb{R}^I) \). In this case all continuous functions are weakly continuous. At the other extreme, when (2.3) is vacuous, then only the affine functions of \( U \) are weakly continuous. To see this note that if \( \lambda \in \mathbb{R}^J \), and \( x \cdot \xi \) denotes the ordinary dot product of \( x \) and \( \xi \) in \( \mathbb{R}^I \), then

\[
U^\varepsilon = \lambda g \left( \frac{x \cdot \xi}{\varepsilon} \right) - \frac{\lambda}{|P|} \int_P g(\xi) \, d\xi
\]

for any function \( g: \mathbb{R} \rightarrow \mathbb{R} \) of period \( P \). Our problem, then, is to characterize the weakly continuous functions when (2.3) is neither complete nor vacuous.

Information on the oscillations allowed by (2.3) is contained in the following sets:

\[
\mathcal{V} = \left\{ (\xi, \lambda) \in \mathbb{R}^I \times \mathbb{R}^J : \sum_{i,j} A^k_{ij} \xi_i \lambda_j = 0, \ k = 1, \ldots, K \right\}
\]

(2.9)

\[
\Lambda = \{ \lambda \in \mathbb{R}^J : (\xi, \lambda) \in \mathcal{V} \text{ for some } \xi \neq 0 \}.
\]

(2.10)

We identify \( \mathcal{V} \) with the set of rank-1 tensors determined by \( (\xi, \lambda) \in \mathcal{V} \); i.e.,

\[
\mathcal{V} \equiv \left\{ \xi \otimes \lambda \in \mathcal{L}(\mathbb{R}^J, \mathbb{R}^I) : \sum_{i,j} A^k_{ij} \xi_i \lambda_j = 0, \ k = 1, \ldots, K \right\}
\]

(2.11)

where \( \xi \otimes \lambda \) denotes the tensor product of \( \xi \) and \( \lambda \): the \( I \times J \) matrix with components \( \xi_i \lambda_j \).

Observe that

\[
U^\varepsilon(x) = \lambda g \left( \frac{x \cdot \xi}{\varepsilon} \right)
\]

(2.12)

solves

\[
\sum_{i,j} A^k_{ij} \frac{\partial U^\varepsilon}{\partial x_i} = 0, \quad k = 1, \ldots, K,
\]

(2.13)

for each \( (\xi, \lambda) \in \mathcal{V} \), and each \( g: \mathbb{R} \rightarrow \mathbb{R} \) periodic of period \( P \). We call (2.12) a rank-1 oscillator because the derivative of \( U^\varepsilon \) is everywhere a multiple of the rank-1 tensor \( \xi \otimes \lambda \in \mathcal{V} \).

Our sufficient condition is modeled after the following theorem.

THEOREM (WEDGE PRODUCT THEOREM). For each \( l = 0, \ldots, L \), let \( \omega^{l,\varepsilon} \) denote a differential form on \( \mathbb{R}^I \) of degree \( s^l \). Assume that

\[
\|\omega^{l,\varepsilon}\|_{\infty} < \text{Const.},
\]

(2.2)

\[
d\omega^{l,\varepsilon} \in \text{compact set in } H^{-1}_{\text{loc}}(\mathbb{R}^I),
\]

(2.3)

and

\[
\omega^{l,\varepsilon} \rightarrow \overline{\omega}^l \quad \text{in } \mathcal{I}^\infty(\mathbb{R}^I)
\]

(2.4)
Then
\[ (2.14) \quad \omega^0,\varepsilon \wedge \cdots \wedge \omega^L,\varepsilon \to \omega^0 \wedge \cdots \wedge \omega^L \text{ in } L^\infty(\mathbb{R}^I). \]
Here \( d \) denotes the exterior derivative and \( \wedge \) the wedge product.

We generalize the Wedge Product Theorem by replacing wedge products with arbitrary quadratic maps and exterior derivatives with arbitrary first-order linear differential operators: Let \( U^\varepsilon \) have the decomposition
\[ (1) \quad U^\varepsilon = (u^0,\varepsilon, \ldots, u^L,\varepsilon); \]
and assume that
\[ (2.1) \quad u^l,\varepsilon : \mathbb{R}^J \to \mathbb{R}^J_l, \quad l = 0, \ldots, L, \]
\[ (2.2) \quad \|u^l,\varepsilon\|_\infty \leq \text{Const.}, \quad l = 0, \ldots, L, \]
\[ (2.3) \quad \sum_{i,j} A^l_{ij} \frac{\partial u^l_j}{\partial x_i} \in \text{compact set in } H^{-1}_{\text{loc}}(\mathbb{R}^I), \quad k = 1, \ldots, K^l, \quad l = 0, \ldots, L. \]

We now consider the following iterative method for generating polynomials in \( U^\varepsilon \). Let
\[ Q^l : \mathbb{R}^{M_l} \times \mathbb{R}^J_l \to \mathbb{R}^{M_{l+1}^l}, \quad l = 1, \ldots, L; \]
denote a sequence of quadratic maps, where \( \{M_l\}_{l=1}^{L+1} \) is a set of positive integers with \( M_1 = J_0 \) and \( M_{L+1}^l = 1 \), and where \( Q^l(v, w) \) is homogeneous of degree 1 in \( v \) and \( w \) respectively. Define the polynomial \( P(U) \equiv P^l[u^0, \ldots, u^L] \) by the following recursion formula:
\[ (2.14) \quad \begin{cases} 
    P^l[u^0, u^1] \equiv Q^1(u^0, u^1), \\
    P^l[u^0, \ldots, u^l] \equiv Q^l(P^{l-1}[u^0, \ldots, u^{l-1}], u^l), \quad l = 2, \ldots, L.
\end{cases} \]

Our condition for weak continuity of \( P \) depends on the interplay between the characteristic sets
\[ \mathcal{Z}_l = \left\{ \xi \otimes \lambda \in \mathcal{L}(\mathbb{R}^J_l, \mathbb{R}^I) : \sum_{i,j} A^l_{ij} \lambda_j \xi_i = 0, \quad k = 1, \ldots, K^l \right\}, \]
\[ (2.15) \]
\[ \Lambda_l = \{ \lambda \in \mathbb{R}^J_l : \xi \otimes \lambda \in \mathcal{Z}_l \text{ for some } \xi \neq 0 \in \mathbb{R}^J_l \}, \]
and the interaction sets defined for each \( l = 2, \ldots, L \) and \( m = 0, \ldots, l - 1 \) by
\[ \mathcal{W}_l^m = \{ \xi \otimes \lambda \in \mathcal{L}(\mathbb{R}^{M_l} \cup \mathbb{R}^J_l) : \lambda = P^{l-1}[u^0, \ldots, u^{m-1}, \lambda^m, v^m+1, \ldots, v^{l-1}] \}
\[ \text{for some } \xi \otimes \lambda^m \in \mathcal{Z}_m, v^m \in \mathbb{R}^J_m, 0 \leq n \leq l - 1, n \neq m \}, \]
\[ (2.17) \]
\[ \mathcal{W}_l = \begin{cases} 
    \mathcal{Z}_0, & l = 1, \\
    \bigcup_{m=0}^{l-1} \mathcal{W}_l^m, & l = 2, \ldots, L.
\end{cases} \]
\[ (2.18) \]
The condition is given as follows.
THEOREM (Suff). Let $P$ be defined by (2.14). Then if
\begin{equation}
Q^l(\bar{\lambda}, \lambda) = 0, \quad l = 1, \ldots, L,
\end{equation}
whenever $\xi \otimes \bar{\lambda} \in \text{span} \mathcal{W}$ and $\xi \otimes \lambda \in \mathcal{V}_i$ for the same $\xi \in \mathbb{R}^I$, then we have
\[ P^L[u^0, \ldots, u^L] \to P^L[u^0, \ldots, u^L], \]
for every sequence satisfying (2.1)–(2.4), $l = 0, \ldots, L$.

The proof of Theorem (Suff) is postponed until §3.

We now examine Theorem (Suff) in the context of other conditions on weak continuity. We first recall that a function is weakly continuous if and only if it is $\Lambda$-quasiconvex:

**DEFINITION.** A function $f: \mathbb{R}^J \to \mathbb{R}$ is said to be $\Lambda$-quasiconvex if
\begin{equation}
\int_D f(\mu + \zeta(x)) \, dx \geq \int_D f(\mu) \, dx = f(\mu) \text{meas } D
\end{equation}
for every $\mu \in \mathbb{R}^J$, for every hypercube $D \subset \mathbb{R}^I$, and for every $\zeta: D \to \mathbb{R}^J$ such that $\zeta \in L^\infty(D)$, $\int_D \zeta(x) \, dx = 0$, and $\sum_{i=1}^K A_{ij}^k (\partial \zeta_j / \partial x_i) = 0$ in $W^{-1,\infty}(D)$, $k = 1, \ldots, K$.

This condition was first isolated by Morrey [2] in the special case of the calculus of variations. While this completely characterizes weak continuity, it is a nonlocal condition and accordingly difficult to verify. Thus, local conditions are still of interest.

The first such condition we state is a generalization of the familiar necessary condition of Legendre-Hadamard from the calculus of variations.

**THEOREM.** If a function $f$ is weakly continuous, then it satisfies
\begin{equation}
\text{(L-H)} \quad f(\mu + t\lambda) \text{ is affine in } t, \quad \forall \mu \in \mathbb{R}^J, \; t \in \mathbb{R}, \; \lambda \in \Lambda.
\end{equation}

This result follows directly from (2.12) and (2.13).

The following well-known result of Tartar [5, 6] states that in the case of quadratic polynomials condition (L-H) is both necessary and sufficient for weak continuity.

**THEOREM (TA).** Let $Q: \mathbb{R}^J \to \mathbb{R}^m$ quadratic in $U^\varepsilon$. Then
\begin{equation}
Q(U^\varepsilon) \tilde{\to} Q(\bar{U}) \quad \text{in } L^\infty(\mathbb{R}^I)
\end{equation}
for all $U^\varepsilon$ satisfying (2.1)–(2.4) if and only if
\begin{equation}
Q(\lambda) = 0
\end{equation}
for every $\lambda \in \Lambda$.

Well-known counterexamples show that (L-H) is not sufficient for degree higher than two.

A stronger necessary condition of Murat [3] applies to higher order polynomials and is written in terms of multilinear forms (as is Theorem (Suff)).

**THEOREM (NEC).** Suppose that $f \in C^\infty(\mathbb{R}^J)$ is weakly continuous. Let
\begin{equation}
E = \text{span } \Lambda \subset \mathbb{R}^J,
\end{equation}

let d = dim E, and choose Cartesian coordinates in \( \mathbb{R}^d \) so that \( E = \{ u \in \mathbb{R}^d : u_+ = \cdots = u_J = 0 \} \). Then

(i) The function \( f(u) \) is a sum of polynomials in \( u_1, \ldots, u_d \), homogeneous of degree at most \( \min\{I, d\} \), with coefficients given by functions of \( u_+ \): i.e.,

\[
f(y) = \sum_\alpha c_\alpha(y_{d+1}, \ldots, y_J)P_\alpha(y_1, \ldots, y_d).
\]

(ii) Each of the polynomials \( P_\alpha \), homogeneous of degree \( r \geq 2 \), satisfies \( L_{P_\alpha} \lambda_1 \lambda_2 \cdots \lambda_r = 0 \) for every \( (\lambda_1, \xi_1), (\lambda_2, \xi_2), \ldots, (\lambda_r, \xi_r) \in U^r \) such that the rank of \( (\xi_1, \ldots, \xi_r) \) is less than or equal to \( r - 1 \). Here \( L_{P_\alpha} \lambda_1 \lambda_2 \cdots \lambda_r \) is the action of the \( r \)-th (Fréchet) derivative of \( P_\alpha(y) \) on the collection of vectors \( \{\lambda_1, \lambda_2, \ldots, \lambda_r\} \).

Since every polynomial \( P \) homogeneous of degree \( r \) can be written

\[
P(z) = \frac{1}{r!} L_P z \cdots z,
\]

Theorem (Nec) provides a stronger condition than (L-H).

Of course, the question arises whether Theorem (Suff) (or something similar) provides a necessary condition. We are unaware of any weakly continuous function that does not satisfy this condition. (In fact, we are unaware of any that cannot be generated by wedge products.) The following remarks express what we can say about the generality and utility of our condition and its relation to the results mentioned above.

1. Part (ii) of Theorem (Nec) implies that the only interesting weakly continuous functions are polynomials.

2. It suffices to consider only polynomials that are homogeneous of some fixed degree in \( U \) since it follows by rescaling that each term of a given homogeneity in an arbitrary weakly continuous polynomial must be weakly continuous as well.

3. Theorem (Suff) can be applied in general because every polynomial \( P \) homogeneous of degree \( L + 1 \) can be written as

\[
P(y) = P_{\text{pol}}(y, y, \ldots, y),
\]

where \( P_{\text{pol}}(y_0, y_1, \ldots, y_L) \) is homogeneous of degree one in each slot. One way of doing this is in terms of the symmetric polarization which is given either in terms of the derivative as above, or by the formula

\[
P_S[U^0, \ldots, U^L] \equiv \frac{1}{2(L+1)} \sum_\sigma (-1)^\sigma Q \left( \sum_{l=0}^L \sigma_l U^l \right).
\]

Here \( \sigma = (\sigma_0, \ldots, \sigma_L) \) is a sequence with values in \( \{-1, 1\} \), and \((-1)^\sigma = \sigma_0 \sigma_1 \cdots \sigma_L \).

Note that it follows directly from this formula that

\[
P(U^\varepsilon) \leftarrow P(U) \quad \text{in } L^\infty(\mathbb{R}^I)
\]

for every \( U^\varepsilon \) satisfying (2.1)–(2.4) if and only if

\[
P_S[U^{0,\varepsilon}, \ldots, U^{L,\varepsilon}] \leftarrow P_S[U^0, \ldots, U^L]
\]

for every \( U^{l,\varepsilon} \) satisfying (2.1)–(2.4) separately, \( l = 0, \ldots, L \). Note also that \( P_S \) can be written as the iterated composition of a sequence of quadratic maps. (This is easier to see from the derivative form of the polarization.)
While this particular polarization of any polynomial is available (and thus can be used with our condition as a test for weak continuity) our theorem holds out the possibility of using other iterative maps. We are currently investigating whether or not our condition applied to the symmetric polarization is a necessary condition for weak continuity.

4. There are special cases in which we can show that our condition is necessary. In the case of a quadratic function of the form \( Q(U^1, U^2, \varepsilon) \), with \( Q \) homogeneous of degree one in each slot, our condition (2.19) reads \( Q(\lambda^1, \lambda^2) = 0 \) whenever \( \xi \otimes \lambda^1 \in \mathcal{V}_1 \) and \( \xi \otimes \lambda^2 \in \mathcal{V}_2 \) for the same \( \xi \). Thus Theorem (Suff) reduces to Theorem (TA) when the polynomial \( P \) is quadratic.

5. The following corollary states that Theorem (Suff) also reduces to condition (L-H) whenever the condition (2.3) holds, then condition (2.19) is equivalent to condition (L-H) holding for each \( P^l \), \( l = 1, \ldots, L \); i.e.,

\[
P^l[v^0 + t\lambda^1, \ldots, v^l + t\lambda^l] \text{ is affine in } t
\]
for any \( v^n \in \mathbb{R}^J_n \), \( \lambda^n \in \Lambda_n \) such that \( \xi \otimes \lambda^n \in V_n \), \( n = 0, \ldots, l \), for the same \( \xi \in \mathbb{R}^l \).

**Proof.** The necessary condition (L-H) is always implied by the sufficient condition (2.19), so we need only show that (2.24) implies (2.19) whenever condition (2.23) holds. Now (2.24) and the linearity of \( P^l \) in each slot imply

\[
P^l[v^0, \ldots, v^{m-1}, \lambda^m, v^{m+1}, \ldots, v^{l-1}, \lambda^l] = 0
\]
for every \( v^n \in \mathbb{R}^J_n \), \( n = 0, \ldots, l - 1 \), and \( \lambda^m \in \Lambda_m, \lambda^l \in \Lambda_l \) such that \( \xi \otimes \lambda^m \in \mathcal{V}_m \), \( \xi \otimes \lambda^l \in \mathcal{V}_l \) for the same \( \xi \in \mathbb{R}^l \). Also, by the orthogonality hypothesis and (2.17) we have \( \xi \otimes \lambda \in \text{span} \mathcal{W}_l \) if and only if

\[
\lambda = P^{l-1}[v^0, \ldots, v^{m-1}, \lambda^m, v^{m+1}, \ldots, v^{l-1}]
\]
for some \( v^n \in \mathbb{R}^J_n \), \( n = 0, \ldots, l - 1 \), and some \( \lambda^m \in \Lambda_m \) such that \( \xi \otimes \lambda^m \in \mathcal{V}_m \). But, by (2.25) if \( \xi \otimes \lambda \in \mathcal{W}_l \) and \( \xi \otimes \lambda \in \text{span} \mathcal{W}_l \) then

\[
Q^l(\lambda^l, \lambda) = Q^l(P^{l-1}[v^0, \ldots, v^{m-1}, \lambda^m, v^{m+1}, \ldots, v^{l-1}], \lambda^l)
\]
\[
= P^l[v^0, \ldots, v^{m-1}, \lambda^m, v^{m+1}, \ldots, v^{l-1}, \lambda^l] = 0,
\]
thus verifying (2.19). □

6. We now note that the Wedge Product Theorem is a consequence of the previous corollary. To do this we identify the differential form \( \omega^l \) of degree \( s_l \) with an element of \( \mathbb{R}^{J^l_{s_l}} \) through its coefficients with respect to a fixed orthonormal basis. The iterated polynomials

\[
P^l: \mathbb{R}^{J_{s_0}} \times \cdots \times \mathbb{R}^{J_{s_{l-1}}} \to \mathbb{R}^{J_{s_0 + \cdots + s_{l-1}}}
\]
are defined (with an obvious abuse of notation) by

\[
P^l[\omega_0, \ldots, \omega_{l-1}] = \omega_0 \wedge \cdots \wedge \omega_{l-1}.
\]
It follows from (2.15), (2.17), (2.18), and the fact that the wedge product is the symbol for the exterior derivative operator that

$$\mathcal{Y}_l = \{ (\xi, \lambda) \in \mathbb{R}^I \times \mathbb{R}^{(s_l)} : \xi \wedge \lambda = 0 \}, \quad l = 0, \ldots, L,$$

and

$$\mathcal{W}_l = \{ (\xi, \lambda) \in \mathbb{R}^I \times \mathbb{R}^{(s_0 + \cdots + s_{l-1})} : \xi \wedge \lambda = 0 \}, \quad l = 1, \ldots, L.$$

Our result follows from (2.27) and Corollary 2.1. □

7. Finally, we comment that in the proof below it will be apparent that Theorem (Suff) is sharp in the sense that we completely characterize (in Lemma 3.2) the constraints under which the iterated polynomials can oscillate.

3. Proof of Theorem (Suff). In this section we prove Theorem (Suff). Our method is to construct conditions under which we can iterate the quadratic theorem of Tartar.

We introduce some new notation. Let \( U^\varepsilon \) denote any sequence of functions satisfying (2.1)-(2.4). For each \( k = 1, \ldots, K \), let \( A^k \) denote the \( I \times J \) matrix \( A^k_{ij} \) constructed from the constraints in (2.3). Let \( \langle A, B \rangle \) denote the componentwise inner product between arbitrary \( I \times J \) matrices \( A \) and \( B \), so that

$$\langle A, B \rangle = \text{Trace}(A^\top B) = \sum_{i,j} A_{ij} B_{ij}.$$

With this notation the set \( \mathcal{Y} \) can be defined by

$$\mathcal{Y} = \{ (\xi \otimes \lambda) \in \mathcal{L}(\mathbb{R}^J, \mathbb{R}^I) : \langle A^k, \xi \otimes \lambda \rangle = 0 \text{ for each } k = 1, \ldots, K \},$$

and we can rewrite (2.3) as

$$\text{div}(A^K U^\varepsilon) \in \text{compact set in } H^{-1}_\text{loc}(\mathbb{R}^I), \quad k = 1, \ldots, K,$$

where \( \text{div} V \) denotes the divergence in \( x \) of the vector field \( V \in \mathbb{R}^J \).

The following lemma characterizes the first-order linear differential operators on \( U^\varepsilon \) that lie in a compact set in \( H^{-1}_\text{loc}(\mathbb{R}^I) \) as a consequence of (3.3).

**Lemma (3.1).** An \( I \times J \) constant matrix \( B \) satisfies the condition

$$\text{div}(B U^\varepsilon) \in \text{compact set in } H^{-1}_\text{loc}(\mathbb{R}^I)$$

for all \( U^\varepsilon \) satisfying (2.1)-(2.4) if and only if

$$\langle B, \xi \otimes \lambda \rangle = 0$$

for all \( \xi \otimes \lambda \in \mathcal{Y} \).

We postpone the proof until after the proof of Theorem (Suff). To this end, assume that (2.1)-(2.4) has the decomposition (2.1)-(2.4), for \( l = 0, \ldots, L \), and let \( P^L \) denote any polynomial generated by (2.14). Let

$$Z^l,\varepsilon : \mathbb{R}^I \to \mathbb{R}^{M_l}, \quad l = 1, \ldots, L,$$

denote the function

$$Z^l,\varepsilon(x) = \begin{cases} u^{0,\varepsilon}(x), & l = 1, \\ P^{l-1}[u^{0,\varepsilon}(x), \ldots, u^{l-1,\varepsilon}(x)], & l = 2, \ldots, L. \end{cases}$$

In order to iterate the quadratic theorem, we characterize the derivatives of \( Z^l,\varepsilon \) that are bounded as a consequence of \( U^\varepsilon \) satisfying (2.1)-(2.4).
LEMMA (3.2). Fix $l$, $1 \leq l \leq L$. An $I \times M_l$ matrix $D$ satisfies the condition
\begin{equation}
\text{div}(DZ^{l,\varepsilon}) \in \text{compact set in } \mathcal{H}^{-1}_{\text{loc}}(\mathbb{R}^l)
\end{equation}
for all $U^{\varepsilon}$ satisfying (2.1)$_m$–(2.4)$_m$ $m = 0, \ldots, l - 1$, if and only if $D \in \mathcal{W}^l$; i.e.,
\begin{equation}
\langle D, \xi \otimes \overline{\lambda} \rangle = 0
\end{equation}
for all $\xi \otimes \overline{\lambda} \in \mathcal{W}^l$, where $\mathcal{W}^l$ is defined in (2.18).

PROOF. We first show that (3.10) implies (3.11). Assume for contradiction that there exists an $I \times M_l$ matrix $D$ such that (3.10) holds and $\xi \otimes \overline{\lambda} \in \mathcal{W}^l$ such that $\langle D, \xi \otimes \overline{\lambda} \rangle \neq 0$. Then by (2.17), there exist $m$, $0 \leq m \leq l - 1$; $\xi \otimes \lambda^n \in \mathcal{V}^m$; $v^n \in \mathbb{R}^n$, $n = 0, \ldots, l - 1$; such that
\begin{equation}
\overline{\lambda} = P^{l-1}[v^0, \ldots, v^{m-1}, \lambda^m, v^{m+1}, \ldots, v^{l-1}].
\end{equation}
Thus, for $0 \leq n \leq l - 1$, define
\begin{equation*}
u^{n,\varepsilon} = \begin{cases}
v^n & \text{if } n \neq m, \\
\lambda^m \sin \left( \frac{x \cdot \xi}{\varepsilon} \right) & \text{if } n = m.
\end{cases}
\end{equation*}
Clearly $U^{\varepsilon}$ satisfies (2.1)$_n$–(2.4)$_n$ for $0 \leq n \leq l - 1$. Since $P^l$ is linear in each component, we have in this case that
\begin{align*}
Z^{l,\varepsilon} &= P^{l-1}[u^0_1, \ldots, u^0_{l-1}] \\
&= P^{l-1} \left[ v^0, \ldots, v^{m-1}, \lambda^m \sin \left( \frac{x \cdot \xi}{\varepsilon} \right), v^{m+1}, \ldots, v^{l-1} \right] \\
&= \overline{\lambda} \sin \left( \frac{x \cdot \xi}{\varepsilon} \right)
\end{align*}
where $\overline{\lambda}$ is given by (3.12). Thus by (3.11),
\begin{align*}
\text{div } DZ^{l,\varepsilon} &= \left\{ D \cdot \overline{\lambda} \sin \left( \frac{x \cdot \xi}{\varepsilon} \right) \right\} \\
&= \frac{1}{\varepsilon} \sum_{i,j} D_{ij} \overline{\lambda}_j \cos \left( \frac{x \cdot \xi}{\varepsilon} \right) \\
&= \frac{1}{\varepsilon} \cos \left( \frac{x \cdot \xi}{\varepsilon} \right) \langle D, \xi \otimes \overline{\lambda} \rangle \neq 0,
\end{align*}
and so no subsequence of $\text{div } DZ^{l,\varepsilon}$ lies in a compact set in $\mathcal{H}^{-1}_{\text{loc}}(\mathbb{R}^l)$ as $\varepsilon \to 0$, a contradiction. Thus (3.10) implies (3.11).

Conversely, assume (3.11) holds for some $I \times M_l$ matrix $D$, and let $U^{\varepsilon}$ be an arbitrary sequence satisfying (2.1)–(2.4). For simplicity we drop the index $\varepsilon$ in this part of the proof. Thus we can write
\begin{equation}
\text{div } DZ^l(x) = \sum_i \frac{\partial}{\partial x_i} \sum_j D_{ij} P^{l-1}_j[u^0(x), \ldots, u^{l-1}(x)]
\end{equation}
where $i$ is summed from 1 to $I$ and $j$ is summed from 1 to $M_l$. We claim that to show (3.10) holds one need only analyze terms of the form:
\begin{equation}
\sum_{i,j} D_{ij} P^{l-1}_j \left[ e^{\sigma_0}, \ldots, e^{\sigma_{m-1}}, \frac{\partial u^m}{\partial x_i}, e^{\sigma_{m+1}}, \ldots, e^{\sigma_{l-1}} \right]
\end{equation}
where the $e^{\sigma_n}$ are fixed basis elements of $\mathbf{R}^{J_n}$. To see this note that by the multilinearity of $P^{l-1}_j$ the differentiations in (3.12) can be carried out using Leibniz rule yielding

\begin{equation}
\text{div} \, DZ^l = \sum_{i,j} D_{ij} \left( P^{l-1}_j \left[ \frac{\partial u^0}{\partial x_i}, u^1, \ldots, u^{l-1} \right] + \cdots + P^{l-1}_j \left[ u^0, u^1, \ldots, \frac{\partial u^{l-1}}{\partial x_i} \right] \right).
\end{equation}

The undifferentiated factors can be written as

\begin{equation}
u^m(x) = \sum_{\sigma_n} u^m_{\sigma_n}(x) e^{\sigma_n}
\end{equation}

when $\sigma_n$ is summed from 1 to $J_n$; $e^{\sigma_n}$ are fixed basis elements in $\mathbf{R}^{J_n}$; and $u^m_{\sigma_n}(x)$ are real valued functions, uniformly bounded in $L^\infty(\mathbf{R}^l)$. Again using the multilinearity of $P^{l-1}_j$, we see that $\text{div} \, DZ^l$ is the sum of products of $L^\infty$ functions with factors of the form (3.13).

Thus to verify (3.10) it suffices to show that

\begin{equation}
\sum_{ij} D_{ij} P^{l-1}_j \left[ v^0, \ldots, v^{m-1}, \frac{\partial u^m}{\partial x_i}, v^{m+1}, \ldots, v^{l-1} \right] \in \text{compact set in } H^{1-1}_{\text{loc}}(\mathbf{R}^l)
\end{equation}

for arbitrary $v^m \in \mathbf{R}^{J_n}$. Since $P^{l-1}_j$ is linear in the $m$th slot, there is an $M \times J_m$ matrix $A$ depending on $P^{l-1}$ and the $v^m$ such that

\begin{equation}
P^{l-1}_j \left[ v^0, \ldots, v^{m-1}, \frac{\partial u^m}{\partial x_i}, v^{m+1}, \ldots, v^{l-1} \right] = A \frac{\partial u^m}{\partial x_i} = \frac{\partial}{\partial x_i}(Au^m).
\end{equation}

Hence

\begin{equation}
\sum_{ij} D_{ij} P^{l-1}_j \left[ v^0, \ldots, v^m, \frac{\partial u^m}{\partial x_i}, v^{m+1}, \ldots, v^{l-1} \right] = \text{div}(DAu^m).
\end{equation}

But by Lemma (3.1),

\[ \text{div}(DAu^m) \in \text{compact set in } H^{1-1}_{\text{loc}}(\mathbf{R}^l) \]

for all $u^m$ satisfying (2.1)$_m$ - (2.4)$_m$ if and only if

\begin{equation}
\langle DA, \xi \otimes \lambda \rangle = 0
\end{equation}

for all $\xi \otimes \lambda \in \Lambda_m$. But,

\[ \langle DA, \xi \otimes \lambda \rangle = \langle D, \xi \otimes (A\lambda) \rangle \]

and by the definition of $A$

\[ A\lambda = P^{l-1}[v^0, \ldots, v^{m-1}, \lambda, v^{m-1}, \ldots, v^{l-1}], \]

so by (2.17) $\xi \otimes (A\lambda) \in \mathcal{F}_l$. Statement (3.17) follows at once from (3.10). The proof of Lemma (3.2) is complete. □

**Proof of Theorem ( Suff).** Now that we have characterized the possible oscillations of our iterated polynomials Theorem (Suff) follows directly: Let $U^\varepsilon \rightarrow U$ be any sequence satisfying (2.1) - (2.4) and having a decomposition $(u^0, \varepsilon, \ldots, u^L, \varepsilon)$ satisfying (2.1)$_l$ - (2.4)$_l$. Assume $P = P^L$ is generated by a sequence of quadratic
maps via (2.14), and suppose condition (2.19) of Theorem (Suff) holds. We now show by induction on $l$ that

$$P[u^{0,\varepsilon}, \ldots, u^{L,\varepsilon}] \xrightarrow{\varepsilon} P[u^{0}, \ldots, u^{L}] \text{ in } L^\infty(R^I).$$

**Case** ($l = 1$). Recall that $P^1[u^{0}, u^{1}] = Q^1(u^{0}, u^{1})$ and that $\mathcal{W}_I = \mathcal{V}_0$. Theorem (TA) says that $Q^1(u^{0,\varepsilon}, u^{1,\varepsilon}) \xrightarrow{\varepsilon} Q^1(u^{0}, u^{1})$ if and only if $Q^1(\tilde{\lambda}, \lambda) = 0$ whenever $\xi \otimes \lambda \in \mathcal{V}_0$ and $\xi \otimes \lambda \in \mathcal{V}_I$ for the same $\xi \in R^I$. However, we observe that $\xi \otimes \lambda \in \mathcal{V}_0$ if and only if $\xi \otimes \lambda \in \text{span } \mathcal{V}_0 = \text{span } \mathcal{W}$, so by Theorem (TA)

$$P^1[u^{0,\varepsilon}, u^{1,\varepsilon}] \xrightarrow{\varepsilon} P^1[u^{0}, u^{1}] \text{ in } L^\infty(R^I),$$

or in different notation

$$Z^{2,\varepsilon} \xrightarrow{\varepsilon} Z^2 \equiv P^1[u^{0}, u^{1}] \text{ in } L^\infty(R^I).$$

**Case** ($1 < l < L$). We now assume

$$Z^{l,\varepsilon} \xrightarrow{\varepsilon} Z^l \equiv P^{l-1}[u^{0}, \ldots, u^{l-1}] \text{ in } L^\infty(R^I),$$

and show that

$$Z^{l+1,\varepsilon} \xrightarrow{\varepsilon} Z^{l+1} \text{ in } L^\infty(R^I).$$

Once again we use the quadratic theorem and the representation

$$Z^{l+1,\varepsilon} = P^{l}[u^{0,\varepsilon}, \ldots, u^{l,\varepsilon}] \equiv Q^{l}(Z^{l,\varepsilon}, u^{l,\varepsilon});$$

but now we need to use Lemma 3.2 and the information that $Z^{l,\varepsilon}$ satisfies the first-order differential constraints

$$\text{div}(DZ^{l,\varepsilon}) \in H^{-1}_\text{loc}(R^I)$$

for every $D \in \mathcal{W}_I$. The characteristic set for these constraints is defined to be

$$\hat{V}_l \equiv \{ \xi \otimes \lambda \in \mathcal{L}(R^M, R^I) : (\xi \otimes \lambda, D) = 0, \forall D \in \mathcal{W}_I \}$$

$$= \{ \text{rank-1 matrices in } \mathcal{W}_I \}$$

Thus, by Theorem (TA) $Q^{l}(Z^{l,\varepsilon}, u^{l,\varepsilon}) \xrightarrow{\varepsilon} Q^{l}(Z^l, u^l)$ (i.e., (3.22) holds) if and only if $Q^{l}(\tilde{\lambda}, \lambda) = 0$ whenever $\xi \otimes \lambda \in \mathcal{V}_I$ and $\xi \otimes \lambda \in \mathcal{V}_I$ for the same $\xi \in R^I$. But by (3.24) this is just condition (2.19), so the induction is completed and Theorem (Suff) is proved. □

Note that Lemma (3.2) indicates the sense in which Theorem (Suff) is the best sufficient condition that only takes account of bounds on derivatives, and not more subtle constraints imposed on $U^\varepsilon$ by polynomials of type (2.14); i.e., Lemma (3.2) gives necessary and sufficient conditions for derivatives of $Z^{l,\varepsilon}$ to be bounded in $H^{-1}_\text{loc}$; and Theorem (Suff) is based on Theorem (TA) which is the best condition for weak continuity of quadratic function that only takes account of bounds or derivatives.

**Proof of Lemma (3.1).** Assume first that (3.4) holds and note that if (3.5) fails, then there exists $\xi \otimes \lambda \in \mathcal{V}$ such that

$$\langle B, \xi \otimes \lambda \rangle \neq 0.$$
But then, as we noted before in different notation,

\[ U^\varepsilon(x) = \lambda \sin \left( \frac{x \cdot \xi}{\varepsilon} \right) \]

satisfies (2.1)--(2.4), while

\[ \text{div}(B U^\varepsilon) = \text{div} B \lambda \sin \left( \frac{x \cdot \xi}{\varepsilon} \right) = \frac{1}{\varepsilon} \langle B, \xi \otimes \lambda \rangle \cos \left( \frac{x \cdot \xi}{\varepsilon} \right) \]

which in light of (3.25) is not compact in \( H^{-1}_{\text{loc}} \) for any subsequence. Thus (3.4) implies (3.5).

Conversely, assume that (3.5) holds. In order to show (3.4) it suffices to assume that

(3.26) \( U^\varepsilon \to 0 \) in \( L^\infty(\mathbb{R}^I) \),

and

(3.27) \( \text{Supp} U^\varepsilon \subseteq K \)

for \( K \subset \mathbb{R}^I \) compact, and prove that at least for a subsequence

(3.28) \( \text{div} B U^\varepsilon \to 0 \) in \( H^{-1}(\mathbb{R}^I) \).

This simplification is the result of standard localization techniques.

Writing (3.5) in component form gives \( \sum_{i,j} B_{ij} \xi_i \lambda_j = 0 \) where \( i \) is summed from 1 to \( I \), \( j \) from 1 to \( J \). This implies that for every \( \varepsilon > 0 \) there exists \( C_\varepsilon > 0 \) such that

(3.29) \( \left| \sum_{i,j} B_{ij} \xi_i \lambda_j \right|^2 \leq C_\varepsilon \sum_{k=1}^{K} \left| \sum_{i,j} A^{\xi_i}_k \xi_i \lambda_i \right|^2 + \varepsilon |\xi|^2 |\lambda|^2 I \)

for every \( \xi \in \mathbb{R}^I, \lambda \in \mathbb{R}^J \). Indeed, (3.29) holds on the compact set \( |\xi| = |\lambda| = 1 \) because the left-hand side of (3.29) vanishes whenever \( \sum_{k=1}^{K} |\sum_{i,j} A^{\xi_i}_k \xi_i \lambda_i|^2 \) vanishes. Thus (3.29) extends to all \( \xi \in \mathbb{R}^I, \lambda \in \mathbb{R}^J \) since both sides of (3.29) are homogeneous of degree two in \( \xi \) and \( \lambda \). Replacing \( |\xi|^2 \) by \( 1 + |\xi|^2 \) on the right-hand side of (3.29) gives

(3.30) \( \frac{|\sum_{i,j} B_{ij} \xi_i \lambda_j|^2}{1 + |\xi|^2} \leq C_\varepsilon \sum_{k=1}^{K} \frac{|\sum_{i,j} A^{\xi_i}_k \xi_i \lambda_i|^2}{1 + |\xi|^2} + \varepsilon |\lambda|^2 \)

for all \( \xi \in \mathbb{R}^I, \lambda \in \mathbb{R}^J \). Substituting \( \hat{U}^\varepsilon(\xi) \) (the Fourier transform of \( U^\varepsilon \in L^2 \)) for \( \lambda \) in (3.30) and integrating over \( \xi \in \mathbb{R}^I \) gives

(3.31) \( \| \text{div} B U^\varepsilon \|_{H^{-1}} \leq C_\varepsilon \sum_{k=1}^{K} \| \text{div} A^{\xi}_k U^\varepsilon \|_{H^{-1}} + \varepsilon \| U^\varepsilon \|_{L^2}^2 \),

where we have applied Parseval’s identity

\[ \| U^\varepsilon \|_{L^2}^2 = \| \hat{U}^\varepsilon \|_{L^2}^2. \]
But by (2.3), (3.26) and uniqueness of weak limits, there exists a subsequence of \( \{U^\varepsilon\} \) such that
\[
C^\varepsilon \sum_{k=1}^{K} \| \text{div} A_k U^\varepsilon \|_{H^{-1}}^2 \to 0;
\]
and by (2.2), (3.27), \( \|U^\varepsilon\|_{L^2}^2 \) is uniformly bounded. Thus (3.28) follows at once from (3.31), and the lemma is proved. 
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