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ABSTRACT. We prove the Mourre estimate for a certain class of dispersive N-body Schrödinger operators. Using this estimate we derive some properties of those operators such as the local finiteness of the finite spectrum and the absence of the singular continuous spectrum.

1. INTRODUCTION

Let $X$ be a vector space isomorphic to $\mathbb{R}^n$ and $H$ a selfadjoint operator on $L^2(X)$. $E_\Delta(H)$ will denote the spectral projection for $H$ onto the interval $\Delta \subset \mathbb{R}$ and $A = -\frac{i}{2}(\nabla \cdot x + x \cdot \nabla)$ will be the generator of dilations for $X$. We say that $H$ satisfies the Mourre estimate on $\Delta$ if and only if there exists a positive number $c$ and a compact operator $B$ such that

$$E_\Delta(H)[H,A]E_\Delta(H) \geq cE_\Delta(H) + B.$$

It is well known that if $H$ is an $N$-body operator and $E_0$ is not its threshold then there exists a sufficiently small open interval $\Delta$ containing $E_0$ such that $H$ satisfies the Mourre estimate on $\Delta$. This result was first proved by E. Mourre [M1] in the three-body case. The first proof for a large class of $N$-body Schrödinger operators was first given in [PSS]; then another, simpler proof was presented in [FH1]. The Mourre estimate has been successfully used to prove various facts about $N$-body Schrödinger operators including the absence of the singular continuous spectrum, the local $H$-smoothness of certain operators, the local finiteness of the point spectrum [M1, M2, PSS, CFKS, Ya], bounds on the exponential decay of the eigenfunctions, the nonexistence of positive eigenvalues [FH2] and a number of facts on the propagation of certain observables [SigSof1, SigSof2].

Regular $N$-body Schrödinger operators are very commonly used to describe the motion of $N$ interacting nonrelativistic particles. They are operators of the form

$$H = \sum_{i=1}^N \frac{(D_i)^2}{2m_i} + \sum_{i<j} V_{ij}(x_i - x_j).$$
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where $x_i$ is the position of the $i$th particle, $m_i$ its mass, and $D_i$ the operator $i \nabla_{x_i}$ which describes the momentum of the $i$th particle [RS3, RS4, Sigl, Ha].

In some situations we need to modify the kinetic energy in $H$ by replacing the momentum squared by certain more general differential operators.

For instance a system of $N$ interacting particles can be approximately described by the Hamiltonian

$$H = \sum_{i=1}^{N} \sqrt{(D_i)^2 + (m_i)^2} - m_i + \sum_{i<j} V_{ij}(x_i - x_j).$$

Another example of this sort arises if we consider a particle moving in a crystal. It is sometimes convenient to assume that its effective kinetic energy is not the momentum squared but a fairly arbitrary function $\omega_i$ of the momentum. If we make this assumption then a system of $N$ interacting particles in a crystal will be described by a Hamiltonian of the form

$$H = \sum_{i=1}^{N} \omega_i(D_i) + \sum_{i<j} V_{ij}(x_i - x_j).$$

Hamiltonians similar to (1.3) are studied also in the context of a system of $N$ interacting spins on a lattice.

All the above-mentioned operators fall into the class of operators which we will call the dispersive $N$-body Schrödinger operators. They are selfadjoint operators on $L^2(X)$ of the form

$$H = \omega(D) + \sum_{a \in \mathcal{A}} v_a \pi^a(x)$$

where $\{X_a: a \in \mathcal{A}\}$ is a family of subspaces of $X$, $X^a = X/X_a$, $\pi^a$ are the canonical surjections from $X$ onto $X^a$, $v^a$ are real functions on $X^a$, $K$ is the space dual to $X$, $\omega$ is a real function on $K$ and $D$ is the operator $i \nabla$ on $L^2(X)$.

An important subclass of the dispersive $N$-body Schrödinger operators is obtained if we set $\omega(k) = k^2$. Those operators will be called in our paper the nondispersive $N$-body Schrödinger operators. They are a natural generalization of the operators of the form (1.1) and have been studied for instance in [FH1, FH2, A]. (Note that if $\omega(k)$ is a positive definite quadratic form on $K$ then by an appropriate change of coordinates in the configuration space we can transform $H$ into a nondispersive $N$-body Schrödinger operator.)

This paper is devoted to a proof of certain properties of a class of dispersive $N$-body Schrödinger operators. Let us begin the description of our results with a few words on the hypotheses needed in our paper.

Those hypotheses fall into two categories: the explicit and the implicit ones. The explicit assumptions that we impose on $\omega$ mean roughly that $\omega$ is non-negative, differentiable and goes to infinity as $|k|$ goes to infinity. The explicit assumptions on the potentials are quite straightforward generalizations of the
analogous assumptions contained in [FH1 or PSS] needed in the proof of the Mourre estimate in the nondispersive case. Roughly speaking, they mean that $v_a(x^a)$ goes to zero if $|x^a|$ goes to infinity.

Unfortunately we also will need certain implicit hypotheses on $H$. Those hypotheses describe the spectral properties of the so-called cluster Hamiltonians $H_a$ which are naturally associated with the operator $H$. To explain the necessity of those hypotheses it is helpful to take a look at the nondispersive case. In this case the cluster Hamiltonians $H_a$ can be written as a sum of a Hamiltonian $H^a$ that describes the intracluster energy and a term that describes the kinetic energy of the intercluster motion. In the dispersive case this is no longer possible in general. All we can do is write $H_a$ as a direct integral with fibers labelled by $K_a$ (the space dual to $X_a$). The projections onto the pure point spectrum of the fibers of those integrals do not depend on $k_a \in K_a$, in the nondispersive case, but in the dispersive case they may depend on $k_a$ in a way that is difficult to control. We deal with this problem by assuming that the cluster Hamiltonians have especially nice properties around a certain fixed number $E_0$.

We prove that if all the above mentioned hypotheses are true then there exists an interval $\Delta$ containing $E_0$ such that operators $H$ of the form (1.1) satisfy the Mourre estimate on $\Delta$. Our proof closely follows the proof of the Mourre estimate for nondispersive $N$-body Schrödinger Hamiltonians contained in [FH1]. In spite of its similarity though, there are a number of technical problems that do not exist in the nondispersive case.

Once we have proved the Mourre estimate we can show various interesting results about the spectral properties of dispersive $N$-body Schrödinger operators almost without any work. We just need to invoke certain abstract theorems contained in [M1, M2, PSS, CFKS] due to E. Mourre and improved later on by P. Perry, I. M. Sigal and B. Simon. We show in particular that if $H$ satisfies certain hypotheses of the type mentioned above then there exists an open interval $\Delta$ containing $E_0$ such that:

1. the pure point spectrum of $H$ in $\Delta$ is finite;
2. there is no singular continuous spectrum in $\Delta$;
3. the operator $(|x| + 1)^{-1/2-\varepsilon}$ is locally $H$-smooth on $\Delta$ (see [Ka1, Ka2, RS4] for the definition of $H$-smooth operators).

Let us make a comment on result (3) mentioned above. The results of this kind are very useful in the scattering theory. For instance, the local $H$-smoothness of $(|x| + 1)^{-1/2-\varepsilon}$ in the nondispersive case is an important tool in the proof of the asymptotic completeness of the $N$-body scattering in [SigSof1] (see also [De1]). We use (3) in [De2] where we study the local Kato-smoothness of various pseudodifferential operators with respect to certain dispersive $N$-body Schrödinger operators.

Unfortunately, we think that it can be quite difficult to verify the implicit hypotheses on $H$ used in our paper in concrete cases. The only case where we know how to check those hypotheses is the case of $\omega(k)$ being a positive
definite quadratic form (which as we mentioned earlier can be reduced to the nondispersive case). In this case our implicit hypotheses on $H$ are satisfied if we assume that $E_0$ is not a threshold of $H$. (Note that in the general dispersive case we are not even able to define the notion of a threshold. In the nondispersive case, on the other hand, the set of thresholds of a given Hamiltonian can be shown to be a relatively small set, namely, a closed countable subset of the real numbers—see [M1, PSS].)

2. Basic notation

Throughout this paper $X$ will denote a vector space isomorphic to $\mathbb{R}^n$. \{$X_a; a \in \mathcal{A}$\} will be a certain finite family of its subspaces. To be consistent with the notation used in the literature we will write $a_1 \subset a_2$ whenever $X_{a_1} \supset X_{a_2}$ and $a_1 \cup a_2 = a_3$ whenever $X_{a_1} \cap X_{a_2} = X_{a_3}$. $X_{a_{\min}}$ will denote $X$ and $X_{a_{\max}} = \{0\}$. We will assume the following properties of $\mathcal{A}$:

1. $a_{\min} \in \mathcal{A}$,
2. $a_{\max} \in \mathcal{A}$,
3. if $a_1, a_2 \in \mathcal{A}$ then $a_1 \cup a_2 \in \mathcal{A}$.

# will denote the maximal number of distinct $a_i$’s such that $a = a_n \subset a_{n-1} \subset \ldots \subset a_1 = a_{\max}$. Note that in the usual many particle case the set $\mathcal{A}$ corresponds to the set of various cluster decompositions and # has the meaning of the numbers of clusters in a given cluster decomposition.

We denote $X/X_a$ by $X^a$. The spaces dual to $X^a, X$ and $X^a$ will be denoted by $K^a, K$ and $K^a$. We will fix a scalar product in $X$ which will enable us to identify $X^a$ with a certain subspace of $X$ and $K_a$ with a certain subspace of $K$. $\pi_a$ and $\pi^a$ will denote the projections of $K$ and $X$ onto $K_a$ and $X^a$ respectively. If $b \subset a$ then $X_a/X^b$ will be denoted by $X^b_a$.

If $y \in X$ and $r \geq 0$ then $B(y, r)$ denotes \{$x \in X: |x-y| \leq r$\}.

$D$ will denote the operator $-i\nabla$ and $D_a = -i\nabla_a$.

$\alpha$ will be the generic name of a multi-index.

If $\mathcal{H}$ is a Hilbert space then $B(\mathcal{H})$ denotes the set of bounded operators on $\mathcal{H}$. If $B$ is a selfadjoint operator then $\sigma(B)$ denotes its spectrum. Similarly, $\sigma_c(B), \sigma_{ac}(B), \sigma_{sc}(B), \sigma_{disc}(B)$ and $\sigma_{ess}(B)$ denote its continuous, absolutely continuous, singular continuous, discrete and essential spectra. If $\Delta$ is a measurable subset of $\mathbb{R}$ then $E_\Delta(B)$ denotes the spectral projection of $B$ onto $\Delta$. Similarly, $E^c_\Delta(B), E^{ac}_\Delta(B)$, etc. denote the spectral projections of $B$ onto the continuous, absolutely continuous, etc. part of the spectrum contained in $\Delta$.

If $y \in X$ then we define the unitary operator $U_y$ on $L^2(X)$ such that $(U_y \varphi)(x) = \varphi(x - y)$. An operator $B \in B(L^2(X))$ will be called $a$-fibered whenever $U_y B = BU_y$ for all $y \in X_a$. Such operators can be decomposed as $B = \int_{K_a}^b dk_a B(k_a)$ where $k_a \mapsto B(k_a)$ is a function from $L^\infty(K_a, B(L^2(X^a)))$. Note that $\|B\| = \text{esssup}\|B(k_a)\|$. We will say that $B$ is $a$-continuous if and only
if it is bounded, \(a\)-fibered and the function \(k_a \mapsto B(k_a)\) is norm-continuous. We will say that \(B\) is \(a\)-compact if it is \(a\)-continuous, \(B(k_a)\) is compact on \(L^2(\mathcal{X}^a)\) and \(\lim_{|k_a| \to \infty} \|B(k_a)\| = 0\). We will say that \(B\) is \(a\)-finite if it is a finite linear combination of operators of the form \(Pf(D_a)\) where \(P\) is a finite rank operator on \(L^2(\mathcal{X}^a)\) and \(f \in C_0^\infty(K^a)\).

The above defined classes of operator were used in [PSS]. The proofs of the following simple properties of those operators can be found in [PSS].

**Lemma 2.1.** (a) The set of \(a\)-compact operators is norm-closed.
(b) If \(C\) is \(a\)-compact and \(B\) is \(a\)-continuous then \(CB\) is \(a\)-compact.
(c) The set of \(a\)-finite operators is dense in the set of \(a\)-compact operators.
(d) If \(C\) is \(a\)-compact, \(B_n \in L^2(\mathcal{X}^a)\) for \(n \in \mathbb{N}\) and \(s\)-\(\lim_{n \to \infty} B_n = 0\) then \(\lim_{n \to \infty} \|B_n C\| = 0\).

Let us prove yet another property of \(a\)-compact operators.

**Lemma 2.2.** Let \(C\) be \(a\)-compact and \(B_n\) be \(a\)-continuous for \(n \in \mathbb{N}\). Suppose that \(k_a \in K_a\) and \(\lim_{n \to \infty} B_n(k_a) = 0\). Then for every \(\varepsilon > 0\) there exists \(\delta > 0\) and \(n \in \mathbb{N}\) such that

\[
\|E_{B(k_a,\delta)}(D_a)B_n C\| \leq \varepsilon.
\]

**Proof.** It is enough to assume that \(C = P_\varphi f(D_a)\) where \(f \in C_0^\infty(K_a)\), \(\varphi \in L^2(\mathcal{X}^a)\), \(\|\varphi\| = 1\) and \(P_\varphi\) is the projection onto the subspace spanned by \(\varphi\). Then

\[
\|E_{B(k_a,\delta)}(D_a)B_n C\| = \sup_{p_n \in B(k_a, \delta)} \|B_n(p_n) f(p_n) \varphi\|.
\]

We will find an \(n \in \mathbb{N}\) such that

\[
\|B_n(k_a) f(k_a) \varphi\| < \varepsilon/2.
\]

We will also find \(\delta > 0\) such that

\[
\sup_{p_n \in B(k_a, \delta)} \|B_n(p_n) f(p_n) \varphi - B_n(k_a) f(k_a) \varphi\| < \varepsilon/2.
\]

Now (2.2)–(2.4) imply (2.1). Q.E.D.

### 3. The Hamiltonian

In this section we introduce the assumptions on the Hamiltonian that we will use in our paper and study their most immediate consequences.

Let \(\omega\) be a real infinitely differentiable nonnegative function on \(K\) such that \(\lim_{|k| \to \infty} \omega(k) = \infty\). For every \(a \in \mathcal{A}\) let \(v_a\) be a real-valued measurable function on \(\mathcal{X}^a\) such that the operator

\[
v_a(\pi^a) x (\omega(D) + 1)^{-1}
\]
is \(a\)-compact. (For example \(v_a\) can be a bounded measurable function on \(X^a\) such that \(\lim_{|x^a| \to \infty} v_a(x^a) = 0\).) Clearly, \(v_a(\pi^a x)\)'s are relatively bounded perturbations of \(\omega(D)\) with an infinitesimal bound.

Let us set

\[
V(x) = \sum_{a \in \mathcal{A}} v_a(\pi^a x).
\]

We define \(H\) to be the selfadjoint operator on \(L^2(X)\) such that \(\mathcal{D}(H) = \mathcal{D}(\omega(D))\) and \(H = \omega(D) + V(x)\).

Define also

\[
V_a(x) = \sum_{b \subseteq a} v_b(\pi^b x)
\]

and

\[
I_a(x) = \sum_{b \nsubseteq a} v_b(\pi^b x).
\]

The so-called "cluster Hamiltonians" \(H_a\) are defined as selfadjoint operators such that \(\mathcal{D}(H_a) = \mathcal{D}(\omega(D))\) and \(H_a = \omega(D) + V_a(x)\).

Note that \(H_{a_{\min}} = \omega(D)\) and \(H_{a_{\max}} = H\). We will often write \(H_0\) instead of \(\omega(D)\). Note also that if \(b \subset a\) then \(H_b\) is \(a\)-fibered and we can write

\[
H_b = \int_{K_a} dk_a H_b(k_a).
\]

Let \(E \in \mathbb{R}\). Then we define \(ES_a(E) = \{k_a \in K_a : E \in \sigma(H_a(k_a))\}\), \(ES_{pp}^{a}(E) = \{k_a \in K_a : E \in \sigma_{pp}(H_a(k_a))\}\), etc.

Now let us give a list of hypotheses to which we will refer in this paper. The first family of hypotheses deals with the kinetic energy term.

A1. For all \(\alpha\)

\[
\lim_{|k| \to \infty} \frac{|\partial_k^\alpha \omega(k)|}{\omega(k) + 1} = 0.
\]

A1'. For all \(\alpha\)

\[
\frac{|\partial_k^\alpha \omega(k)|}{\omega(k) + 1} \leq c_\alpha.
\]

A2. There exist \(c\) and \(N\) such that

\[
\omega(k) \leq c(|k - k'| + 1)^N \omega(k').
\]

A3. For all \(\alpha\)

\[
\lim_{|k| \to \infty} \frac{|\partial_k^\alpha (k \cdot \nabla \omega(k))|}{\omega(k) + 1} = 0.
\]

A4.

\[
\frac{|(k \cdot \nabla)^2 \omega(k)|}{(\omega(k) + 1)^2} \leq c.
\]

A5.

\[
\frac{|k|}{(\omega(k) + 1)} \leq c.
\]
Note that $A_1'$ is weaker than $A_1$. Next we list the assumptions concerning the potentials.

B1. The form

$$(\omega(D) + 1)^{-1} \pi^a x \cdot \nabla v_a(\pi^a x)(\omega(D) + 1)^{-1}$$

extends from the space of Schwartz test functions $\mathcal{S}(X)$ to an $a$-compact operator.

B1'. The form

$$(\omega(D) + 1)^{-1} \pi^a x \cdot \nabla v_a(\pi^a x)(\omega(D) + 1)^{-1/2}$$

extends to a bounded operator.

B2. The form

$$(\omega(D) + 1)^{-1} (\pi^a x \cdot \nabla)^2 v_a(\pi^a x)(\omega(D) + 1)^{-1}$$

extends to a bounded operator.

Note that hypotheses B1, B1' and B2 are close analogs of similar hypotheses found in [PSS, FH1, CFKS].

Now we would like to state two implicit hypotheses that will play an important role in our paper. They describe the spectral behavior of the cluster Hamiltonians in a vicinity of a certain energy $E_0$ that we keep fixed throughout the paper.

C1. For every $k_a \in ES_{pp}^{\sigma}(E_0)$ there exists an open set $U_{k_a}$ in $K_a$ containing $k_a$, a $C^1$-function $U_{k_a} \ni p_a \mapsto \eta_{k_a}(p_a) \in \mathbb{R}$ and a norm-continuous function

$$U_{k_a} \ni p_a \mapsto P_{k_a}(p_a) \in B(L^2(X^a))$$

with values in orthogonal projections such that

$$P_{k_a}(k_a) = E_{\{E_0\}}(H(k_a))$$

and

$$H_a(p_a)P_{k_a}(p_a) = \eta_{k_a}(p_a)P_{k_a}(p_a).$$

C2. There exists a positive number $c_0$ such that if $a \in A$ and $k_a \in ES_{pp}^{\sigma}(E_0)$ then

$$k_a \cdot \nabla \eta_{k_a}(k_a) \geq c_0.$$

Let us look at the meaning of the above hypotheses if $\omega(k) = k^2$. Clearly, hypotheses A1–A5 are satisfied in this case. The $a$-compactness of (3.1) and hypothesis B1 are equivalent to the compactness of

$$v_a(x^a)(-\Delta^a + 1)^{-1}$$

and

$$(-\Delta^a + 1)^{-1} x^a \nabla v_a(x^a)(-\Delta^a + 1)^{-1}$$
on $L^2(X^a)$. Note that identical assumptions on the potentials are contained in [FH1]. Hypotheses B2 and B3 are closely related to hypotheses 2 and 3 from
Chapter 4 of [CFKS]. Hypothesis C1 is satisfied in the nondispersive case for all values of $E_0$. To see this let us note that in the case $H_a(k_a) = (k_a)^2 + H^a$ where $H^a$ is a certain operator on $L^2(X^a)$ that does not depend on $k_a$. Let $\mathcal{T}_a$ denote the set of eigenvalues of $H^a$ (which are usually called the thresholds of $H$ corresponding to $a \in \mathcal{A}$). Then $ES_{a}^{pp}(E) = \{k_a \in K_a : E - k_a^2 \in \mathcal{T}_a\}$. Now if $k_a \in ES_{a}^{pp}(E_0)$ then we can set $U_{k_a} = K_a$, $\eta_{k_a}(p_a) = (p_a)^2 + E_0 - (k_a)^2$ and $P_{k_a}(p_a) = E_{\{E_0 - (k_a)^2\}}(H^a)$. We easily compute that $k_a \nabla \eta_{k_a}(k_a) = 2(k_a)^2$. Thus in the nondispersive case C2 is satisfied if and only if $E_0 \notin \bigcup_{a \neq a_{\text{max}}} \mathcal{T}_a$ (in other words, if $E_0$ is not a threshold of $H$).

At the end of this section we state a number of propositions about basic properties of $H_a$. They are straightforward generalizations of similar facts which are true in the nondispersive case. For example, it is easy to show the following fact.

**Lemma 3.1.** Assume A1'. Let $b \subset a$ and let $z$ belong to the resolvent set of $H_b(k_a)$. Then the function $K_a \ni k_a \mapsto (H_b(k_a) - z)^{-1} \in B(L^2(X^a))$ is norm-differentiable.

By standard methods contained e.g. in [RS4 or Ka3] the above lemma implies the following corollary.

**Corollary 3.2.** Assume A1'. Let $k_a \in ES_{a}^{\text{disc}}(E_0)$. Then the following holds:

(a) There exists $\delta > 0$, an open set $U$ in $K_a$ containing $k_a$ and an infinitely norm-differentiable function $U \ni p_a \mapsto P(p_a) \in B(L^2(X^a))$ with values in orthogonal finite-dimensional projections such that

$$P(p_a) = E_{\{E_0 - \delta, E_0 + \delta\}}(H^a(p_a))$$

for $p_a \in U$ and

$$P(k_a) = E_{\{E_0\}}(H^a(k_a)).$$

(b) If $U \ni p_a \mapsto \eta(p_a) \in \mathbb{R}$ is a function such that $H_a(p_a)P(p_a) = \eta(p_a)P(p_a)$ then $\eta(p_a)$ is infinitely differentiable.

(c) If $\dim E_{\{E_0\}}(H(k_a)) = 1$ then there exists an open set $\bar{U}$ in $K_a$ containing $k_a$ and an infinitely differentiable function $\bar{U} \ni p_a \mapsto \eta(p_a) \in \mathbb{R}$ such that $H_a(p_a)P(p_a) = \eta(p_a)P(p_a)$.

If we compare Corollary 3.2 with hypothesis C1 we see that in some cases C1 is satisfied automatically. This happens in particular if $E_0$ is a nondegenerate isolated eigenvalue for all $a \in \mathcal{A}$ and $k_a \in ES_{a}^{pp}(E_0)$. Unfortunately, if $E_0$ is an isolated degenerate eigenvalue of $H_a(k_a)$ then it may be a point of bifurcation of the eigenvalues of the family $p_a \mapsto H_a(p_a)$. If $E_0$ is an imbedded eigenvalue of $H_a(k_a)$ then in general we can say nothing about the point spectrum of $H_a(p_a)$ for $p_a$ close to $k_a$.

The proof of the next fact is also left to the reader.
Proposition 3.3. Let $b \subset a$. Then $\lim_{|k_a| \to \infty} \inf(\sigma(H_b(k_a))) = \infty$.

Finally let us state a version of the HVZ theorem (see e.g. [RS4]).

Proposition 3.4. Assume $A_1$ and $A_2$. Then

$$\sigma_{\text{ess}}(H_a(k_a)) = \bigcup_{b \subset a} \sigma(H_b(k_a)).$$

4. Virial Theorem

The virial theorem says that if $\psi$ is an eigenfunction of a Schrödinger operator $H$ then $(\psi, i[H, A] \psi) = 0$. This theorem is formally obvious but since $H$ and $A$ may be unbounded some care is required in its proof. Its proofs, under various assumptions on $H$, can be found in [Kalf, We, PSS, CFKS]. The virial theorem is an important ingredient of the proof of the Mourre estimate [M1, FH1, PSS]. We will need a slightly modified variant of this theorem which is better suited to studying $a$-fibered operators.

In this section we assume hypothesis $B_1$. It guarantees that $i[H, A]$ and $i[H_a, A]$ can be defined as quadratic forms on $\mathcal{D}(H_0)$. Note that $i[H_a, A]$ is $a$-fibered—in fact this is one of the main reasons why the generator of dilations $A$ is so useful in the $N$-body quantum mechanics. It is also easy to see that the functions

$$k_a \mapsto (H_0(k_a) + 1)^{-1} i[H_a, A](k_a)(H_0(k_a) + 1)^{-1}$$

are infinitely norm-differentiable.

Let us state our modification of the virial theorem. Note that (b) is the traditional virial theorem.

Theorem 4.1. Let $a \in \mathcal{A}$. Suppose that $Q_1$ and $Q_2$ are $a$-fibered bounded operators whose ranges are contained in $\mathcal{D}(H_0)$.

(a) If $a \neq a_{\text{max}}$ assume that

$$H_a Q_i = \int_{k_a} \eta(k_a)Q_i(k_a)$$

for $i = 1, 2$ and for some bounded $C^1$ function $\eta$. Then

$$Q_1 i[H_a, A] Q_2 = Q_1 D_a \cdot \nabla \eta(D_a) Q_2.$$

(b) If $a = a_{\text{max}}$ we assume that $HQ_i = EQ_i$ for $i = 1, 2$. Then $Q_1 i[H, A] Q_2 = 0$.

In the proof of this theorem we need the following technical lemma which is proved in [CFKS, Lemma 4.5].

Lemma 4.2. Let $R_\lambda = i\lambda(A + i\lambda)^{-1}$. Then for big $\lambda (H_0 + 1)R_\lambda(H_0 + 1)^{-1}$ is bounded and $\lim_{\lambda \to \infty} (H_0 + 1)R_\lambda(H_0 + 1)^{-1} = 1$.

Proof of Theorem 4.1. We will show only (a). We will follow closely the approach of [PSS, CFKS]. Define $A_\lambda = AR_\lambda$. Then as a form on $\mathcal{D}(H_0)$ we have
\[ i[H, A] = R_\lambda i[H, A] R_\lambda. \]  

Thus if \( \varphi_1, \varphi_2 \in \mathcal{D}(H_0) \) then

\[
(\varphi_1, i[H, A] \varphi_2) \xrightarrow[\lambda \to \infty]{} (\varphi_1, i[H, A] \varphi_2).
\]

On the other hand if \( \psi_1, \psi_2 \in L^2(X) \) then

\[
(Q_1 \psi_1, i[H, A] Q_2 \psi_2) = (Q_1 \psi_1, i[\eta(D_a), A] Q_2 \psi_2) \\
= (Q_1 \psi_1, R_\lambda i[\eta(D_a), A] R_\lambda Q_2 \psi_2) \\
= (R_\lambda^* Q_1 \psi_1, D_a \cdot \nabla \eta(D_a) R_\lambda Q_2 \psi_2) \\
= (Q_1 \psi_1, D_a \cdot \nabla \eta(D_a) Q_2 \psi_2). \quad \text{Q.E.D.}
\]

5. MOURRE ESTIMATE

The main intermediate result of our paper is the following theorem:

**Theorem 5.1.** Assume \( A_1, A_2, A_3, B_1, B_1, C_1, C_2 \) to be true. Then there exists an open interval \( \Delta \) containing \( E_0 \) such that \( H \) satisfies the Mourre estimate on \( \Delta \).

We also would like to state certain generalized variants of the Mourre estimate which contain estimates of the commutator \( i[H, A] \) depending on the fibers. There will be actually 4 variants. Two of them estimate the commutator from below—this is the usual case. The other two estimate the commutator from above. They are generalizations of the so-called reverse Mourre estimate, which was first introduced in [SigSof1] where it was used in the proof of the propagation theorem for N-body Schrödinger operators.

Let us introduce certain functions that "measure" the positivity of \( i[H, A] \).

Let \( c \) be a number and \( a \in \mathcal{A} \). Introduce the functions \( \zeta^c_a \) on \( K_a \) such that if \( a \neq a_{\text{max}} \) then

\[
\zeta^c_a(k_a) = \begin{cases} 
  k_a \cdot \nabla \eta_k_a(k_a) & \text{if } k_a \in ES^{pp}_a(E_0), \\
  c & \text{otherwise}.
\end{cases}
\]

and

\[
\zeta^c_{a_{\text{max}}} = \begin{cases} 
  0 & \text{if } E_0 \text{ is an eigenvalue of } H, \\
  c & \text{otherwise}.
\end{cases}
\]

Let \( \kappa > 0 \). Put

\[
\tilde{\zeta}^c_{\kappa}(k_a) = \inf \{ \zeta^c_{\beta}(p_b); b \subset a, p_b \in K_b, |\pi_a p_b - k_a| < \kappa \},
\]

\[
\theta^c_{\kappa}(k_a) = \inf \{ \zeta^c_{\beta}(p_b); b \subset a, p_b \in K_b, |\pi_a p_b - k_a| < \kappa \},
\]

\[
\tilde{\rho}^c_{\kappa}(k_a) = \sup \{ \zeta^c_{\beta}(p_b); b \subset a, p_b \in K_b, |\pi_a p_b - k_a| < \kappa \},
\]

and

\[
\rho^c_{\kappa}(k_a) = \sup \{ \zeta^c_{\beta}(p_b); b \subset a, p_b \in K_b, |\pi_a p_b - k_a| < \kappa \}.
\]

Now we can state our generalized variants of the Mourre estimate.
Theorem 5.2. Assume $A_1, A_2, A_3, B_1,$ and $C_1$. Let $a \in \mathcal{A}$, $\epsilon, \kappa > 0$ and $c_\pm \in \mathbb{R}$. Then the following statements are true:

(a) There exists an open interval $\Delta$ containing $E_0$ and $a$-compact operators $B_a^\pm$ such that

$$E_{\Delta}(H_a)(\rho_a^{c,\kappa}(D_a) + \epsilon) + E_{\Delta}(H_a)B_a^+E_{\Delta}(H_a)$$

$$\geq E_{\Delta}(H_a)i[H_a, A]E_{\Delta}(H_a)$$

$$\geq E_{\Delta}(H_a)(\delta_a^{c,\kappa}(D_a) - \epsilon) + E_{\Delta}(H_a)B_a^-E_{\Delta}(H_a).$$

(b) There exists an open interval $\Delta'$ containing $E_0$ such that

$$E_{\Delta'}(H_a)(\rho_a^{c,\kappa}(D_a) + \epsilon) \geq E_{\Delta'}(H_a)i[H_a, A]E_{\Delta'}(H_a)$$

$$\geq E_{\Delta'}(H_a)(\delta_a^{c,\kappa}(D_a) - \epsilon).$$

The reason why we stated Theorem 5.2 for an arbitrary $a \in \mathcal{A}$ is twofold. First, the parts of this theorem which estimate the commutator from below facilitate the inductive proof of Theorem 5.1. In fact, Theorem 5.2(a) for $a = a_{\text{max}}$ implies Theorem 5.1. Secondly, we think that Theorem 5.2 may turn out to be useful as it stands, for instance in some kinds of propagation theorems (compare [De1]).

This section and the next one contain the proof of Theorem 5.2. We will only prove the parts of the theorem that estimate the commutator from below, since the proof of the other parts is analogous.

In this section we will assume that (a) is proven and we will show (b). The proof will be based on the fact that both sides of (5.1) and (5.2) are $a$-fibered with compact supports in $K_a$. Thus it suffices to look at the problem "locally". This idea is the motivation for the following lemma.

Lemma 5.3. Suppose that the assumptions of Theorem 5.2 are satisfied. Suppose also that for some open interval $\Delta$ containing $E_0$ and an $a$-compact operator $B_a$

$$E_{\Delta}(H_a)i[H_a, A]E_{\Delta}(H_a) \geq (\delta_a^{c,\kappa}(D_a) - \epsilon/2)E_{\Delta}(H_a) + E_{\Delta}(H_a)B_a^-E_{\Delta}(H_a).$$

Then for any $k_a \in K_a$ there exists $\delta_{k_a} > 0$ and an open interval $\Delta_{k_a}$ containing $E_0$ such that

$$E_{B(k_a, \delta_{k_a})}(D_a)E_{\Delta_{k_a}}(H_a)i[H_a, A]E_{\Delta_{k_a}}(H_a)$$

$$\geq E_{B(k_a, \delta_{k_a})}(D_a)E_{\Delta_{k_a}}(H_a)(\delta_a^{c,\kappa}(D_a) - \epsilon).$$

Proof. Assume first that $k_a \in ES_{a}^{pp}(E_0)$. Choose $\delta_0$ such that $\kappa \geq \delta_0 > 0$ and $B(k_a, \delta_0) \subset U_{k_a}$. Lemma A1 guarantees that there exist norm-continuous functions

$$B(k_a, \delta_0) \ni p_a \mapsto P_a^N(p_a) \subseteq B(L^2(X^a))$$

with values in finite-dimensional projections such that $s\lim_{N \to \infty} P_a^N(p_a) = P_{k_a}(p_a)$ and if $N < M$ then $P_a^N(p_a) \leq P_a^M(p_a)$. 
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Choose \( f \in C_0(K_\alpha) \) such that \( \text{supp } f \subset B(k_\alpha, \delta_0) \) and \( f(k_\alpha) = 1 \). Define \( F = \int_{K_\alpha} P_{k_\alpha}(p_\alpha) f(p_\alpha) dp_\alpha \) and \( F^N = \int_{K_\alpha} P^N(p_\alpha) f(p_\alpha) dp_\alpha \).

If \( k_\alpha \notin ES_0^p(E_0) \) we just set \( F = F^N = 0 \).

Note that \( F \) is \( a \)-continuous and the \( F^N \)'s are \( a \)-compact.

For shortness we will write \( E_\Delta \) instead of \( E_\Delta(H_\alpha) \). Now write

\[
(5.4) \quad E_\Delta i[H_\alpha, A] E_\Delta = C_1 + C_2 + C_2^* + C_3 + C_3^* + C_4
\]

where

\[
C_1 = E_\Delta (1 - F^N) i[H_\alpha, A] (1 - F^N) E_\Delta,  \\
C_2 = E_\Delta (1 - F) i[H_\alpha, A] F^N E_\Delta,  \\
C_3 = E_\Delta (F - F^N) i[H_\alpha, A] F^N E_\Delta,  \\
C_4 = E_\Delta F^N i[H_\alpha, A] F^N E_\Delta.
\]

We can apply Theorem 4.1 to the last three terms on the right-hand side of (5.4). Thus

\[
C_3 + C_3^* + C_4 = D_\alpha \cdot \nabla \eta_{k_\alpha}(D_\alpha) E_\Delta F^N.
\]

By the continuity of \( p_\alpha \mapsto p_\alpha \cdot \nabla \eta_{k_\alpha}(p_\alpha) \), if \( \delta \) is small enough we can write

\[
E_B(k_\alpha, \delta)(D_\alpha)(C_3 + C_3^* + C_4) \geq E_B(k_\alpha, \delta)(D_\alpha) E_\Delta F^N \left( k_\alpha \cdot \nabla \eta_{k_\alpha}(k_\alpha) - \varepsilon/2 \right).
\]

If \( \delta < \kappa \) then the right-hand side of (5.5) is greater or equal than

\[
E_B(k_\alpha, \delta)(D_\alpha) E_\Delta F^N (\theta_{a, \kappa}(D_\alpha) - \varepsilon/2).
\]

This takes care of the last three terms on the right-hand side of (5.4). It remains to handle the first three terms. By (5.3) we can write

\[
C_1 \geq E_\Delta (1 - F^N)(\tilde{\theta}_{a, \kappa}(D_\alpha) - \varepsilon/2) + E_\Delta (1 - F^N) B_a (1 - F^N) E_\Delta.
\]

Thus the proof of our lemma will be completed if we show the following lemma, which is based on an idea due to B. Simon (see [FH1]).

**Lemma 5.4.** There exists \( \delta > 0, \ N \in \mathbb{N} \) and an open interval \( \Delta_{k_\alpha} \) containing \( E_0 \) such that

\[
\| E_B(k_\alpha, \delta)(D_\alpha) E_{\Delta_{k_\alpha}} [(1 - F^N) B_a (1 - F^N) + C_2 + C_2^*] E_{\Delta_{k_\alpha}} \| < \varepsilon/2.
\]

**Proof.** Put \( \mu = \varepsilon/6 \). Note that \( \text{s-lim}_{N \to \infty} (F^N(p_\alpha) - F(p_\alpha)) = 0 \) and the function \( p_\alpha \mapsto F^N(p_\alpha) - F(p_\alpha) \) is norm-continuous. Thus by Lemma 2.2 we can find \( \delta > 0 \) and \( N \in \mathbb{N} \) such that

\[
\| E_B(k_\alpha, \delta)(D_\alpha)[(1 - F^N) B_a (1 - F^N) - (1 - F) B_a (1 - F)] \| < \mu.
\]

Next choose \( g \in C_0(\mathbb{R}) \) such that \( g(H_\alpha - E_0) E_\Delta = E_\Delta \). Define

\[
\tilde{B} = (1 - F) g(H_\alpha - E_0) i[H_\alpha, A] F^N.
\]
Note that $\hat{B}$ is $a$-compact. The inequality
\[
(\mu^{1/2} F^N + \mu^{-1/2} \hat{B})(\mu^{1/2} F^N + \mu^{-1/2} \hat{B}^*) \geq 0
\]
implies
\[
\mu F^N E_\Delta + \mu^{-1} E_\Delta (1 - F) \hat{B} \hat{B}^*(1 - F) E_\Delta \\
\geq C_2 + C_2^* \geq -\mu F^N E_\Delta - \mu^{-1} E_\Delta (1 - F) \hat{B} \hat{B}^*(1 - F) E_\Delta.
\]
It remains to show that we will find $\delta > 0$ and an open interval $\Delta_{k_a}$ containing $E_0$ such that
\[
(5.6) \| E_{B(k_a, \delta)}(D_a) E_{\Delta_{k_a}} (1 - F)(B_a \pm \mu^{-1} \hat{B} \hat{B}^*)(1 - F) E_{\Delta_{k_a}} \| < \mu.
\]
Clearly for any $\gamma > 0$ the function $g((H_a - E_0)/\gamma)(1 - F)$ is $a$-continuous and
\[
s\lim_{\gamma \to 0} g \left( \frac{H_a - E_0}{\gamma} \right)(k_a)(1 - F(k_a)) = 0.
\]
Moreover, the operators $B_a \pm \mu^{-1} \hat{B} \hat{B}^*$ are $a$-compact. Thus another application of Lemma 2.2 shows that we can choose $\delta > 0$ and $\gamma > 0$ small enough such that
\[
\| E_{B(k_a, \delta)}(D_a) g \left( \frac{H_a - E_0}{\gamma} \right)(1 - F)(B - \mu^{-1} \hat{B} \hat{B}^*)(1 - F) g \left( \frac{H_a - E_0}{\gamma} \right) \| < \mu.
\]
This implies (5.6) and ends the proof of Lemma 5.4. Q.E.D.

**Proof of Theorem 5.2(b) given Theorem 5.2(a).** Let $\Delta_0$ be a certain open interval containing $E_0$. For any $k_a \in K_a$ let $\delta_{k_a}$ and $\Delta_{k_a}$ be determined in the obvious way by Lemma 5.3. We may assume that $\Delta_{k_a} \subset \Delta_0$.

The set $\bigcup_{E \in \Delta_0} ES_a(E)$ is compact and the family $B(k_a, \delta_{k_a})$ for $k_a \in K_a$ is its open cover. Choose a finite subcover labelled by $k_1^a, \ldots, k_N^a$. Now if we put $\Delta' = \bigcap_{i=1}^N \Delta_{k_i}$ then by Lemma 5.3 inequality (5.2) is true. Q.E.D.

### 6. Geometric methods

In this section we complete the proof of Theorem 5.2. The proof will use the induction with respect to $#a$. It will be based on the so-called geometric method, which has proved very fruitful in the study of $N$-body Schrödinger operators (see e.g. [E, DS, Sim, Sig2, PSS, FH1, CFKS]). Like in the previous section we will follow very closely the line of argument of [FH1].

An important tool that is used in the geometric method is an appropriate partition of unity in the configuration space. We will need to construct a whole family of partitions of unity indexed by $a \in \mathcal{A}$. This is the subject of the following lemma (which belongs to the folklore of the geometric method—see e.g. [FH1, PSS]).
Lemma 6.1. Let \( a \in \mathcal{A} \). There exists a family \( \{ \chi^a_b \in C^\infty(X^a) : \#b = \#a + 1, b \subset a \} \) such that

(a) \(|\partial^\alpha \chi^a_b| \leq c_\alpha (|x^a| + 1)^{-|\alpha|}\) for all \( \alpha \),

(b) for any \( b_1 \subset a \) such that \( b_1 \not\subset b \subset a \) there exists \( \varepsilon > 0 \) such that \(|\pi^b_i x^a| \geq \varepsilon |x^a| - 1\) on \( \text{supp} \chi^a_b \).

Proof. Let \( S^a \) denote the unit sphere in \( X^a \). Then \( X^a_b \cap S^a\) with \( \#b = \#a + 1 \) and \( b \subset a \) are closed and disjoint for distinct \( b \)'s. Let \( \chi^a_b \in C^\infty(S^a) \) have the property that

\[
\sum_{\#b = \#a + 1} (\chi^a_b)^2 = 1
\]

and \( \chi^a_b = 1 \) on a neighborhood of \( X^a_b \cap S^a \). Now it is enough to take \( \chi^a_b \in C^\infty(X^a) \) such that \( \chi^a_b(x^a) = \tilde{\chi}^a_b(x^a/|x^a|) \) for \( |x^a| \geq 1 \). Q.E.D.

The following lemma is quite easy in the nondispersive case. In the dispersive case it follows from Appendix 2 by the methods of pseudodifferential operators.

Lemma 6.2. (a) Assume A1 and A2. Then \( [H_0, \chi^a_b(x^a)](H_0 + 1)^{-1} \) is \( a \)-compact.

(b) Assume A2 and A3. Then \( [[H_0, A], \chi^a_b(x^a)](H_0 + 1)^{-1} \) is \( a \)-compact.

The next lemma is an analog of Lemma 2.2 of [FH1]. We omit its proof, which given Lemma 6.2 is very similar to that contained in [FH1].

Lemma 6.3. Let \( b, b_1 \subset a \) and \( F \in C^\infty_0(\mathbb{R}) \). Assume A1 and A2. Then

(a) \([F(H_b), \chi^a_b(\pi^a x)](H_0 + 1)\) is \( a \)-compact, and

(b) \(\chi^a_b(\pi^a x)[F(H_a) - F(H_b)](H_0 + 1)\) is \( a \)-compact.

(c) If moreover B1 is true then \( F(H_a)\chi^a_b(\pi^a x)\pi^a x \cdot \nabla l^a_b(\pi^a x)\chi^a_b(\pi^a x)F(H_a)\) is \( a \)-compact.

An analog of the following lemma is also contained in [FH1].

Lemma 6.4. Let \( F \in C^\infty_0(\mathbb{R}) \) and \( a \in \mathcal{A} \). Assume A1, A2 and B1. Then there exist \( a \)-compact operators \( B_a \) and \( \tilde{B}_a \) such that

(a) \( F(H_a)i[H_a, A]F(H_a) = \sum_{b \subset a, \#b = \#a + 1} \chi^a_b(\pi^a x)F(H_b)i[H_b, A]F(H_b)\chi^a_b(\pi^a x) + B_a \)

and

(b) \( F^2(H_a) = \sum_{b \subset a, \#b = \#a + 1} \chi^a_b(\pi^a x)F^2(H_b)\chi^a_b(\pi^a x) + \tilde{B}_a \).

Proof. We can write

\[ [H_a, A] = \sum_{b \subset a, \#b = \#a + 1} \chi^a_b[H_a, A]\chi^a_b + C \]
where
\[ C = \sum_{b \subseteq a, \ #b = \#a + 1} \chi_b^a[H_0, A], \chi_b^a. \]

(Note that (6.1) is a generalization of the so-called IMS localization formula—see e.g. [Sig2, CFKS].) By Lemma 6.2(b) \( C(H_0 + 1)^{-1} \) is \( a \)-compact. Thus
\[ (6.2) \quad F(H_a)i[H_a, A]F(H_a) = \sum_{b \subseteq a, \ #b = \#a + 1} F(H_a)\chi_b^a[H_a, A]\chi_b^a F(H_a) + C_1 \]
where \( C_1 \) is \( a \)-compact. Now (a) follows from (6.2) by Lemma 6.3. Part (b) has a similar proof. Q.E.D.

Now we are ready for the proof of Theorem 5.2.

**Proof of Theorem 5.2.** We use induction with respect to \( \#a \). We start with the maximal \( \#a \), that is, we consider first \( a = a_{\text{min}} \). In this case \( \hat{\theta}^c_{a_{\text{min}}} = c \). Choose an arbitrary bounded interval \( \Delta \) containing \( E_0 \). Then
\[ E_H(H_0)i[H_0, A]E_H(H_0) - (\hat{\theta}^c_{a_{\text{min}}} - \varepsilon)E_H(H_0) = g(D) \]
where \( g \) is a bounded function on \( K \) with a compact support. Let us choose a continuous function \( f \) on \( K \) such that \( \lim_{|k| \to \infty} f(k) = 0 \) and \( f \leq g \). Set \( B_{a_{\text{min}}} = f(D) \). Then \( B_{a_{\text{min}}} \) is \( a_{\text{min}} \)-compact and (5.1) is satisfied. Thus we proved (a) in the case \( a = a_{\text{min}} \).

Now assume that \( a \) is a certain fixed element of \( \mathcal{A} \) and (b) is true for all \( b \subseteq a \) such that \( \#b = \#a + 1 \). In other words, there exists an open interval \( \Delta_1 \) containing \( E_0 \) such that if \( b \subseteq a \) and \( \#b = \#a + 1 \) then
\[ E_{\Delta_1}(H_b)i[H_b, A]E_{\Delta_1}(H_b) \geq (\hat{\theta}^c_{a_{\text{min}}}^{1/2}(D_b) - \varepsilon)E_{\Delta_1}(H_b). \]

\( \Delta_2 \) be an open interval containing \( E_0 \) such that \( \Delta_2 \subset \Delta_1 \). Let \( F \subset C_0^\infty(\mathbb{R}) \) have the property that \( \text{supp} F \subset \Delta_1 \) and \( F = 1 \) on \( \Delta_2 \).

Clearly \( \theta^c_{a_{\text{min}}}^{1/2} \geq \hat{\theta}^c_{a_{\text{min}}}^{1/2} \) for \( b \subset a \) such that \( \#b = \#a + 1 \). By Lemma A3.1 we can choose a bounded continuous function \( \xi \) on \( K_a \) such that
\[ \hat{\theta}^c_{a_{\text{min}}}^{1/2} - \varepsilon \geq \xi \geq \hat{\theta}^c_{a_{\text{min}}} - \varepsilon. \]

Now we can write
\[ (6.3) \quad \sum_{b \subseteq a, \ #b = \#a + 1} \chi_b^a F(H_b)i[H_b, A]F(H_b)\chi_b^a \geq \sum_{b \subseteq a, \ #b = \#a + 1} \chi_b^a F(H_b)\xi(D_a)F(H_b)\chi_b^a. \]

By Lemma 6.4(a) the left-hand side of (6.3) is equal to
\[ (6.4) \quad F(H_a)i[H_a, A]F(H_a) - B_a \]
and the right-hand side of (6.3) is equal to
\[ (6.5) \quad F^2(H_a)\xi(D_a) - \hat{B}_a \xi(D_a). \]
where $B_a$ and $\tilde{B}_a$ are $a$-compact. Since $\xi(D_a)$ is $a$-continuous, $\tilde{B}_a \xi(D_a)$ is $a$-compact. Clearly (6.5) is greater or equal than

$$F^2(H_a)(\tilde{\theta}^{a,\kappa}_a(D_a) - \varepsilon) - \tilde{B}_a \xi(D_a).$$

This implies (5.2).

Thus we have shown that Theorem 5.2(a) is true for this $a \in \mathcal{A}$. In §5 we proved that Theorem 5.2(a) implies (b). Thus the proof of our theorem is complete. Q.E.D.

7. Consequences of Mourre estimate

The Mourre estimate itself may not look like a very interesting fact. Starting from the Mourre estimate though we can prove a number of deep results about the spectral properties of the operator $H$. In the context of the nondispersive $N$-body Schrödinger operators those properties were first proved by E. Mourre in [M1, M2] (see also [PSS, CFKS, JP, JMP, SigSof2]). Often they can be formulated as quite abstract theorems with $H$ and $A$ being selfadjoint operators satisfying rather general assumptions including the Mourre estimate on $\Delta \subset \mathbb{R}$. In this section we apply those theorems to dispersive $N$-body Schrödinger operators. We obtain a number of interesting theorems about those operators, which are the main results of our paper.

The first result follows from the Mourre estimate and the virial theorem by an argument due to E. Mourre [M1, PSS, CFKS]. For the convenience of the reader we repeat this argument in our paper.

**Theorem 7.1.** Assume $A_1, A_2, A_3, B_1, C_1,$ and $C_2$. Then there exists an open interval $\Delta$ containing $E_0$ such that $H$ has at most finitely many eigenvalues in $\Delta$ and each eigenvalue has a finite multiplicity.

**Proof.** By Theorem 5.1 there exists an open interval $\Delta$ containing $E_0$ such that $H$ satisfies the Mourre estimate on $\Delta$. Let $\{\psi_n\}$ be an infinite family of orthonormal eigenfunctions of $H$ with eigenvalues in $\Delta$. Then by Theorem 4.1b) and the Mourre estimate

$$0 = (\psi_n, i[H, A]\psi_n) \geq c\|\psi_n\|^2 + (\psi_n, B\psi_n).$$

Since $\psi_n \rightharpoonup 0$ weakly and $B$ is compact, the second term of (7.1) goes to zero. This is impossible because $c\|\psi_n\|^2 = c > 0$. Q.E.D.

Another application of the Mourre estimate is also due to E. Mourre [M1, M2]. Later on it was improved in [PSS, Ya, JP, JMP] (see also [CFKS]).

**Theorem 7.2.** Assume $A_1, A_2, A_3, A_4, B_1, B_1', B_2, C_1,$ and $C_2$. Assume also that $E_0$ is not an eigenvalue of $H$ and $\varepsilon > 0$. Then there exists an open interval $\Delta$ containing $E_0$ such that

$$\limsup_{\delta \to 0} \sup_{\mu \in \Delta} ||(|A| + 1)^{-1/2-\varepsilon}(H - \mu - i\delta)^{-1}(|A| + 1)^{-1/2-\varepsilon}|| < \infty.$$
Theorem 7.3. Suppose that $H$ and $A$ are selfadjoint operators on $\mathcal{H}$, $\Delta$ and $\Delta_1$ are open intervals in $\mathbb{R}$ such that $\Delta \subset \Delta_1$ and $\varepsilon > 0$. Let $\mathcal{H}_m$ be the scale of spaces associated with the operator $H$, namely

$$\mathcal{H}_m = \{ \psi \in \mathcal{H} : \|(H^2 + 1)^{m/2}\psi\| < \infty \}$$

for $m \geq 0$ and $\mathcal{H}_{-m}$ is the completion of $\mathcal{H}$ in the norm $\|(H^2 + 1)^{-m/2}\psi\|$. Assume moreover the following conditions:

1. $\mathcal{D}(A) \cap \mathcal{H}_2$ is dense in $\mathcal{H}_2$.
2. The form $i[H, A]$ defined on $\mathcal{D}(A) \cap \mathcal{H}_2$ extends to a bounded operator from $\mathcal{H}_2$ to $\mathcal{H}_1$.
3. There is a selfadjoint operator $H_0$ with $\mathcal{D}(H_0) = \mathcal{D}(H)$ such that $i[H_0, A]$ extends to a bounded map from $\mathcal{H}_2$ to $\mathcal{H}$ and $\mathcal{D}(A) \cap \mathcal{D}(H_0 A)$ is a core for $H_0$.
4. The form $[[H, A], A]$ where $[H, A]$ is as in (2) extends from $\mathcal{H}_2 \cap \mathcal{D}(A)$ to a bounded map from $\mathcal{H}_2$ to $\mathcal{H}_1$.
5. There exists a positive number $c$ such that

$$\lim_{\delta \to 0} \sup_{\mu \in \Delta} \|(|A| + 1)^{-1/2-\varepsilon}(H - \mu - i\delta)^{-1}(|A| + 1)^{-1/2-\varepsilon}\| < \infty.$$

Proof of Theorem 7.2 given Theorem 7.3. Theorem 5.2(b) in the case $a = a_{\text{max}}$ (which actually in this case can be viewed as a simple consequence of Theorem 5.1) guarantees the existence of an open interval $\Delta_1$ containing $E_0$ such that (7.2) is satisfied. Let $\Delta$ be an open interval such that $E_0 \in \Delta$ and $\Delta \subset \Delta_1$. We shall verify that all the assumptions of Theorem 7.3 are satisfied for our choice of $H, H_0, A, \Delta$ and $\Delta_1$.

First note that $\mathcal{D}(H_0) = \mathcal{D}(H)$. Thus by interpolation, if $|m| < 2$ then the norms $\|(H^2 + 1)^{m/2}\psi\|$ and $\|(H_0^2 + 1)^{m/2}\psi\|$ are equivalent. Now we see that (1) is true because $\mathcal{D}(X) \subset \mathcal{D}(A) \cap \mathcal{H}_2$ and $\mathcal{D}(X)$ is dense in $\mathcal{H}_2$. (2) follows from A3 and A1'. (3) follows from A3 and finally (4) follows from A4 and B2. Q.E.D.

Following [M1, PSS, CFKS] we state a number of straightforward consequences of Theorem 7.2.

Corollary 7.4. Suppose that the assumptions of Theorem 7.2 are true. Let $\Delta$ be the interval obtained in this theorem. Then

(a) there is no singular continuous spectrum in $\Delta$.
Assume moreover A5. Then
(b) $\lim_{\delta \to 0} \sup_{\mu \in \Delta} \|(|x| + 1)^{-1/2-\varepsilon}(H - \mu - i\delta)^{-1}(|x| + 1)^{-1/2-\varepsilon}\| < \infty$ and
(c) there exists $c$ such that if $\psi \in L^2(X)$ then

$$\int_{-\infty}^{\infty} \|(|x| + 1)^{-1/2-\varepsilon} e^{iHt} E_\Delta(H)\psi\|^2 dt \leq c\|\psi\|^2.$$
(This property is called the $H$-smoothness of $(|x| + 1)^{-1/2 - \varepsilon}$ on $\Delta$; see [Ka1, Ka2, RS4].)

Proof. (a) follows by the general criterion contained e.g. in [RS4, §XIIIb]. The proof of (b) mimicks the analogous proof from [PSS]. It is based on the following lemma.

Lemma 7.5. If $0 \leq \beta \leq 1$ then

$$\tag{7.3} (|A| + 1)^{\beta}(H + i)^{-1}(|x| + 1)^{-\beta}$$

is bounded.

Proof. Note that

$$\tag{7.4} D \cdot x(H + i)^{-1}(|x| + 1)^{-1} = D(H + i)^{-1} \cdot x(|x| + 1)^{-1} + iD(H + i)^{-1} \cdot \nabla \omega(D)(H + i)^{-1}(|x| + 1)^{-1}.$$ 

Hypothesis A5 implies the boundedness of $D(H + i)^{-1}$. Thus (7.4) is bounded. This implies the boundedness of (7.3) for $\beta = 1$. Now we apply the interpolation. Q.E.D.

Now Corollary 7.4(b) follows from Theorem 7.2 and Lemma 7.5 by an argument contained in the proof of Theorem 8.1 of [PSS]. Finally, (c) follows from (b) by the theory of Kato-smooth operators (see [Ka1, Ka2, RS4]). Q.E.D.

Appendix 1

In this appendix we prove a simple lemma on approximating projection-valued functions by functions with values in finite-dimensional projections. Facts of this kind are well known e.g. in the $K$-theory of $C^*$-algebras.

Lemma A1.1. Let $U$ be a star-shaped compact subset of $\mathbb{R}^n$. Let $U \ni p \mapsto P(p) \in B(\mathcal{H})$ be a norm-continuous function with values in orthogonal projections. Then there exists a sequence of norm-continuous functions $U \ni p \mapsto P^N(p) \in B(\mathcal{H})$ with values in finite-dimensional projections such that if $N \leq M$ then $P^N(p) \leq P^M(p)$ and $s$-$\lim_{N \to \infty} P^N(p) = P(p)$.

Proof. It is enough to assume that $U = B(0, 1)$. Let $p, p' \in B(0, 1)$ and $\|P(p) - P(p')\| < 1$. Then

$$\|1 - P(p')P(p)P(p') - (1 - P(p'))(1 - P(p))(1 - P(p'))\| < 1.$$ 

Thus we can define

$$A(p', p) = [P(p')P(p)P(p') + (1 - P(p'))(1 - P(p))(1 - P(p'))]^{-1/2}P(p')P(p).$$ 

Note that $A(p', p)$ is a partial isometry from $\text{Ran} P(p)$ to $\text{Ran} P(p')$, $A(p, p) = P(p)$ and $A(p', p)$ depends norm-continuously on both parameters as long as $\|P(p) - P(p')\| < 1$. 
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By the compactness of $B(0,1)$ we can choose $n \in \mathbb{N}$ such that if $p, p' \in B(0,1) \text{ and } |p - p'| < \frac{1}{n}$ then $\|P(p) - P(p')\| < 1$. Now for $p \in B(0,1)$ we can define

$$R(p) = A \left( p, \frac{k}{n} \frac{p}{|p|} \right) A \left( \frac{k}{n} \frac{p}{|p|}, \frac{(k-1)p}{n} \frac{1}{|p|} \right) \cdots A \left( \frac{1}{n} \frac{p}{|p|}, 0 \right)$$

where $k$ is the biggest integer less than $n|p|$. Clearly, $R(p)$ depends norm-continuously on $p$, $R^*(p)R(p) = P(0)$ and $R(p)R^*(p) = P(p)$.

Now let $P^N$ be an increasing sequence of finite-dimensional projections such that $s\text{-lim}_{N \to \infty} P^N = P(0)$. Then we can put $P^N(p) = R(p)P^N R^*(p)$. Q.E.D.

**APPENDIX 2**

This appendix contains the elements of the theory of pseudodifferential operators that we need to prove Lemma 6.2. Our approach is based on [Hö] (see also [Ta]).

Unfortunately, the results that we need in our paper do not follow easily from those contained in [Hö], although they are very similar to them. This is why we essentially have to begin at the very foundations of the theory of pseudodifferential equations.

We start with introducing a certain family of generalized Sobolev spaces. Let $Z$ be a subspace of a certain finite-dimensional vector space $Y$ and $\xi$ a positive continuous function on $Y$. Let

$$\mathcal{L}(Y,Z,\xi) = \{ u \in L^\infty_{\text{loc}}(Y): \text{ if } m = 0, 1, \ldots \text{ then } \|u\|_{\xi,m} < \infty \}$$

where

$$\|u\|_{\xi,m} = \sum_{k=0}^{m} \sum_{i_1, \ldots, i_k = 1}^{n} \left\| \frac{(e_{i_1} \cdot \nabla) \cdots (e_{i_k} \cdot \nabla) u}{\xi} \right\|_{\infty}.$$ 

Define also

$$\mathcal{L}_\infty(Y,Z,\xi) = \left\{ u \in C(Y): \text{ if } i_1, \ldots, i_k = 1, \ldots, n \right. \left. \text{ then } \frac{(e_{i_1} \cdot \nabla) \cdots (e_{i_k} \cdot \nabla) u(y)}{\xi(y)} \right\} \text{ as } |y| \to 0 \right\}.$$ 

Note that $\mathcal{L}(Y,Z,\xi)$ is a Fréchet space and $\mathcal{L}_\infty(Y,Z,\xi)$ is its closed subspace. We will write $\mathcal{L}(Y,\xi)$ and $\mathcal{L}_\infty(Y,\xi)$ instead of $\mathcal{L}(Y,Z,\xi)$ and $\mathcal{L}_\infty(Y,Z,\xi)$.

We say that a positive continuous function $\xi$ on $Y$ is $Z$-slowly varying if and only if there exist $C$ and $N$ such that for any $y \in Y$ and $z \in Z$

$$\xi(y) \leq C(1 + |z|)^N \xi(y + z).$$
Instead of saying that $\xi$ is $Y$-slowly varying on $Y$ we will just say that $\xi$ is slowly varying.

For further reference we need the following lemma.

**Lemma A2.1.** Let $\xi$ be a $Z$-slowly varying function on $Y$. Then there exists $\tilde{\xi} \in \mathcal{L}(Y, Z, \xi)$ such that $\xi \leq \tilde{\xi} \leq c_1 \xi$.

**Proof.** Let $j \in C_0^\infty(Z)$ have the property that $j \geq 0$ and $\int j(z) \, dz > 0$. Then we can set

$$\tilde{\xi}(y) = \left(\int_Z dz C^{-1} (1 + |z|)^{-N} j(z)\right)^{-1} \int_Z dz \xi(y - z) j(z).$$

Q.E.D.

Now let $B$ be a quadratic form on the space dual to $Y$. We define $e^{iB(D)}$ to be the map

$$\mathcal{P}(Y) \ni \varphi \mapsto \mathcal{F}^{-1} e^{iB(\cdot)} \mathcal{F} \varphi \in \mathcal{S}'(Y),$$

where $\mathcal{F}$ denotes the Fourier transformation and $\mathcal{S}'(Y)$ is the space of tempered distributions on $Y$. Clearly, $e^{iB(D)}$ is continuous on $\mathcal{S}'(Y)$. Following [Hö] we will call $e^{iB(D)} \varphi$ the Gauss transform of $\varphi$.

Now we state a theorem about the Gauss transform on the spaces $\mathcal{L}(Y, Z, \xi)$ that is very useful in the study of the pseudodifferential operators.

**Theorem A2.2.** Let $\xi$ be a $Z$-slowly varying function on $Y$. Let $B$ be a quadratic form on the space dual to $Y$ such that if $k$ belongs to the annihilator of $Z$ then $B(k) = 0$. Then $e^{iB(D)}$ is a continuous map of $\mathcal{L}(Y, Z, \xi)$ into itself and $\mathcal{L}_\infty(Y, Z, \xi)$ is its invariant subspace.

The above theorem is very closely related to the results contained in §18.4 of [Hö].

The proof of Theorem A2.2 is based on the fact that we can identify the form $B$ with a unique form acting on the space dual to $Z$. This enables us to treat $e^{iB(D)}$ as a direct integral of operators acting on fibers isomorphic to $\mathcal{L}(Z, \xi)$.

First let us show the following easy lemma based on the Sobolev estimate and the unitarity of $e^{iB(D)}$.

**Lemma A2.3.** Suppose that $l$ is a nonnegative integer, $R \in \mathbb{R}$, $k > \frac{n}{2} + l$, $u \in C^k(Z)$ and $\text{supp} \, u \subset B(0, R)$. Then

$$\|(1 + |z|)^l e^{iB(D)} u\|_{\infty} \leq c \sum_{|\alpha| \leq k} \|\partial^\alpha u\|_{\infty}.$$  

**Proof.** First note that

$$\|(1 + |z|)^l e^{iB(D)} u\|_{\infty} \leq c \|e^{iB(D)} u\|_{\infty} + c \sum_{l=1}^n \|(z_i)^l e^{iB(D)} u\|_{\infty}.$$

By the Sobolev estimate if $k_1 > \frac{n}{2}$ then

$$\|e^{iB(D)} u\|_{\infty} \leq c \sum_{|\alpha| \leq k_1} \|e^{iB(D)} \partial^\alpha u\|_2.$$
and

\[(A2.5) \quad \|(z_j)^l e^{iB(D)} u\|_\infty \leq c \sum_{|\alpha| \leq k} \sum_{j=0}^l \|(z_j)^j e^{iB(D)} \partial_z^\alpha u\|_2.\]

Next note that \([z_j, B(D)]\) is a first-order differential operator. This fact and the unitarity of \(e^{iB(D)}\) imply

\[(A2.6) \quad \|(z_j)^j e^{iB(D)} \partial_z^\alpha u\|_2 \leq \sum_{|\beta| \leq j} \sum_{j'=0}^j \|(z_j)^j \partial_z^{\beta+\alpha} u\|_2.\]

Finally, \(\text{supp } u \subset B(0, R)\) implies

\[(A2.7) \quad \|(z_j)^j \partial_z^{\alpha+\beta} u\|_2 \leq c_{j'} \|\partial_z^{\alpha+\beta} u\|_\infty.\]

If we put together (A2.3)–(A2.7) we obtain (A2.2). Q.E.D.

Our next lemma says roughly that if \(\eta\) is slowly varying on \(Z\) then \(e^{iB(D)}\) is bounded on \(L^2(Z, \eta)\) and this boundedness is uniform in \(\eta\) in a certain sense.

**Lemma A2.4.** Let

\[(A2.8) \quad M > \frac{1}{2} n + 1 + N\]

and let \(\eta\) be a positive continuous function on \(Z\) such that for any \(z, z' \in Z\)

\[(A2.9) \quad \eta(z) \leq C(1 + |z - z'|)^N \eta(z').\]

Then there exist \(c_j\) such that if \(j = 0, 1, \ldots\) and \(u \in L^2(Z, \eta)\) then

\[(A2.10) \quad \|e^{iB(D)} u\|_{\eta, j} \leq c_j \|u\|_{\eta, j+M}.\]

Moreover, \(c_j\) can be chosen to depend only on \(j, N, n\) and \(C\).

**Proof.** Let us identify \(Z^n\) with the subset of \(Z\) consisting of the vectors with integral coordinates in the basis (A2.1). Let \(r > 0\) have the property that

\[\bigcup_{k \in Z^n} B(k, r) = Z.\]

We can choose a partition of unity \(j_k \in C^\infty_0(Z)\) such that \(\text{supp } j_k \subset B(k, r)\), \(\sum_{k \in Z^n} j_k = 1\) and \(\|\partial_z^\alpha j_k\| \leq c_\alpha\). Denote \(j_k u\) by \(u_k\). Then

\[(A2.11) \quad \|\partial_z^\alpha u_k\|_\infty \leq c \sup_{|\beta| \leq |\alpha|, z \in B(k, r)} |\partial_z^\beta u(z)| \leq c' \sum_{z \in B(k, r)} |\eta(z)||u|_{\eta, |\alpha|} \leq c'' \eta(k)\|u\|_{\eta, |\alpha|}.\]
Using Lemma A2.3, (A2.9) and (A2.11) we obtain
\[ |(e^{iB(D)}u_{\tilde{k}})(z)| \leq c(1 + |z - \tilde{k}|)^{-N-1-N} \sum_{|\alpha| \leq M} \|\partial_z^\alpha u_{\tilde{k}}\|_\infty \]
(A2.12)
\[ \leq c'(1 + |z - \tilde{k}|)^{-N-1-N} \eta(\tilde{k})\|u\|_{\eta,M} \]
\[ \leq c''(1 + |z - \tilde{k}|)^{-N-1}\eta(z)\|u\|_{\eta,M}. \]
Thus for any \( z \)
(A2.13)
\[ \sum_{\tilde{k} \in \mathbb{Z}^n} (e^{iB(D)}u_{\tilde{k}})(z) \]
is an absolutely convergent series. Set \( \tilde{u}(z) \) to be equal to (A2.13). The estimate (A2.12) implies \( \|\tilde{u}\|_{\eta,0} \leq c\|u\|_{\eta,M} \). Clearly
\[ \lim_{R \to \infty} \sum_{|\tilde{k}| \leq R} u_{\tilde{k}} = u \]
in \( \mathcal{S}'(Z) \). Thus
(A2.14)
\[ \lim_{R \to \infty} \sum_{|\tilde{k}| \leq R} e^{iB(D)}u_{\tilde{k}} = e^{iB(D)}u. \]
But we have just proved that the left-hand side of (A2.13) converges pointwise to a function that we called \( \tilde{u} \). This shows that
\[ \|e^{iB(D)}u\|_{\eta,0} \leq c\|u\|_{\eta,M}. \]
If we replace \( u \) with \( \partial_z^\alpha u \) in the above estimate we obtain (A2.10). Q.E.D.

Now we are ready for the proof of Theorem A2.2.

Proof of Theorem A2.2. Clearly, we can represent \( \mathcal{L}(Y, Z, \xi) \) as a direct integral with the fibers isomorphic to \( \mathcal{L}(Z, \xi|_{y+Z}) \). Moreover, \( e^{iB(D)} \) acts separately in those fibers. Note that the restriction of \( \xi \) to \( y+Z \) for \( y \in Y \) satisfies (A2.9) with the constants \( C \) and \( N \) that do not depend on \( y \in Y \). Thus the boundedness of \( e^{iB(D)} \) on \( \mathcal{L}(Y, Z, \xi) \) follows immediately from Lemma A2.4.

To show that \( \mathcal{L}_\infty(Y, Z, \xi) \) is invariant with respect to \( e^{iB(D)} \) it suffices to note that it is the closure of \( \mathcal{S}'(Y) \) in \( \mathcal{L}(Y, Z, \xi) \) and \( e^{iB(D)} \) leaves \( \mathcal{S}'(Y) \) invariant. (\( \mathcal{S}'(Y) \) denotes the space of Schwartz test functions on \( Y \).) Q.E.D.

Now we turn our attention to the main subject of this appendix, namely to the pseudodifferential operators. Let \( X \) be a finite-dimensional vector space and \( K \) its dual. Let \( u \in \mathcal{S}'(X \times K) \). We define \( u(x, D) \) and \( u(D, x) \) as the quadratic forms on \( \mathcal{S}(X) \) such that if \( \phi, \psi \in \mathcal{S}(X) \) then
\[ (\phi, u(x, D)\psi) = \frac{1}{(2\pi)^{\dim X}} u(e^{ixk} \phi \otimes \mathcal{F}(\psi)) \]
and
\[ (\phi, u(D, x)\psi) = u(e^{-ixk} \psi \otimes \mathcal{F}^{-1}(\phi)). \]
Clearly, if \( u \) is a sufficiently nice function then
\[
(\varphi, u(x, D)\psi) = \frac{1}{(2\pi)^{\dim X}} \int \varphi(x)u(x, k)\psi(y)e^{i(x-y)k} \, dx \, dk \, dy
\]
and
\[
(\varphi, u(D, x)\psi) = \frac{1}{(2\pi)^{\dim X}} \int \varphi(x)u(y, k)\psi(y)e^{i(x-y)k} \, dx \, dk \, dy.
\]

By a straightforward calculation one can show the following fact (see e.g. Theorem 18.1.7 of [Hö]).

**Proposition A2.5.** Let \( u \in \mathcal{S}'(X \times K) \) and \( v = e^{iD_x \cdot D_k} u \). Then \( v(x, D) = u(D, x) \). Moreover \( u(x, D) - u(D, x) = w(x, D) \) where \( w = \int_0^1 d\tau e^{iD_x \cdot D_k} iD_x \cdot D_k u \).

The following fact is a consequence of the Calderón-Vaillancourt theorem (see [Hö, Ta]) and of the compactness of operators with Hilbert-Schmidt kernels (see e.g. [Ka3]).

**Theorem A2.6.** (a) If \( u \in \mathcal{L}(X \times K, 1) \) then both \( u(x, D) \) and \( u(D, x) \) extend to bounded operators on \( L^2(X) \). Moreover, the maps
\[
\mathcal{L}(X \times K, 1) \ni u \mapsto u(x, D) \in B(L^2)
\]
and
\[
\mathcal{L}(X \times K, 1) \ni u \mapsto u(D, x) \in B(L^2)
\]
are continuous.

(b) If \( u \in \mathcal{L}_\infty(X \times K, 1) \) then both \( u(x, D) \) and \( u(D, x) \) are compact.

Now let \( X^a \) be a vector space and \( \pi^a: X \to X^a \) a linear surjection. We can identify the dual of \( X^a \) with a subspace \( K^a \) of \( K \).

The following lemma follows immediately from Theorem A2.6.

**Lemma A2.7.** (a) Let \( u \in \mathcal{L}(X^a \times K, X^a \times K^a, 1) \). Then \( u(\pi^a x, D) \) and \( u(D, \pi^a x) \) are bounded and \( a \)-fibered.

(b) Let \( u \in \mathcal{L}_\infty(X^a \times K, X^a \times K^a, 1) \). Then \( u(\pi^a x, D) \) and \( u(D, \pi^a x) \) are \( a \)-compact.

Now we are ready to state and prove the result that we use directly in the proof of Lemma 6.2.

**Proposition A2.8.** Let \( \eta \) be slowly varying on \( X^a \) and \( \rho \) be \( K^a \)-slowly varying on \( K \). Let \( f \in C(X^a) \) and \( g \in C(K) \) have the property that \( \nabla f \in \mathcal{L}(X^a, \eta) \) and \( \nabla g \in \mathcal{L}(K, K^a, \rho) \). Then
\[
(\eta(\pi^a x)^{-1}[f(\pi^a x), g(D)]\rho(D)^{-1})
\]
is \( a \)-fibered and bounded on \( L^2(X) \). If moreover
\[
\nabla f \in \mathcal{L}_\infty(X^a, \eta)
\]
and

\[ \nabla g \in \mathcal{L}_\infty(K, K^a, \rho) \]

then (A2.15) is a-compact.

**Proof.** Set \( \xi(x^d, k) = \eta(x^d)\rho(k) \) and \( u(x^d, k) = f(x^d)g(k) \). Then \( \xi \) is \( X^a \times K^a \)-slowly varying on \( X^a \times K \) and

\[ \nabla_{x^a} \cdot \nabla_k u \in \mathcal{L}(X^a \times K, X^a \times K^a, \xi). \]

Clearly \( u(\pi^a x, D) - u(D, \pi^a x) = [f(\pi^a x), g(D)] \). But by Proposition A2.5

\[ u(\pi^a x, D) - u(D, \pi^a x) = v(\pi^a x, D) \]

where \( v = \int_0^1 \tau e^{itD_{a}x}D_k \cdot D_k u. \) By Theorem A2.2

\[ e^{itD_{a}x}D_k \cdot D_k u \in \mathcal{L}(X^a \times K, X^a \times K^a, \xi). \]

The methods of the proof of Theorem A2.2 also show that \( e^{itD_{a}x}D_k u \) depends continuously on \( \tau \). Thus

\[ v \in \mathcal{L}(X^a \times K, X^a \times K^a, \xi). \]

By Lemma A2.1 we can choose \( \tilde{\eta} \in \mathcal{L}(X^a, \eta) \) and \( \tilde{\rho} \in \mathcal{L}(K, \rho) \) such that \( \eta \leq \tilde{\eta} \leq c_1 \eta \) and \( \rho \leq \tilde{\rho} \leq c_2 \rho \). Set \( \tilde{v}(x^a, k) = \tilde{\eta}^{-1}(x^a)\tilde{v}(x^a, k)\tilde{\rho}^{-1}(k) \). Clearly \( \tilde{v} \in \mathcal{L}(X^a \times K, X^a \times K^a, 1) \). But (A2.15) equals

\[ \eta^{-1}(\pi^a x)\eta(\pi^a x)[\tilde{v}(\pi^a x, D)][\tilde{\rho}(D)\rho^{-1}(D)]. \]

All the factors in (A2.19) are bounded. Thus (A2.15) is bounded. If moreover (A2.16) and (A2.17) are true then \( \tilde{v} \in \mathcal{L}_\infty(X^a \times K, X^a \times K^a, 1) \). Thus by Lemma A2.7(b) the operator (A2.15) is a-compact. Q.E.D.

**Proof of Lemma 6.2.** We apply Proposition A2.8. We put \( \eta(x^d) = 1, \rho(k) = \omega(k) + 1 \) and \( f(x^d) = \chi_\beta^a(x^d) \). In (a) we set \( g(k) = \omega(k) \) and in (b) we set \( g(k) = k \cdot \nabla \omega(k) \). Q.E.D.

**Appendix 3**

In this appendix we sketch the proof of certain simple facts about estimating functions by continuous functions.

Let \( f \) be a real function on \( \mathbb{R}^n \) and \( \kappa \leq 0 \). Define

\[ f^\kappa(x) = \sup_{\kappa' > \kappa} \left( \inf_{|x-y| \leq \kappa'} f(y) \right). \]

It is easy to show the following properties of the operation \( f \mapsto f^\kappa \).

**Lemma A3.1.** (a) \( f^\kappa \) is measurable (even if \( f \) is not).

(b) \( (f^{\kappa_1} \ast_{\kappa_2} f^{\kappa_2}) = f^{\kappa_1 + \kappa_2} \).

(c) Let \( j \in C_0(\mathbb{R}^n), \kappa_1 > \kappa_2 > 0, \supp j \subset B(0, \kappa_1 - \kappa_2), \int j(x) \, dx = 1 \) and \( j \geq 0 \). Then \( f^{\kappa_1} \leq f^{\kappa_2} \ast j \) and \( f^{\kappa_1} \ast j \leq f^{\kappa_2} \).

The following fact is used in §6.
Proposition A3.2. Let $\kappa_1 > \kappa_2 > 0$. Then we can find a continuous function $\xi$ such that $f^{\kappa_1} \leq \xi \leq f^{\kappa_2}$. If $f$ is bounded then $\xi$ is bounded too.

Proof. Let $\kappa' = (\kappa_1 + \kappa_2)/2$ and $\kappa'' = (\kappa_1 - \kappa_2)/2$. Let $j \in C_0(\mathbb{R}^n)$ such that $\text{supp } j \subset B(0, \kappa'')$, $\int j(x) \, dx = 1$ and $j \geq 0$. We put $\xi = f^{\kappa'} \ast j$. Now we apply Lemma A3.1(c). Q.E.D.
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