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ABSTRACT. The existence of weak solutions for the Navier-Stokes equations for the infinite cylinder with initial data in $L^p$ is considered in this paper. We study the case of initial data in $L^p(R^n)$, $2 < p < n$, and $n = 3, 4$. An existence theorem is proved covering these important cases and therefore, the "gap" between the Hopf-Leray theory ($p = 2$) and that of Fabes-Jones-Riviere ($p > n$) is bridged. The existence theorem gives a new method of constructing global solutions. The cases $p = n$ are treated at the end of the paper.

INTRODUCTION

I consider in this paper the initial value problem for the Navier-Stokes equations in the infinite cylinder $S_T = R^n \times [0, T)$. Given $f(x) = (f_1(x), f_2(x), \ldots, f_n(x))$, satisfying in the distributions sense $\text{div} f = 0, \ x \in R^n$, we seek a solution vector $u(x, t) = (u_1(x, t), \ldots, u_n(x, t))$ and a pressure function $P(x, t)$ such that

\begin{equation}
D_i u_i - \sum_{j=1}^{n} D_{ij} u_i + \sum_{j=1}^{n} u_j D_j u_i + D_i P = 0, \quad (x, t) \in S_T ,
\end{equation}

\begin{equation}
\sum_{j} D_j u_j = 0, \quad (x, t) \in S_T ,
\end{equation}

\begin{equation}
u(x, 0) = f(x).
\end{equation}

Here, $D_j$ and $D_i$ denote respectively, the distributional derivatives with respect to $x_j$ and $t$, $D_{ij}$ denotes the second order derivative with respect to $x_i, x_j$; likewise, $L(u)$ will denote the heat operator applied to $u$, and $\text{grad} u$, the square matrix $D_{ij} u_i$. The first equation of (0.1) takes the form

\begin{equation}
L(u) + (\text{grad} u)(u) + \text{grad} P = 0.
\end{equation}

Following [3], I consider the functional spaces $L^{p,q}(S_T)$ consisting of the Lebesgue-measurable functions $u$, such that

\begin{equation}
\|u\|_{p,q}(T) < \infty.
\end{equation}
Let us define $U_p(t)$ as

\begin{equation}
U_p(t) = \left( \int_{R^n} |u|^p \, dx \right)^{1/p}.
\end{equation}

Then, the mixed norm (0.3) can be written as

\begin{equation}
\|U_p\|_q(T) \quad \text{(usual $L^q$-norm over the interval $(0, T)$)}.
\end{equation}

The norms associated with the maximal operator $u^* = \sup_{t>0} |u|$ (the supremum is taken over $t > 0$) are

\begin{equation}
\|u^*\|_p(T) = \left( \int_{0<t<T} \left( \sup_{0<t<T} |u| \right)^p \, dx \right)^{1/p}.
\end{equation}

J. Leray in [8] proved existence of weak solutions for all time $t > 0$, for the initial values problem (0.1) when $f$ is square summable and $n = 3$. Furthermore, he obtained for $u$ the estimate

\begin{equation}
(U_2(t))^2 + 2(\|\text{grad } u\|_{2,2}(t))^2 \leq 2\|f\|_2^2.
\end{equation}

This result was later extended to the case $n > 3$ by E. Hopf in [6].

E. B. Fabes, B. F. Jones and N. M. Riviere studied in [3] the existence and uniqueness of weak solutions in the classes $L^{p,q}(S_T)$ for the initial values problem (0.1) with data $f$ in $L^p$. Fabes, Jones and Riviere imposed on $p$ and $q$ the restrictions $p > n$, $n/p + 2/q \leq 1$, and obtained in those cases existence and uniqueness for small time $T > 0$, which is a local result.

The aim of this paper is to bridge as far as possible the "gap" between the Hopf-Leray theory, $p = 2$, and that of Fabes-Jones-Riviere, $p > n$.

I consider here the cases $n = 3$ and $n = 4$ for the initial values problem with data $f$ in $L^p$, $2 < p < n$. The case $p = n$ will be treated independently in the final part of this paper.

**I. MAIN RESULTS**

**Weak solutions** [3]. A function $u(x,t)$ is said to be a weak solution of the Navier-Stokes equations with initial data $f$, $\text{div} f = 0$ in the distributions sense, if for any $C^{\infty}$, rapidly decreasing vector function $v(x,t) = (v_1(x,t), \ldots, v_n(x,t))$, defined on $R^{n+1}(x,t)$, such that $\text{div } v = 0$, $v(x,t) = 0$, $t > T$, we have

\begin{enumerate}
  \item $u \in L^{p,q}(S_T)$ with $p, q \geq 2$,
  \item $\int_0^T \int_{R^n} (u, L^*(v) + (\text{grad } v)(u)) \, dx \, dt = -\int_{R^n} (f(x), v(x,0)) \, dx$,
  \item $\text{div } u(x,t) = 0$ (in the distributions sense) for a.e. $t$, such that $0 < t < T$, where $L^*$ is obviously the adjoint heat operator.
\end{enumerate}

**Theorem A.** Suppose that $f(x)$, the initial data, is a vector function, such that $f \in L^p(R^n)$, $n = 3, 4$, $2 < p < n$, $\text{div } f = 0$ (in the distributions sense). Then
there exists a weak solution \( u(x, t) \) to problem (0.1) for all time \( t \), such that \( 0 < t < T \), where \( T \) can be chosen arbitrarily large, that satisfies

\[
\|u\|_{p,2}(S_T) \leq C(\varepsilon_0) T^{1/2} (s^{1-\beta p/n} \|f\|_p^{\beta p/n} + \|f^s\|_p) + C_2 s^{1-p/2} \|f\|_p^{p/2}
\]

provided that \( s > 0 \) is chosen so small that

\[
T^{(1-\beta)/2} (s^{1-\beta p/n} \|f\|_p^{\beta p/n} + \|f^s\|_p) < \varepsilon_0.
\]

Here, \( f^s \) stands for a function equal to \( f \) if \( |f| \leq s \) and zero otherwise, \( \beta \) is fixed, \( 0 < \beta < 1 \), \( \varepsilon_0 \) is a fixed small quantity, \( C(\varepsilon_0) \) depends on \( \varepsilon_0 \), and \( C_2 \) is an independent constant.

(ii) The solution constructed in (i) can be extended to all time \( t > 0 \) in such a manner that

\[
\|u\|_{p,2}(S_T) < \infty \quad \text{for all } T > 0.
\]

II. Fundamental solutions, splitting the data and the equations.

The bilinear forms, fixed points.

Fabes-Jones-Riviere [3] extended to dimension \( n \) a formula found for the case \( n = 3 \) by Oseen [9]. The Oseen-Fabes-Jones-Riviere formula gives a divergence free matrix fundamental solution \( E_{ij}(x, t) \) for \( n \)-dimensional heat equation.

The matrix \( E_{ij}(x, t) \) is defined in the following way:

\[
E(x, t) = \delta_{ij} W(x, t) - R_i R_j W(x, t),
\]

where \( W(x, t) = (4\pi t)^{-n/2} \exp -|x|^2/(4t) \), and \( R_j \) is the \( j \)th Riesz transform, namely

\[
R_j(f) = \text{p.v. } c_j \int (x_j - y_j)|x - y|^{-(n+1)} f(y) \, dy.
\]

For details see [3] and [12]. \( E_{ij}(x, t) \) is symmetric and divergence free, that is

\[
\sum_j D_j E_{ij}(x, t) = 0, \quad t \geq 0.
\]

In the above formula we take classical derivatives if \( t > 0 \), and distributional derivatives for the limit for \( t \) tending to \( 0 \).

Another important property is the following one:

\[
\sum_j \int E_{ij}(x, t) f_j(y - x) \, dx \text{ tends to } f_i(y) \text{ in } L^p, \quad 1 < p < \infty, \quad \text{as } t \text{ tends to zero, provided that } \text{div } f = 0.
\]

A very important theorem in [3] asserts that \( u(x, t) \) is a weak solution of problem (0.1) (see definition in §I) over \( S_T \), with \( g \in L^r, \quad 1 \leq r < \infty \), if and only if it is a solution of the following integral equation [3, Theorem 2.1, p. 226]:

\[
u + B(u, u) = F(x, t).
\]
\[ F(x, t) \] stands for the convolution on the space variables of the initial data \( g(x) \) with fundamental solution \( W(x, t) \). \( B(u, v) \) is the bilinear form

\[
(2.5) \quad \int_0^t \int_{\mathbb{R}^n} ((\nabla E(x - y, t - s)) (v(y, s)), u(y, s)) \, dy \, ds.
\]

We have used here a notation consistent with (0.2). In fact, \((\nabla E)(v)\) is the matrix \( \sum_k D_k E_{ij} v_k \), whose \( i \)th row is dotted with \( u \) to obtain the integrand of (2.5).

**Splitting the equations and the data of (0.1).** Consider the system in the unknowns \( u, v, P \) and \( Q \):

\[
(2.6) \quad L(u) + (\nabla u)(u) + \nabla P = 0, \quad L(v) + (\nabla v)(v) + (\nabla v)(u) + (\nabla u)(v) + \nabla Q = 0,
\]

\[
\text{div} u = 0, \quad \text{div} v = 0,
\]

\[
u(x, 0) = g(x), \quad v(x, 0) = f(x), \quad \text{div} g = 0, \quad \text{div} f = 0.
\]

**Definition.** The vector functions \( u \) and \( v \) are said to be weak solutions of problem (2.6) if \( u + v \) and \( u \) are weak solutions of (0.1) for the initial data \( g + f \) and \( g \) respectively.

A consequence of the above definition and Theorem (2.1) in [3] (see also [8, p. 218]) is the following:

**Theorem (II.1).** The vector functions \( u \) and \( v \) belonging to \( L^{p, q}(S_T) \), \( 2 \leq p, q \leq \infty \) are weak solutions of problem (2.6) for the initial data \( g \), and \( f \) in \( L^r \), \( 1 \leq r < \infty \), if and only if they are solutions of the following integral equations:

\[
\begin{align*}
\text{div} u &= 0, \\
\text{div} v &= 0, \\
u(x, 0) &= g(x), \\
v(x, 0) &= f(x), \\
\text{div} g &= 0, \\
\text{div} f &= 0.
\end{align*}
\]

Furthermore, the pressure \( P \) and pseudopressure \( Q \) are given by

\[
P = C \sum_{ij} R_i R_j (u_i u_j),
\]

\[
Q = C \sum_{ij} (R_i R_j (v_i v_j) + 2R_i R_j (v_i u_j)).
\]

Here, \( W \ast g \) and \( W \ast f \) are the convolutions on the space variables of \( g \) and \( f \) with the fundamental solution \( W \). \( R_i \) stands for the \( i \)th Riesz transform and \( C \) is a constant depending on \( n \), the dimension.

**Lemma (II.1).** Let \( f \in L^p(\mathbb{R}^n) \), \( 2 < p < n \), be a given vector function such that \( \text{div} f = 0 \) in the distributions sense. Then, for each \( s > 0 \), \( f \) can be written as the sum \( g + h \), where \( g \) and \( h \) satisfy

\[
(2.7) \quad \|g\|_p \leq C s^{-p/n} \|f\|_p^{p/n}, \quad \text{div} g = 0,
\]

\[
\|h\|_2 \leq C s^{-p/2} \|f\|_p^{p/2}, \quad \text{div} h = 0.
\]

The constant \( C \) depends only on \( n \) and on \( p \).
Proof. First, let us recollect the property
\[
\lim \int_{\mathbb{R}^n} \sum_j E_{ij}(x - y, t)f_j(y) \, dy = f_i(x) \quad \text{a.e.}
\]
The limit is taken as \( t \) tends to 0. It exists a.e. and in \( L^p \)-norm.

Choose now \( s > 0 \) and partition \( f_j \) as follows:
\[
f_j = f_j^{(1)} + f_j^{(2)},
\]
where \( f_j^{(1)} \) equals \( f_j \) if \(|f_j| < s\) and equals zero otherwise. The functions \( g \) and \( h \) are defined in the following way:
\[
(2.8) \quad g_i(x) = \lim \int \sum_j E_{ij}(x - y, t)f_j^{(1)}(y) \, dy \quad \text{a.e.},
\]
\[
h_i(x) = \lim \int \sum_j E_{ij}(x - y, t)f_j^{(2)}(y) \, dy \quad \text{a.e.}
\]
The limit in the above expressions exist a.e. and in the \( L^n \) sense for \( g \) and in the \( L^2 \) sense for \( h \). This fact is a consequence of the definition of \( E \) (a convolution in the space variables of the matrix singular integral operator \( \delta_{ij}I - R_iR_j \) = \( K_{ij} \) with the \( W(x, t) \) the fundamental solution of the heat equation [3]).

Finally, inequalities (2.7) are easy to verify for \( f^{(1)} \) and \( f^{(2)} \) which imply similar inequalities for \( g \) and \( h \) for appropriate values of \( C \), on account of the continuity of the singular integral operator \( K_{ij} \) in \( L^n \) and in \( L^2 \).

For each \( t > 0 \) \( \; (E) \ast (f^{(1)}) \) has null divergence. The same holds for the limit \( g \), provided that the derivatives are taken in the distributions sense. A similar argument holds for \( h \).

Estimates for the bilinear operators and fixed-point properties. In what follows, we are going to consider Banach spaces of Lebesgue measurable functions defined on \( S_T \) for which the operator \( T(u, v) = B(u, v) + l(u) + F(x, t) \) \( (B(u, v) \) is bilinear and \( l(u) \) is assumed to be linear) satisfies an inequality of the type
\[
(2.9) \quad \|T(u, v)\| \leq C_1\|u\|\|v\| + C_2\|u\| + \|F\|.
\]
In (2.9) above, the norm is that of the Banach space in question.

Lemma (II.2). The quadratic operator \( T(u, u) \) maps the ball \( \{\|u\| \leq s_1\} \) into itself if \( s_1 \) is the smallest root of
\[
(2.10) \quad C_1s^2 + (C_2 - 1)s + \|F\| = 0,
\]
provided that \( C_1, \; C_2 \) and \( \|F\| \) satisfy
\[
(2.11) \quad (1 - C_2)^2 > 4C_1\|F\|, \quad C_1 > 0, \; 0 \leq C_2 < 1.
\]
If $2s_1C_1 + C_2 < 1$, $T(u,u)$ is a contraction mapping in the ball of radius $s_1$. In particular, $T(u,u)$ is a contraction mapping in the ball of radius $s_1$ if $C_1$, $C_2$ and $\|F\|$ satisfy

$$2C_1\|F\|\{(1-C_2)^2 - 4C_1\|F\|\}^{-1/2} + C_2 < 1.$$  

Proof. The line $z = s$ and the parabola $z(s) = C_1s^2 + C_2s + \|F\|$ intersect at $s_1$ and $s_2$ ($0 < s_1 < s_2$), provided that (2.11) is satisfied, therefore, if $0 < s \leq s_1$, we have $z(s) \leq s_1$. On account of (2.9), the same holds for $\|T(u,u)\|$, whenever $\|u\| \leq s_1$. Finally, inequality (2.12) is a consequence of a bound for $s_1$ in terms of the coefficients of $z(s) - s$, namely

$$s_1 \leq \|F\|\{(1-C_2)^2 - 4C_1\|F\|\}^{-1/2}.$$  

III. Proof of Theorem A

Identities. Let us return to the notation introduced previously and restate it:

$$(a_{ij})(b_j) = \sum_j a_{ij}b_j,$$

$$\langle (\text{grad } v)(u), w \rangle = \sum_j D_jv_ju_j,$$

(3.1)

$$\langle (\text{grad } v)(u), w \rangle = \sum_{ij} D_jv_iu_jw_i.$$  

In addition, I introduce the integral product

$$\int_S \langle (\text{grad } v)(u), w \rangle \, dx \, dt = [(\text{grad } v)(u), w].$$  

If $u$, $v$, and $w$ are divergence free vector functions (null divergence in the distributions sense), such that their derivatives are Lebesgue-measurable and the products in the expressions below are Lebesgue integrable, we have

$$[(\text{grad } v)(u), w] = -[(\text{grad } w)(u), v].$$

Likewise, if $u$, $v$, $w$, are the same as above, and $\beta(x)$ is a $C^\infty$ rapidly decreasing scalar function defined in $R^n$, we have

$$[(\text{grad } v)(u), \beta w] = -[(\text{grad } w)(u), \beta] - [(w \text{ grad } \beta)(u), v].$$

Identities (3.2) and (3.3) are easy to verify.

The approximating system. Let $\alpha(x)$ be a $C^\infty$ nonnegative, compact-supported function defined on $R^n$, having integral equal to 1 there. Likewise, $\alpha_\varepsilon$ will denote, as usual, $\varepsilon^{-n}\alpha(\varepsilon^{-1}x)$ and $u^\#(x,t,\varepsilon)$ the convolution on the space variables $\alpha_\varepsilon \ast u(x,t)$.
Adapting an idea of Leray’s, we modify system (2.6) as follows:

\[
L(u) + (\text{grad } u)(u^*) + \text{grad } P = 0, \\
L(v) + (\text{grad } \{v + u\})(v^*) + (\text{grad } v)(u^*) + \text{grad } Q = 0, \\
\text{div } u = 0, \quad \text{div } v = 0, \\
u(x, 0) = g^*(x), \quad v(x, 0) = h^*(x).
\]

(3.4)

The initial data \(g(x)\) and \(h(x)\) are a partitioning of the initial value \(f(x)\) by using formulae (2.8) of §II for a suitably small value of \(s\). Here, \(f(x)\) is a divergence free vector function belonging to \(L^p(R^n), 2 < p < n\). As it is immediately seen, \(g^*\) and \(h^*\) are divergence free and furthermore, they satisfy the estimates

\[
\|g^*\|_n \leq \|g\|_n \leq Cs^{1-p/n}\|f\|^p/n, \\
\|h^*\|_2 \leq \|h\|_2 \leq Cs^{1-p/2}\|f\|^{p/2}.
\]

(3.5)

This is a consequence of Lemma (II.1).

Calling \(w = u + v\) system (3.4) gives

\[
L(w)(\text{grad } w)(w^*) + \text{grad } \{P + Q\} = 0, \\
\text{div } w = 0, \quad w(x, 0) = f^*.
\]

(3.6)

System (3.6) is the approximating system studied by Leray in [8] used to prove existence of turbulent solutions for initial data in \(L^2\). Similar considerations as the ones of Theorem (II.1) give for the approximating pressure \(P\) and the approximating pseudopressure \(Q\) the expressions

\[
P = C \sum_{ij} R_i R_j (u_i u_j^*),
\]

(3.7)

\[
Q = C \sum_{ij} R_i R_j (v_i v_j^* + u_i u_j^* + u_i v_j^*).
\]

The expressions for \(P\) and \(Q\) are a consequence of Oseen’s formulae applied to the approximating system (3.7).

**Finding \(u\) in system (3.4).** The problem reduces to solving the integral equation

\[
u + B(u, u^*) = G^*(x, t).
\]

(3.8)

In the above expression \(G^*\) stands for the convolution of \(g^*\) with the fundamental solution of the heat equation \(W(x, t)\).

**Lemma (III.1).** The equation (3.8), including the limit case, that is when \(u = u^*\) and \(G = G^*\), admits a unique solution \(u\) satisfying

(i)

\[
\|u^*\|_n(\infty) \leq Cs^{1-p/n}\|f\|^p/n
\]

(3.9)

provided that \(s^{1-p/n}\|f\|_p < \varepsilon_0\).
\[ \|u^*\|_p(\infty) \leq C \max(\delta^{-p/n} \|f\|_p^{p/n}, \|f^\delta\|_p) \]

provided that $\max(\delta^{-p/n} \|f\|_p^{p/n}, \|f^\delta\|_p) < e_0$.

In the above expressions $f$ and $g$ have the meaning of Lemma (II.1) and $G^*$ as above. The constants $C$ depend on $e_0$, which is small and fixed.

**Proof.** The bilinear form $B(u, v)$ admits the domination

\[ |B(u, v)| \leq C \int_{\mathbb{R}^n} |x - y|^{-n+1} \int_0^t |x - y|^{-2}(1 + |x - y|^{-1}s^{1/2})^{-n-1} \times |u(y, t - s)| |v(y, t - s)| dtdy. \]

The above domination is a consequence of the estimate

\[ |D_k \Delta_i(x, t)| \leq C(|x| + t^{1/2})^{-n-1}. \]

Calling $M(u)$ the maximal function of Hardy-Littlewood of $|u|$ on the space variables and $u^*$ the sup on $t > 0$ of $|u|$, we have

\[ |B(u, u^*)| \leq C_0 \int_{\mathbb{R}^n} |x - y|^{-n+1}(M(u^*))^2 dy. \]

The constant $C_0$ does not exceed

\[ C \int_0^\infty (1 + t^{1/2})^{-n-1} dt. \]

The right-hand side of (3.12) does not depend on $t$, hence

\[ |B(u, u^*)|^* \leq C_0 \int_{\mathbb{R}^n} |x - y|^{-n+1}(M(u^*))^2 dy. \]

We apply now the Hardy-Littlewood-Sobolov potential inequality to (3.14) with exponents $1/q = 2/n - 1/n$ (see [12, pp. 119, 120]), and obtain

\[ \|B(u, u^*)\|^*_n(\infty) \leq C \{\|M(u^*)\|^*_n(\infty)\}^2 \leq C' \{\|u^*\|^*_n(\infty)\}^2. \]

On the other hand, $G^*(x, t)$ satisfies

\[ \|(G^*)\|^*_n(\infty) \leq C\|g\|_n \leq C\|g\|_n \leq C \delta s^{1-p/n} \|g\|^p_n \leq C s^{1-p/n} \|f\|^p_n. \]

The above inequality is an easy consequence of the maximal theorem of Hardy-Littlewood.

Inequalities (3.15) and (3.16) allow us to apply Lemma (II.2) of §II and obtain the fixed point if the $L^p$-norm of $g$ is suitably small. The smallness of the $\|g\|_n$ is guaranteed if $s > 0$ is chosen conveniently small. Part (i) of the thesis follows from (3.16) and Lemma (II.2). Clearly, the norm we have used above for the application of Lemma (II.2) is $\|(\cdot)\|^*_n(\infty)$. 
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In order to get (ii), we reexamine inequality (3.14) and apply the Hardy-Littlewood-Sobolev inequality with exponents:

\[ \frac{1}{p} = \frac{1}{r} - \frac{1}{n}, \quad \frac{1}{r} = \frac{1}{p} + \frac{1}{n}. \]

This gives

\[ (3.17) \quad \|B(u, u^\#)\|_p(\infty) \leq C\|u^\*\|_n(\infty)\|u^*\|_p(\infty). \]

We now introduce the norm:

\[ (3.18) \quad \|u\| = \max(\|u^\*\|_n(\infty), \|u^*\|_p(\infty)). \]

Inequalities (3.15) and (3.17) give immediately a similar inequality to (3.15) for the norm (3.18). Likewise, we introduce the same norm for \( G^\#(x, t) \), which is going to be suitably small if \( \|f^s\|_p \) and \( s^{1-p/n}\|f\|_{p/n} \) are.

Lemma (II.2) gives a fixed point \( u \) for a suitable Banach ball with the norm (3.18). Inequality (2.13) assures estimate (ii). Finally, all that was said for the cases \( u + B(u, u^\#) = G^\# \) apply to the limit case \( u + B(u, u) = G \), since estimates (3.10)–(3.18) are valid in this case. This concludes the proof.

A priori estimates. Let us consider the approximating system (3.4) and look at the equations containing \( v \).

**Theorem (III.1).** Let \( g^\#(x) \) be chosen with small \( L^p \)-norm, \( \|g\|_p < \epsilon \), such that \( u \), whose existence is assured by the lemma above, has a norm not exceeding \( a_0 < 1 \), that is

\[ (3.19) \quad \|u^\*\|_n(\infty) < a_0 < 1. \]

As we did before, \( h^\#(x) \) will denote the divergence free initial values of \( v \), \( h^\#(x) = \alpha h \). The functions \( g^\# \) and \( h^\# \) have the same meaning as in (3.4), (3.5).

Let \( v(x, t) \) be a solution of the approximating system (3.4) for the initial data \( h^\# \). Suppose that \( v \), \( \text{grad} v \), \( D_t v \) and \( \text{grad} u \) are in \( L^2 \) of \( S_T \). Then, \( v(x, t) \) satisfies the following estimates:

\[ (3.20) \quad V_2(t) + 2(1 - Ca_0)\{\|\text{grad} v\|_{2,2}(S_t)\}^2 \leq (\|h^\#\|_2)^2, \quad 0 < t < T. \]

**Proof.** Let us multiply the \( L(v_i) \) equation of system (3.4) by \( v_i \), sum over the index \( i \) and integrate over \( S_T \). It is readily seen by using identity (3.2) that

\[ (3.21) \quad V_2(t) + 2\{\|\text{grad} v\|_{2,2}(S_t)\}^2 - 2[\langle \text{grad} v \rangle(v^\#), v] = \|h^\#\|^2. \]

Due to the divergence free property of \( v \) and \( v^\# \) we have

\[ (3.22) \quad [\langle \text{grad} v \rangle(v^\#), v] = 0, \]

\[ [\langle \text{grad} v \rangle(u^\#), v] = 0. \]
A successive application of Hölder’s inequality, first in the space variables for the exponents \(r, 2, n\); \(1/r + 1/2 + 1/n = 1\), \(1/r = 1/2 - 1/n\) and second in the time variable for the exponents \(2, 2, \infty\), gives

\[
((\nabla v)(v^*), u) \leq \|v^*\|_{r,2}(S_t) \|\nabla v\|_{2,2}(S_t) \|u^*\|_n \\
\leq C a_0 \|\nabla v\|_{2,2}(S_t)^2.
\]

In the above expression we have used Sobolov’s inequality, namely

\[
\|v^*\|_{r,2}(S_t) \leq \|v\|_{r,2}(S_t) \leq C \|\nabla v\|_{2,2}(S_t), \quad 1/r = 1/2 - 1/n.
\]

This finishes the proof.

**Construction of the weak solution** \(v(x, t)\). We consider now

\[
v + B(v, v^*) + B(v, u^*) + B(u, v^*) = W \ast h^*.
\]

We shall use also the notation \(H^*(x, t)\) for the right-hand side of (3.25). We seek a solution \(v\) for (3.25), such that \(\|v^*\|_2(T) < \infty\), for \(T\) suitably small.

**Lemma (III.2).** If \(T\) is suitably small, then, there is a solution \(v\) to (3.25) such that

\[
\|v^*\|_2(T) < \infty.
\]

**Proof.** On account of the definition of \(v^*\) we have

\[
|B(v, v^*)| \leq \int_0^T \int_{R^n} K(x-y, t-s) v^*(y) \varepsilon^{-n/2} \|v^*\|_2(T) \, ds \, dy \\
\leq C \varepsilon^{-n/2} \|v^*\|_2(T) T^{1/2} M(v^*).
\]

Here, \(K = C(|y| + \varepsilon^{1/2})^{-n-1}\), and \(M(\ )\) stands for the \(n\)-dimensional Hardy-Littlewood maximal function (with respect to cubes or spheres).

A similar argument gives

\[
|B(v, u^*)| \leq \int_0^T \int_{R^n} K(x-y, t-s) v^*(y) M(u^*)(y) \, ds \, dy \\
\leq \int C |x-y|^{-n+1} v^*(y) M(u^*) \, dy.
\]

Likewise, we obtain

\[
|B(u, v^*)| \leq \int C |x-y|^{-n+1} u^*(y) M(v^*) \, dy.
\]

Inequalities (3.27), (3.28) and (3.29) give immediately

\[
\|[B(v, v^*) + B(v, u^*) + B(u, v^*)]^*\|_2(T) \\
\leq C (\varepsilon^{-n/2} T^{1/2} \|v^*\|_2(T) + 2 \|u^*\|_n(\infty)) \|v^*\|_2(T).
\]

If \(\varepsilon^{-n/2} T^{1/2}\) and \(\|u^*\|_n(\infty)\) are small we can apply Lemma (II.2) and assure the existence of \(v\) for small \(T\). This finishes the proof.

**Remark.** Occasionally we write \(T\) for \(S_T\) in the norms involving \((\ )^*\) as done in (3.30).
Lemma (III.3). Let $u(x,t)$ be the solution constructed in Lemma (III.1) solving

$$u + B(u, u^\#) = G^\#.$$  

Let us denote by $D^\alpha$, $\alpha = (\alpha_1, \ldots, \alpha_n)$, $|\alpha| = \sum_j \alpha_j$, the corresponding partial derivative with respect to space variables, and $D_t$ the partial derivative with respect to the time. Then, for all $T > 0$ and all $\alpha$, $0 \leq |\alpha|$, we have

(i) $\|D^\alpha u\|_{n}(S_T) < \infty$,
(ii) $\|D_t D^\alpha u\|_{n}(S_T) < \infty$.

Proof. Given the definition of $G^\# = W * g^\#$, one sees immediately

$$\sup_{t > 0} |D^\alpha G^\#| \in L^n$$

for all $\alpha$.

On the other hand, differentiation of (3.31) gives

$$D_t u + \int_0^t \int_{R^n} \left((D_i \text{grad} E(x - y, t - s))(u(y, s)), u^\#(y, s)\right) ds dy = D_t G^\#.$$  

$D_i \text{grad} E$ is the kernel of a convolution singular integral of parabolic type acting on functions of $R^{n+1}$. From the very definition of $u^\#$, Hölder's inequality gives

$$\|u^\#\|_{\infty} \leq C \varepsilon^{-1} \|u^\ast\|_{n}(\infty).$$

In the expression above we have made use of the fact that the function $u^\#$ equals $\alpha_e \ast u$. The continuity of the convolution singular integral of (3.33) in $L^n$ together with (3.34) and (3.32) give the desired property for $D_t u$.

The general case for $D^\alpha u$ is going to be argued by induction. Suppose that the result holds for $\alpha$, $|\alpha| \leq k$. Consider $D_t D^\alpha$ and express (3.31) in terms of convolution on the space and time variable with $W(x, t)$. Let us write also $D^\alpha$ as the iterated derivatives $D^\alpha = D_j D^\tau$, where $|\alpha| = k$ and $|\tau| = k - 1$. The equation reads

$$D_t D^\alpha u + D_{ij} W * \sum C_{\delta \beta} D^\delta \text{grad} u D^\beta u^\# = D_t D^\alpha G^\#,$$

where $|\delta + \beta| = k - 1$.

$D_{ij} W$ is the kernel of a parabolic singular integral operator of convolution type. It should be noted that

$$\|D^\beta u^\#\|_{\infty} \leq \|D^\beta \alpha_e\|_{n/(n-1)} \|u^\ast\|_{n}(\infty),$$

which gives the desired result.

The corresponding result for $D_t D^\alpha$ follows from two facts:

Fact 1.

$$D_t G^\# = \sum D_{ij} G^\#.$$  

Fact 2.

$$D_t D^\alpha u + D_{ij} W * D^\alpha ((\text{grad} u)(u^\#)) = D_t D^\alpha G^\#.$$
As before, $D_t W$ is the kernel of a parabolic singular integral operator. This finishes the proof.

**Lemma (III.4).** Let $T$ be a value of the time $t$ for which the solution $v$ of (3.39) below is obtainable through the fixed point argument of Lemma (III.2) applied to (3.39):

\begin{equation}
(3.39) \quad v + B(v, v^*) + B(v, u^*) + B(u, v^*) = F(x, t).
\end{equation}

In addition, we shall assume that the function $F(x, t)$ satisfies in $S_T$

\begin{equation}
(3.40) \quad \|D^\alpha F\|_2(S_T) < \infty; \quad \|D_t D^\alpha F\|_2(S_T) < \infty; \quad 0 \leq |\alpha|.
\end{equation}

In (3.39), we naturally mean the solution $u$ constructed in Lemma (III.1). Then, $v$ satisfies

\begin{equation}
(3.41) \quad \begin{align*}
(\text{i}) & \quad \|D^\alpha v\|_2(S_T) < \infty; \quad 0 \leq |\alpha|, \\
(\text{ii}) & \quad \|D_t D^\alpha v\|_2(S_T) < \infty; \quad 0 \leq |\alpha|.
\end{align*}
\end{equation}

**Proof.** As in the previous lemma, we will prove the result by induction. The case $|\alpha| = 1$ is concerned with the derivatives $D_t^2 v$. Consider the derivative $D_t$ of equation (3.39):

\begin{equation}
(3.42) \quad D_t v + D_t B(v, v^*) + D_t B(v, u^*) + D_t B(u, v^*) = D_t F.
\end{equation}

In the above expressions for $B$ we use the divergence free fundamental solution $E(x, t)$ as arising in Oseen's formula. We let the kernel grad $E$ absorb the differentiation in the $B$'s thus producing a parabolic singular integral transformation of sum of products $v_i(v_j)^*, v_i(u_j)^*, u_i(v_j)^*$ over $S_t$.

In (3.43) we show that the above products are in $L^2(S_T)$, thus implying the same property for the corresponding $D_t B$'s on account of the continuity in $L^2(S_T)$ of the singular integral transformations.

\begin{equation}
(3.43) \quad \begin{align*}
\|v_i(v_j)^*\|_2(S_T) & \leq \|v\|_\infty \|v\|_2(S_T) \leq C e^{-n/2} \{\|v\|_2(S_T)\}^2, \\
\|v_i(u_j)^*\|_2(S_T) & \leq \|u\|_\infty \|v\|_2(S_T), \\
\|u_i(v_j)^*\|_2(S_T) & \leq \|u\|_n(S_T) \|v\|_q(S_T) \leq C(e, T) \|u\|_n(S_T) \|v\|_2(S_T), \\
1/q & = 1/2 - 1/n.
\end{align*}
\end{equation}

Consider now $D_t D^\alpha$, where $|\alpha| = k - 1$ and let us assume the property valid for all $\delta$ such that $|\delta| \leq k - 1$. We write

\begin{equation}
(3.44) \quad D_t D^\alpha + \sum C_{\delta \beta} D_t B(D^\delta v, D^\beta v^*) + \sum C_{\delta \beta} D_t B(D^\delta v, D^\beta u^*) + \sum C_{\delta \beta} D_t B(D^\delta u, D^\beta v^*) = D_t D^\alpha F; \quad |\delta + \beta| \leq k - 1.
\end{equation}

The expression above is a consequence of Leibnitz's formula. The continuity in $L^2(S_T)$ of the parabolic singular integral operators in (3.44) give the desired
property on account of estimates (3.45):

\[
\|D^\delta v\|_2(S_T) < \infty; \quad \|D^\beta v^\ast\|_\infty(S_T) < \infty,
\]

\[
\|D^\beta u\|_\infty(S_T) < \infty; \quad \|D^\delta u\|_n(S_T) < \infty,
\]

\[
\|D^\beta v^\ast\|_q(S_T) \leq C(\epsilon, T)\|D^\beta v\|_2(S_T); \quad 1/q = 1/2 - 1/n.
\]

In (3.45) above we have $|\delta + \beta| \leq k - 1$. This proves (i). The proof of (ii) follows the same lines but it uses $W$ instead of $E$. We are interested in estimating $D_t D^\alpha v$, hence we use

\[
D_t D^\alpha v + D_t W \ast D^\alpha \{(\text{grad} v)(v^\ast)\} + D_T W \ast D^\alpha \{(\text{grad} v)(u^\ast)\} + D_t W \ast D^\alpha \{(\text{grad} u)(v^\ast)\} = D_t D^\alpha F.
\]

On account of (i) and the fact that $D_t W$ is the kernel of a parabolic singular integral operator (ii) is established.

**Theorem (III.3).** The solution constructed in Lemma (III.2) can be extended to all time $t > 0$, and furthermore it satisfies the “a priori estimates” of Theorem (III.2) for all $t > 0$, that is

\[
\frac{1}{2} \int_{R^n} |v(x,t)|^2 \, dx + (1 - a_0) \int_0^t \int_{R^n} |\text{grad} v|^2 \, dx \, dt \leq \frac{1}{2} \int_{R^n} |h^\ast|^2 \, dx.
\]

**Proof.** We start with the initial values $h^\ast(x)$ and construct a solution $v(x,t)$ by using the fixed point argument of Lemmata (II.2) and (III.2) for small $T$. The size of $T$ depends on $C\epsilon^{-n/2} T^{1/2}$, $C\|u^\ast\|_n(\infty)$ and $C\|h^\ast\|_2$, here $C$ is an independent constant. It should be clear that instead of $\|u^\ast\|_n(\infty)$ we can use $\|u^\ast\|_n(T)$ as well. Invoking Lemma (II.2) once more, we see the condition that gives the size of $T$ is

\[
2C\epsilon^{-n/2} T^{1/2} \|h^\ast\|_2 \{(1 - C\|u^\ast\|_n(\infty))^2 - 4C\epsilon^{-n/2} T^{1/2} \|h^\ast\|_2\}^{-1/2}
\]

\[+ C\|u^\ast\|_n(T) < 1.
\]

Here, as before $C$ is an independent constant.

The regularity Lemma (III.4) allows us to apply the “a priori estimates” of Theorem (III.2) and move from $t = 0$ to $t = T$ without increasing the $L^2$-norm of the initial data. As a byproduct of Lemma (III.4) we obtain that $D^\alpha v(x, T)$ is in $L^2$ for all $\alpha$; and furthermore, we have

\[
D^\alpha v(x, t) = \int_0^t D_s D^\alpha v(x, s) \, ds + D^\alpha h^\ast(x),
\]

and consequently

\[
\left\{ \int_{R^n} |D^\alpha v(x, T)|^2 \, dx \right\}^{1/2} \leq \|D_t D^\alpha v\|_2(S_T) + \|D^\alpha h^\ast\|_2.
\]
The strategy is now clear, we move from 0 to \( T \), and from \( T \) to \( 2T \) and so on without increasing the \( L^2 \)-norm of the initial data and being assured all the regularity we need to apply the “a priori estimates” on each step. This finishes the proof.

A refinement of the “a priori estimates”.

**Theorem (III.4).** Let \( \beta(x) \) be a nonnegative \( C^\infty \)-infinity function such that \( \beta = 1 \) if \( |x| > N \) and \( \beta = 0 \) if \( |x| < N/2 \), \( |\text{grad} \beta| \leq C/N \), \( n = 3, 4 \). The function \( v \) (solution of (3.4) for the initial data \( h^\# \) known to exist for all time \( t \) by virtue of the preceding results) satisfies the following estimate:

\[
\frac{1}{2} \int_{\mathbb{R}^n} \beta(x) |v(x,t)|^2 \, dx + \int_S |\text{grad} v|^2 \, dx \, ds \\
\leq \frac{1}{2} \left( \frac{1 + t}{N} \right) \left( \|h^\#\|_2 \right)^2 \\
+ \left( C/N \right) \|u\|_{n,\infty}(T)(\|h^\#\|_2)^2 + C \|\beta u\|_{n,\infty}(T)(\|h^\#\|_2)^2,
\]

\[0 < t < T.\]

In (3.51) above, \( C \) stands for an independent constant and \( u \) is the solution constructed in Lemma (III.1).

**Proof.** Let us return to the portion of the approximating system (3.4) involving \( v \), namely

\[
L(v) + (\text{grad} v)(v^\#) + (\text{grad} v)(u^\#) + (\text{grad} u)(v^\#) + \text{grad} Q = 0.
\]

The pseudopressure \( Q \) is given by

\[
Q = C \sum R_i R_j (v_j^*)(u_i^*) + v_i^*(u_j^*) + u_i^*(v_j^*).
\]

Here, \( R_i \) denotes as usual the \( i \)th Riesz transform. Let us multiply the \( i \)th equation of (3.52) by \( \beta v_i \), sum over \( i \) and integrate over \( S_i \), namely

\[
\frac{1}{2} \int_{\mathbb{R}^n} \beta v(x,t)^2 \, dx + \int_S |\text{grad} v|^2 \, dx \, ds + [(\text{grad} v)(\text{grad} \beta), v] \\
+ [(\text{grad} v)(v^\#), \beta v] + [(\text{grad} u)(v^\#), \beta v] + [(\text{grad} u)(u^\#), \beta v] \\
- \int_S (\text{grad} \beta, v) Q \, dx \, ds = \frac{1}{2} \int_{\mathbb{R}^n} \beta |h^\#|^2 \, dx.
\]

We are going to deal separately with the 3rd, 4th, 5th, 6th and 7th terms of the left-hand side in (3.54) above.

**3rd term.**

\[
[(\text{grad} v)(\text{grad} \beta), v] \leq (C/N) \|\text{grad} v\|_2(S_i)\|v\|_2(S_i).
\]

**4th term.**

\[
[(\text{grad} v)(v^\#), \beta v] = -[(v \text{grad} \beta)(v^\#), v] - [\beta(\text{grad} v)(v^\#), v].
\]
Hence

\[ [(\text{grad } v)(v^*), \beta v] = -\frac{1}{2}[(v \text{ grad } \beta)(v^*), v]. \]

An application of Hölder’s inequality to the right-hand side of (3.56) gives

\[ ||[(\text{grad } v)(v^*), \beta || \leq \frac{C}{N} \int_0^t \left( \int_{R^n} |v(x, s)|^2 \, dx \int_{R^n} |v|^2 |v^*|^2 \, dx \right)^{1/2} \, ds. \]

Denoting by \( M( ) \) the Hardy-Littlewood maximal function with respect to spheres in the space variables we obtain the following domination for the functions of (3.57):

\[ \int_{R^n} |v|^2 |v^*|^2 \, dx \leq \int_{R^n} M^4(v) \, dx \leq C \int_{R^n} |v|^4 \, dx. \]

Since \( n = 3, 4 \), we have

\[ \int_{R^n} |v|^4 \, dx \leq C \left( \int_{R^n} \{ |\text{grad } v|^2 + |v|^2 \} \, dx \right)^2. \]

The above inequality is an easy consequence of Sobolov’s inequality.

Now we can use (3.58) and (3.59) to dominate the right-hand side of (3.57) and obtain

\[ ||[(\text{grad } v)(v^*), \beta v] || \leq C/N(||h^*||_2 + (1 + t)(||h^*||_2)^2). \]

**5th term.** For the 5th term we have

\[ [(\text{grad } u)(v^*), \beta v] = -[(v \text{ grad } \beta)(v^*), u] - [\beta(\text{grad } v)(v^*), u], \]

which gives immediately

\[ ||(v \text{ grad } \beta)(v^*), u || \leq (C/N)||u||_{n, \infty}(T) \int_{S_t} |\text{grad } v|^2 \, dx \, ds \]

\[ \leq (C/N)||u||_{n, \infty}(T)(||h^*||_2)^2, \quad 0 < t < T. \]

A similar argument gives

\[ ||[\beta(\text{grad } v)(v^*), u] || \leq ||u||_{n, \infty}(T)||h^*||_2, \quad 0 < t < T. \]

**6th term.** We use here the same argument as in previous case:

\[ ||[(\text{grad } v)(u^*), \beta v] || \leq ||u||_{n, \infty}(T) \int_{S_t} |\text{grad } v|^2 \, dx \, ds \]

\[ \leq ||u||_{n, \infty}(T)(||h^*||_2)^2, \quad 0 < t < T. \]

**7th term, the pseudopressure \( Q \).** On account of the expression we have for \( Q \) in terms of singular integral transformations (linear combinations of composition of Riesz operators), which generically will be designated by the symbol \( K( ) \), we have to deal with integrals of the type

(a) \[ \int_{S_t} (\text{grad } \beta, v)K(v_j(v_j^*)) \, dx \, ds, \]

(b) \[ \int_{S_t} (\text{grad } \beta, v)K(v_j(u_j^*)) \, dx \, ds, \]

(c) \[ \int_{S_t} (\text{grad } \beta, v)K(u_j(v_j^*)) \, dx \, ds. \]
The fact that $K$ defines a bounded mapping from $L^q(R^n)$ into itself, $1 < q < \infty$, allows us to treat (a) as the 4th term above, and (b), (c), as the 5th term. Estimates (3.55), (3.60), (3.62), (3.63), (3.64) and what was said about the 7th term conclude the proof.

**End of the proof of Theorem A, compactness arguments.**

**Lemma A**

(i) There is a $T > 0$ depending on the following norm of $g$:

$$\|g\| = \|g\|_n + \|g\|_{n/\beta}, \quad 0 < \beta < 1,$$

such that the family of functions

$$u(x, t)$$

solutions of $u + B(u, u^*) = g^*$ as a family dependent on the parameters $\varepsilon$ and $t$, $0 < t < T$ is compact in $L^n$.

(ii) The size of $T$ is determined by the condition

$$T^{(1-\beta)/2} (s^{1-\beta p/n} \|f\|_{p}^{\beta p/n} + s^{1-p/n} \|f\|_{p}^{p/n}) < \varepsilon_0.$$

Furthermore, we have for the solutions the estimates

(iii)

$$\|u^*\|_n(T) \leq C(\varepsilon_0) (s^{1-\beta p/n} \|f\|_{p}^{\beta p/n} + s^{1-p/n} \|f\|_{p}^{p/n}),$$

$$\|u^*\|_p(T) \leq C'(\varepsilon_0) (s^{1-\beta p/n} \|f\|_{p}^{\beta p/n} + \|f^*\|_{p}).$$

Here, the $u(x, t)$ are solutions of (3.4) for the initial values $g^*$. The constants $C$ and $C'$ depend on $\varepsilon_0$, which is a fixed small quantity arising from (2.11), (2.12) and (2.13) in Lemma (II.2).

**Proof.** Consider the following estimate for $E$:

$$|E| \leq C|x|^{\beta-n}|t|^{-(1+\beta)/2}, \quad 0 < \beta < 1,$$

which gives for the transformation $m = B(u, w^*)$ the estimates

$$\|m^*\|_{n/\beta}(T) \leq CT^{(1-\beta)/2} \|u^*\|_{n/\beta}(T) \|(w^*)^\ast\|_{n/\beta}(T),$$

$$\|m^*\|_{n}(T) \leq CT^{(1-\beta)/2} \|u^*\|_{n}(T) \|(w^*)^\ast\|_{n/\beta}(T),$$

that are easy consequences of Sobolov’s potential inequality. The combination of both estimates in (3.69) above gives us

$$\|m\| \leq CT^{(1-\beta)/2} \|u\| \cdot \|w^*\|,$$

where the $\|\|$ norm is the sum of the $n$ and $n/\beta$ norms of (3.69). An application of the fixed point Lemma (II.2) to

$$u + B(u, u^*) = G^*$$
using the (3.70) norm, gives \( u \) with \( u^* \) in the intersection of \( L^n \) and \( L^{n/\beta} \). Hence
\[
\|(u - G^#)^*\|_{n}(T) \leq CT^{(1-\beta)/2} \|u^*\|_{n}(T)\|(u^#)^*\|_{n/\beta}(T) \\
\leq C'T^{(1-\beta)/2} M.
\]
Here, \( M \) is any bound for corresponding norms of the fixed point in terms of the initial data from Lemma (II.2). The inequalities (3.72) specialized to subintervals of \((0, T)\), namely
\[
\|(u(x, t_0 + t) - W * u(x, t_0))^*\|_{n}(t) < C'Mt^{(1-\beta)/2}
\]
together with the compactness of \( G^# \) complete the proof of (i). Parts (ii) and (iii) follow from an application of Lemma (II.2) to \( u + B(u, u^#) = G^# \) using the norms
\[
\|(\ )^*\|_{n/\beta}(T) + \|(\ )^*\|_{n}(T), \quad \|(\ )^*\|_{n/\beta}(T) + \|(\ )^*\|_{p}(T),
\]
and (3.69) together with a similar estimate to (3.69), namely
\[
\|m^*\|_{p}(T) \leq CT^{(1-\beta)/2} \|u^*\|_{p}(T)\|(w^#)^*\|_{n/\beta}(T),
\]
which is a simple consequence of (3.68) and Sobolov’s potential inequality. This concludes the proof of Lemma A1.

**Observation.** Lemma A1 implies that by selecting \( N \) large enough (the one associated with \( \beta(x) \)) the term in (3.51) involving \( \|\beta u\|_{n, \infty}(T) \) can be made uniformly small independently from \( \varepsilon \).

**Lemma A2.** The family of solutions \( v \) of (3.4) for the initial values \( h^# \), as a family depending on the parameter \( \varepsilon \), contains a denumerable subfamily that converges in \( L^2 \) of any subset \( S_T \), \( n = 3, 4, \ T > 0 \).

**Proof.** Consider the functions \( V(t) \) defined by
\[
V^2(t) = \int_{R^n} |v(x, t)|^2 \, dx.
\]
Let us bring back Theorem (III.2) and write the basic identity
\[
[(\text{grad} \, v)(v^#), u] + (\|\text{grad} \, v\|_{2}(S_T))^2 + (1/2)V^2(t) = (1/2)(\|h^#\|)^2.
\]
The “a priori estimates” give the fact that the first and second term in the left-hand side above have uniformly bounded variation as functions of \( t \); see Theorem (III.1) and inequality (3.23) in its proof. The identity (3.74) above implies the same property for \( V^2(t) \). Helly’s selection principle allows us to extract a sequence of \( V^2(t) \) converging to a limit \( X(t) \) except for a set at most countable. Likewise, Alaoglu’s theorem allows us to extract a sequence of \( v, s \) converging together with their space derivatives weakly in \( L^2(S_T) \) to a limit function \( v \).

J. Leray’s argument [8, paragraphs 29 and 30, pp. 236–240] adapted to this case thanks to Theorem (III.4) and Lemma A1 gives the strong convergence in
$L^2$ of the sequence of $v, s$. For the sake of completeness let us illustrate the heart of the argument.

Call $v_m$ the selected sequence converging together with the sequences of space variable derivatives to $v$ in the weak topology of $L^2(S_T)$, assume also that for the same sequence $(V_m(t))^2$ is convergent except for a countable set. From the “a priori estimates” we get

$$
(3.75) \quad \int_{\mathbb{R}^n} |\text{grad } v_m|^2 \, dx \leq A(t) < \infty \quad \text{a.e.}
$$

Inequality (3.75) implies that there is an appropriate subsequence of $v_m(x,t)$ depending on $t$, that converges to $v$ in $L^2$ of bounded measurable subsets of $\mathbb{R}^n$. The estimates that we have on the size of the tails, from Lemma A1 and Theorem (III.4), give the inequality below by selecting $N$ large enough:

$$
(3.76) \quad \int_{|x|>N} |v|^2 \, dx < \delta.
$$

The estimate above implies the convergence of $v_{m(t)}$ to $v_\sim$ in $L^2(\mathbb{R}^n)$. From this point one sees that

$$
(3.77) \quad (V_{m(t)})^2 \text{ converges to } \int_{\mathbb{R}^n} |v_\sim|^2 \, dx.
$$

Integration with respect to $t$ shows that $\|v_m\|_2(S_T)$ tends to $\|v_\sim\|_2(S_T)$ and a well-known result of F. Riesz finishes the argument.

**Final steps.** As a consequence of Lemmas A1 and A2 we construct a sequence of solutions $v_m$ and $u_m$ to the approximating systems (3.4), such that both sequences converge in $L^2(S_T)$ and $L^n(S_T)$ respectively.

Let us take now a test function $w(x,t)$ [see Ia) and b)], integrate against equations (3.4) specialized on $v_m$ and $u_m$, use the identities (3.2) and (3.3), and let $m$ go to $\infty$. We obtain solutions of system (2.6) by virtue of the facts:

(a) Products of components of $v_m$ and $v_m \alpha_m$ converge in $L^2(S_T)$.

(b) Products of components of $v_m$ and $u_m \alpha_m$, or conversely, converge in $L^q(S_T)$, $1/q = 1/2 + 1/n$.

(c) Products of components of $u_m$ and $u_m \alpha_m$ converge in $L^{n/2}(S_T)$.

(d) $h_m$ and $g_m$ converge to $h$ and $g$ in $L^2$ and $L^n$ respectively.

In order to show part (i) of Theorem A consider the sequence $u_m$ known to converge in $L^n(S_T)$ for a suitable $T>0$ (this is a consequence of Lemma A1), we may assume as well that the sequence converges a.e. to $u$. This fact implies that the limit function $u$ satisfies

$$
(3.78) \quad u + B(u,u) = G.
$$

An application of Lemma A1 to $u_m$ gives

$$
(3.79) \quad \|u_m^*\|_p(T) \leq C(\varepsilon_0)(s^{1-\beta p/n} \|f\|_p^{\beta p/n} + \|f^3\|_p),
$$
where $T$ is restricted as in Lemma $A_1$. The passage to the norm $\|\cdot\|_{p,2}(S_T)$ introduces the extra factor $T^{1/2}$ on the right-hand side of (3.79). Fatou’s theorem gives

$$\|u\|_{p,2}(T) \leq C(e_0)T^{1/2}(s^{1-\beta p/n}\|f\|_{p}^{\beta p/n} + \|f^s\|_p).$$

Now, we proceed to study $v_m$, which is assumed to converge in norm $L^{2,2}(S_T)$ and also a.e. From previous results and Sobolov’s imbedding theorem we have

$$\|v_m\|_{p,2}(T) \leq C(\|\text{grad } v_m\|_{L^{2,2}}(T) + (V_m)_2(T)) \leq C'\|h^\#\|_2 \leq C''s^{1-p/2}\|f\|_{p}^{p/2}.$$ 

Fatou’s theorem gives

$$\|v\|_{p,2}(T) \leq C''s^{1-p/2}\|f\|_{p}^{p/2}.$$ 

Inequalities (3.80) and (3.82) give part (i) of the thesis.

In order to prove (ii), that is to extend the solution $u + v$ constructed in the previous step to all time $t > T$, we observe that $u$ has finite $L^p$ norm on the space variables for all $t$, such that $0 \leq t \leq T$, likewise $v$ has finite $L^2$ norm on the space variables for all $t$, $0 \leq t \leq T$. We partition $u$ for $t = T$ as the sum $u' + u''$ in the same fashion as in Lemma (II.1) and go about the same construction used to prove part (i) with the following definitions for $h$ and $g$:

$$h_1 = u'' + v(x, T), \quad g_1 = u'.$$

The selection of $u'$ with small $L^p$ norm is going to assure the existence of a solution $u_1 + v_1$ for all time $t$, $T \leq t \leq T_1$. Finally, observing that the $L^{p,2}$ norm of $v_1$ over $R^n \times (T, T_1)$ depends only on the $L^2$ norms $(0,4)$, $T \leq t \leq T_1$, of $v_1$ and the grad $v_1$ over $R^n \times (T, T_1)$, we obtain (ii) for $t$ within the range $T \leq t \leq T_1$.

The previous step illustrates the “basic step” for the induction. This is accomplished by repeating the basic step in each portion $(T_k, T_{k+1}) \times R^n$. In each step we select $g_k$ with $L^p$ norm suitably small to assure $T_{k+1} - T_k > \delta_0$ for all $k$. Details are left to the reader.

Results for the limiting case $p = n$. It follows from the previous theory that the partitions and techniques covering the cases $2 < p < n$, $3 \leq n \leq 4$, apply also to this case. In this situation however, it is possible to obtain results that are qualitatively better and of slightly different nature. As we are going to see, it will be possible to imbed the $L^n$ initial data in the existence and uniqueness class $L^{n+2,n+2}(S_T)$, treated by Fabes, Jones and Riviere in [3, Theorems (3.2) and (3.3)].

**Theorem B.** Suppose that $f(x)$, the initial data, is a vector function, such that $f \in L^n(R^n)$, div $f = 0$ (in the distributions sense). If $\|f\|_n < \epsilon_0$, $n \geq 3$, there
is a unique global solution $u$ to problem (0.1) such that

(i) $\|u\|_n(\infty) \leq C(e_0)\|f\|_n$.

Here, $e_0$ is a fixed constant that depends on the fixed point estimates of Lemma (II.2). If no restriction is imposed on the size of $\|f\|_n$, then there exists a unique solution $u$ in $L^{n+2, n+2}(S_T)$, $n \geq 2$, provided that

(ii) $\|W*f\|_{n+2, n+2}(S_T) \leq e_0$.

Moreover, we always have

(iii) $\|W*f\|_{n+2, n+2}(\infty) \leq C(n)\|f\|_n$.

The constant $e_0$ has the same meaning as above. $W$ denotes as always the Weierstrass kernel and the convolution is on the spatial variables.

Proof. Part (i) follows from Lemma (II.2) and inequalities (3.12)-(3.16) of Lemma (III.1). On account of Theorems (3.1), (3.2) and (3.3) in [3] it will be enough to show only part (iii).

Call $F(x,t)$ the following function:

$$ F(x,t) = t^{-n/2} \int_{|x-y|<t^{1/2}} f(y) \, dy. $$

On account of the fact that for $f \geq 0$ we have

$$ W*f \leq \text{constant} \sum_{k=1}^{\infty} b_k 2^{nk} F(x, 2^{2k} t), $$

where $b_k = \exp \{-2^{(k-1)^2}\}$, and of the “a priori estimate” derived from (3.85)

$$ \|W*f\|_{n+2, n+2}(\infty) \leq \text{const} \sum_{k=1}^{\infty} b_k 2^{nk\{1-2/[p(n+2)]\}} \|F\|_{n+2, n+2}(\infty), $$

it will be enough to prove (iii) for $F(x,t)$ instead of $W*f$. Without loss of generality, we may assume that $F(x,t)$ refers to “cubes”, with sides parallel to the coordinate axes, being centered at $x$ and having edges of length $2t^{1/2}$. On account of the “a priori estimate” (3.86), (iii) will be a consequence of the following imbedding lemma:

Lemma A3. Let $1 \leq n < \infty$, $f \in L^p(R^n)$, $1 < p < \infty$. Then the function $F(x,t)$ defined above belongs to $L^{(n+2)p/n, (n+2)p/n}(\infty)$; furthermore, we have the inequality

(i) $\|F\|_{(n+2)p/n, (n+2)p/n}(\infty) \leq C_p(n)\|f\|_p$.

The constant $C_p(n)$ above depends only on $p$ and $n$.

Proof. Without loss of generality we may assume that $f \geq 0$ and that $\|f\|_p = 1$.

Consider now $G$ to be the set of points $R^n$ where $M(f) > s$. Here $M(\ )$ stands for the maximal function of $f$ with respect to centered cubes with edges parallel to the coordinate axes. The set $G = G(s)$ is an open set, and $\bigcup Q_k$ will denote a cover of it in the Whitney sense (see [12, pp. 167-169]).
The following properties are easy to verify and constitute standard arguments:

1. The cubes $Q_k$ are nonoverlapping, $\bigcup Q_k = G$.
2. $c_1 \text{dist}(Q_k, B) \leq \text{diam}(Q_k) \leq c_2 \text{dist}(Q_k, B), \quad B = \text{complement}(G)$.
3. $M(f) \leq s$ if $x \in B$.
4. If $x \in Q_k$ and $Q$ is a cube centered at $x$ and such that $\text{diam}(Q) \leq c_3 \text{diam}(Q_k)$, then $|Q|^{-1} \int_Q f \, dy \geq c_4 s$.

In the above expression, $c_3$ and $c_4$ are universal constants that are larger than 2. The constant $c_3$ is selected so that $Q$ touches $B$. Keeping the same notation, the edges of the cubes are given by the values $2t^{1/2}$ for $t = t_k$, $k = 1, 2, 3, \ldots$. The measure of each $|Q_k|$ is dominated by constant $(s^{-p})$.

We introduce in $R^{n+1}$ the sets

$$R_k = \{(x, t); x \in Q_k, \quad 0 < t < [c_3 \text{diam}(Q_k)]^2\}.$$ 

By construction, we have

$$F \leq s \quad \text{if} \quad x \in B,$$

$$F \leq c_4 s \quad \text{if} \quad x \in Q_k \quad \text{and} \quad t > [c_3 \text{diam}(Q_k)]^2.$$

The above inequalities imply that $\{F > (c_4)s\}$ is contained in $\bigcup_{1}^{\infty} R_k$. We have the following estimate for the above union:

$$(3.89) \quad |\bigcup R_k| \leq \text{constant}[\sup \text{diam}(Q_k)]^2 \sum |Q_k| \leq \text{constant} s^{-2p/n} |G| \leq \text{constant} s^{-2p/n} D(s).$$

In the above expression $D(s)$ stands for the distribution function of $M(f)$ and we have used $|Q_k| < Cs^{-p}$. Calling $D_0(s)$ the distribution function of $F(x, t)$ over the upper half-space of $R^{n+1}$ we get as a consequence of (3.89) $D_0(s) \leq \text{constant} s^{-2p/n} D(c_4 s)$.

Here, $c_5$ is the inverse of $2(c_4)$. Finally, integrating $D_0(s)$ against $s^{(n+2)p/n-1}$ from 0 to $\infty$ and using (3.90) we obtain the thesis for nonnegative $f$, $\|f\|_p = 1$. The general case follows from addition and homogeneity.

**Observation.** The connection between the solutions of Theorems A and B remains an open problem.
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